Dear Editor Prof. Ulrike Lohmann

Please find below our responses to the reviewers’ comments and a
marked-up manuscript including supplemental figures and an
added table. We have addressed all the comments raised by both
reviewers, and we believe our manuscript has been improved.

Thank you very much for your consideration.

Sincerely, Hiroki Kashimura et al.



“Shortwave radiative forcing, rapid response, and feedback to the surface
by sulphate geoengineering: Analysis of the Geoengineering Model Inter-

comparison Project G4 scenario” by Hiroki Kashimura et al.
Response to Dr. Aaron Donohoe
Dear Dr. Donohoe

We thank Dr. Donohoe for a careful review again and constructive comments.
Please find below the authors’ response. In this reply we denote referee's
comments and questions using blue; our responses are in black and relevant
text in the manuscript in Times font with changes shown in red.

| want to thank the Author’s for the careful and thoughtful revisions and re-
sponse to reviews. The revised manuscript is technically sound, well written
and has addressed my previous concerns. | believe the conclusions are sound,
novel and will make a strong impact on the existing literature on geoengineering.
| continue to disagree with the emphasis on the surface energy budget (as op-
posed to TOA) and think the distinction between shortwave feedbacks and
rapid response to SRM could be brought to the forefront of the manuscript in
order to reach a broader climate dynamics audience. However, that emphasis is
simply my opinion on the importance of the work and, as written, the focus on
the changes in net shortwave at the surface is justified within the text. | elabo-
rate on my suggestion below and otherwise have only minor suggestions of
clarification. | think this manuscript is publishable nearly as is. Thanks again to
the Author’s for their efforts.

Primary emphasis of the text.

The main conclusion | draw from the results presented in this manuscript are: if
one accounts for inter-model spread in the adjusted radiative forcing under
SRM management, inter-model spread in surface temperature response is
primarily due to differences in the shortwave forcing (as opposed to feedbacks).
The spread in the adjusted forcing is a consequence of both the inter-model
differences in the direct aerosol forcing and the rapid cloud response and the
Authors have developed a novel technique for separating the direct forcing and
rapid cloud response. The implication of this work is: the climate response to



greenhouse gases and SRM can be understood from simply calculating the
adjusted forcing and using the same climate sensitivity. While there is work to
be done to understand the rapid cloud response — and where the observed
system may lie within the substantial inter-model spread — | think this conclu-
sion is a powerful result that | have not seen stated elsewhere. If robust, it
would suggest that running long SRM model simulations is less important than
understanding the short term cloud response to aerosol. | think this result is
significant to the larger climate dynamics community and should be the central
focus of the writing in the manuscript.

Again, this is just my opinion. As written, | think the manuscript addresses the
more specific issue of how surface shortwave will change under SRM and this
may be of more interest to the geo-engineering community that is reading this
special issue. | personally think the results and implications are impactful to a
larger community. But | leave it to the Authors to make this determination since
they know their audience better than | do.

=> Thank you very much for the suggestion. We think it would be very fruitful to
write a companion piece talking about understanding the climate response from
this sort of ‘dual forcing’ experiment. So as not to distract from the main point
of the present paper, which we would prefer to keep focused on SRM, we re-
serve such discussions for future work.

Specific points:

Section 3.4:Comparison of feedbacks with those estimated from greenhouse
forcing; The Authors find an ensemble average surface albedo feedback of
+0.38 W m™2K"1 and a shortwave water vapor absorption feedback of -0.91 W
m 2K 1 at the surface. It would be helpful to compare these feedbacks to those
(ensemble average over the larger CMIP5 ensemble) reported in the literature
under the response to greenhouse forcing. Numbers for the TOA are more
prevalent in the literature and | suggest reporting TOA numbers here too (since
the technique used in the manuscript gets at both). Specifically, these numbers
seem consistent with the ensemble mean surface albedo feedback at TOA of
+0.3W m2 K1 given by Bony et al. feedback review paper (since the surface
number should be slightly bigger in magnitude as discussed in the current
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manuscript) and the shortwave water vapor absorption of +1.0 W m=2K 1 in the



atmospheric column and 0.3 W m2K" at the TOA (implying -0.7 at the surface)
given by Donohoe et al. 2014 (Shortwave and longwave contributions to global
warming under increasing carbon dioxide, PNAS). | think the point that the SW
feedbacks in response to SRM are consistent with those under greenhouse
forcing is a powerful statement.

=> Following this suggestion, we have calculated feedback parameters at TOA
and compared them with Soden and Held (2006) (which Bony et al referred) and
Donohoe et al. (2014). We found that the SW feedback of surface albedo is
consistent with those under greenhouse forcing, but that of WV is about a half.
This discussion is added at the end of Section 4.1 as follow:

P.14 L..27-35 “To fairly compare feedback parameters in G4 with those under green-
house gas forcing, we decompose the total reactions at TOA into rapid adjustment and
feedback in the same manner that we performed in Section 3.4. The rapid adjustment
and feedback parameters calculated at TOA are listed in Table S1. The mul-
ti-model-averaged feedback parameter of surface albedo in G4 is 0.27 W m” K. This
value is close to the surface albedo feedback parameter of 0.26 W m™ K™ in A1B sce-
nario Soden and Held (2006) and that of 0.30 W m™ K" in the quadrupled CO, experi-
ment Donohoe et al. (2014). On the other hand, the multi-model-averaged feedback pa-
rameter of water vapour in G4 is 0.15 W m™ K™ and that (for SW at TOA) in quadru-
pled CO, experiment is 0.30 W m™ K. These comparisons suggest that the SW feed-
back of surface albedo under sulphate geoengineering is consistent with that under
greenhouse gas forcing, whereas that of water vapour is about a half of that under

greenhouse gas forcing.”

Page 14. Line 18. Worth pointing out that the 35% difference between surface
albedo feedback as measured at the TOA compared to that at the surface is
consistent with the (single pass) basic state atmospheric opacity (1-A-R).

=> Thanks to this comments, we realized that the ratio Eg,'°*/Eg, can be
mathematically written as (1-A-R)/(1-R). And of course, this ratio is consistent
with the 35% difference. We added a word and a sentence as follows:

P.14 L.3-5 “This is mainly because the upward shortwave radiation that was reflected at
the surface must pass the atmosphere being decreased by absorption and reflection be-
fore reaching the TOA. The ratio Eg,"**/E,, of course, agrees with

(1-R*p-A"Rep)/ (1-R*yp), Which can be obtained through algebraic manipulation.”



Page 14. Line 20. The impact of shortwave atmospheric absorption on reflected
SW at the TOA has 2 contributions in response to decreased water vapor under
SRM: 1. Less absorption of shortwave above cloud top results in less
shortwave reflected off the top of clouds reaching the TOA and 2. Less ab-
sorption above bright surfaces reduces the surface contribution to reflected SW
at the TOA. The Author’s are correct in pointing out that 2 dominates in the
isotropic SW model used in this study by construction since the atmospheric
absorption and reflection occur at the same vertical level (hence prohibiting the
absorption above cloud top. This is a limitation of the model (I’'m criticizing
myself not the Authors here — Lol). But, in the real world it’s possible that the
SW water vapor absorption above cloud top is the dominant affect over the
surface contribution. | don’t know of and can’t think of a way to back out the
relative contributions, but it’s worth discussing this point in the text.

If we understand the referee’s point correctly, we should discuss the relative
contribution of absorption above the cloud and that above the surface. As the
referee mentioned, our single layer model assumes reflection and absorption at
the same level and at the same time, and this model cannot consider the order
of reflection and absorption. The SW flux that reflected back to TOA by clouds
and the atmosphere without reaching the surface is independent on the change
of atmospheric absorption rate in this model.

Thanks to this referee’s comment, we realized that E,,,"* could be underesti-
mated, and we added a note mentioning about this as follows:

P.14 L..17-20 “Note that, in our single layer model, SW absorption above the clouds is
not included, so that upwelling SW at TOA reflected by the clouds without reaching the
surface is independent of the absorption rate. Therefore, Ey,, °* could be underestimat-
ed, and the change in water vapour may not be negligible for the energy budget at
TOA.”

Page 10. Line 32. Suggest rewording to “... implying that decreases in water
vapor and cloud amount under SRM lead to more downwelling SW at the sur-
face, counteracting the enhanced aerosol reflection by SRM”.

=> We modified the sentence as suggested.
P.9 L19-20 “Both E,, and E are positive, implying that the decreases in water vapour



and cloud amounts under SRM lead to more downwelling SW at the surface, counter-

acting the enhanced aerosol reflection by SRM.”

Page 10. Lines 33-34. The text suggest that decreases in water vapor are due
to surface cooling only, where as | would have thought that the robust positive
rapid response in Ewv (positive) implies that the atmosphere dries out before
the surface cools due to reduced convection as soon as the aerosol is added to
the atmosphere. If the specific humidity data are readily available, it would be
nice to see if this logic holds (i.e. the direct response to SRM is a reduction in
relative humidity).

=> As you pointed out, because the rapid response of E,, is positive, the tem-
perature drop is not the only reason for the water vapour decrease. We modi-
fied the sentence as follows:

P.9 L20-21 “One reason for the decrease of water vapour is the temperature reduction,
which results in less evaporation (Kravitz et al., 2013).”

Then, we revised sentences in Section 3.4. Please see the next response.

At this time, the specific humidity data is not available for all models, so we
reserve such analysis for future work.

Page 12. Line 5. Confusing intro sentence — | think it meant to say no qualitive
differences in Ewv. | suggest the following: “WV changes lead to a robust en-
semble average increase in surface SW under SRM. This increase in surface
SW is due to both the rapid decrease in WV in direct response to SRM (+0.3 W
2 k-1 _note the
negative sign corresponds to an increase in surface shortwave with cooling).”

m'2) and the WV decrease due to surface cooling (-0.91 W m~

=> To avoid confusion, we revised the related sentences as follows:

P.11 L.24-28 “E,,, shows high negative correlation with A7 in all models, and the rapid
adjustment (+0.30 W m™ in multi-model mean) and the feedback (-0.91 W m? K™) are
clearly separated. That is, the surface SW increase due to less water vapour is caused by
both the rapid direct response to SRM and the surface cooling; note that the negative
sign corresponds to an increase in surface SW with cooling. The rapid decrease of the
water vapour would result from reduced convection due to change in vertical tempera-

ture profile caused by the injected stratospheric sulphate aerosols.”

NOTE: | think there was a sign error in the manuscript, since the two should
have opposite signs if one is cited as a feedback.



=> You are correct. —0.30 should be +0.30.

Page 13. Line 28-29. Is the robust cloud reduction in the Western Pacific part of
the feedback or rapid response to SRM? | don’t know the literature well enough
to evaluate if this spatial pattern is consistent with the cloud response one

would expect from the cooling, the rapid adjustment, or is all together different.

=> Because E; is calculated from the difference between G4 and RCP4.5, all
features in E; are caused by SRM directly or indirectly. The Gregory-plot anal-
ysis showed that the rapid response is dominant in E; (though it varies a lot).
Detailed analysis is needed to detect what physical effect is dominant in the
Western Pacific, but exploration for a specific region is out of scope of this
study.

Section 4.2. This whole section confused me. Shouldn’t the impact of strato-
spheric changes in LW emissivity be evaluated from radiative changes at the
tropopause after stratospheric temperature adjustment? The argument pre-
sented is instead written in terms of TOA radiative response and I’'m not sure
the sign of the impact is even the same. Additionally, the second paragraph
talks about evaluating the impact of stratospheric LW adjustment from the rapid
response where | would have though the LW rapid adjustment would have been
dominated by the substantial changes in clouds in the troposphere.

=> We carefully reconsider the role and importance of this section in our man-
uscript. Then we realized that Section 4.2 provides a little information on LW
rapid adjustment of WV but we cannot evaluate its importance compared with
SW total reactions and LW feedbacks (which cannot be evaluated easily). We
decided to remove this section. We believe keeping focus on SW analysis will
benefit readers.

Page 17. First line. | would make this statement stronger — one should expect
that the rapid adjustment in response to SRM is very different from that due to
CO2 because the vertical distribution of the direct forcing is very different (par-
titioning of radiative anomalies between the surface and atmospheric column.

=> Thank you for your suggestion. We changed the sentence as follows:
P.16 L7-9 “One should expect that the rapid adjustment in response to SRM is different
from that due to CO,, because the vertical distribution of the direct forcing is different



and the cloud rapid adjustment can be caused by various processes (e.g., changes in at-
mospheric stability).”

We also corrected the following typos in the manuscript.

® 2070 => 2069 (The SRM term had to be written as year 2020 to 2069 not
2070)

® F™, =>E™A,, Esx=>E,y (P.14 L.17, typo)



“Shortwave radiative forcing, rapid response, and feedback to the surface
by sulphate geoengineering: Analysis of the Geoengineering Model Inter-

comparison Project G4 scenario” by Hiroki Kashimura et al.
Response to the Referee #3
Dear Referee

We thank the referee for a careful review and constructive comments. Please
find below the authors’ response. In this reply we denote referee's comments
and questions using blue; our responses are in black and relevant text in the
manuscript in Times font with changes shown in red.

General Comments:

The paper estimates the shortwave (SW) radiative forcing at the surface from
the injection of sulfur in to the stratosphere. Their method is applied to the
GeoMIP G4 models where 5 Mt SO2 is injected annually in a transient RCP4.5
scenario. A single layer model for SW radiative transfer is used to calculate the
forcing of the aerosol layer, rapid adjustments and reactions from changes in
water vapor, cloud amount, and surface albedo. The simple model is a simpli-
fication but it allows to differentiate between different effects and provide useful
information relevant to human activities and interests and the assumptions
made are clearly stated. The paper will be a valuable addition to current litera-
ture on the subject after some minor revisions.

A number of scatter plots are included in the analysis where means over 3
decades are used. These single values should be split into decadal means such
that you have three values to base the analysis on instead of one. This will not
only provide more data points for the regression, but also indicate more clearly
the steadiness of the differences in climates over this period of the simulations.

=> We carefully considered your suggestion. After splitting the 30 year means
into three 10-year means, we obtained the following figure (ensemble runs are



omitted):
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We find that this figure does not add additional information beyond what we
obtained from the 30-year mean, and it has the drawback of being substantially
busier. Note that, in addition to the above figure, 45 data points for each varia-
ble are needed to plot ensemble members (15 runs x 3 decades), which are
required in the text. Moreover, the baseline experiment (RCP4.5) is transient, so
treating the three different decadal means requires some care. We find the
30-year mean to be simpler. Note that time-dependence/steadiness is shown in
Fig. 4.

Throughout the manuscript there is content that belongs only in the figure cap-
tions and not in the main text. E.g. “(shown by red symbols)” and similar is un-
necessary in the main text; more interesting to read about the meaning of the
results in the figures than color coding etc.

=> Following your suggestion, we removed them form the main text. Note that
words pointing which Figure to see, E.g., “(Fig. 9b)”, are remained, because
they benefit readers to follow the descriptions and discussions.



You should make some concluding remark on what your findings imply for
human activities at the surface, as this is your initial motivation for the paper,
and put your findings into a wider context.

=> Our biggest finding is that the large range (uncertainty) of SRM forcing in the
simulated sulphate geoengineering. So that, we consider it is not the stage to
make a direct conclusion for influence on human activities, even it was our ini-
tial motivation. Most important thing is to take note this large uncertainty in
considering an environmental assessment of the sulphate geoengineering. To
mention this, we added the following sentence:

P.15 L.26-27 “From a point of view of an environmental assessment of sulphate geoen-

gineering, we note that there is such large uncertainty in the simulated SRM forcing.”
Specific comments:

® The brief ‘review’ of solar constant experiments p. 2 lines 6-14 is not very
informative nor important for this paper. | suggest removing it.
=> We removed almost all of these lines and just remained one sentence
with references.

® P2, 119: ‘arctic’ should be ‘Arctic’.
=> We corrected it as suggested.

® P2 [17-26: you mention a number of sulfate aerosol papers, but you do not
say how or why they or their findings are relevant or important. Either just list
them and say they cannot be compared or find something relevant. Other-
wise, it is merely “stuffing”.
=> We agree that the sentences were too long and less informative. Here,
what we intended to say is “There are many studies but comparison is dif-
ficult”, so that listing is necessary enough. We revised to list them in a new
Table 1 to avoid long sentences.

® P3118-32: you discuss factors explaining the spread in the climate response
in G4. It would be interesting if you could also note down the spread in the
RCP4,5 models (for the same models as in the G4 study referred to) for
comparison. Is the spread larger for G47?
=> This comparison was done in the refereed paper (Yu et al. 2015). The
spread for RCP4.5 is +0.21 and G4’s spread is larger. We added a sentence



as follows:
P.3 L.15-16 “This spread is larger than that of + 0.21 K of temperature increase in

RCP4.5 scenario for the same models.”

P3 134: ‘behaivour’ -> ‘behaviour’.
=> We corrected it as suggested.

P3 134 and P4 14, 18: you refer to several, recent and many studies; please
include some citations.

=> We added Andrews (2014) and Zhang et al. (2016) for (previous) P3 L34,
Trenberth et al (2014) and Wild et al. (2014) for P4 L4, and Campillo et al.
(2012) for P4 L8.

P4 111: radiation at the surface is also important for oceanic processes like
biogeochemistry and ocean carbon cycle. This should be mentioned too.
Human activities, like fisheries, might also be affected at sea.

=> Thank you for the suggestion. We added a sentence as follows:

P.3 L.32-33 “Surface SW is also important for ocean carbon cycle and fisheries

through changes in amounts of phytoplankton (Miller et al., 2006).”

P5 14: “In addition, the microphysics of the tropospheric sulphate aerosols is
not calculated in MIROC-ESM-CHEM-AMP to avoid drift in the simulated
climate.” Why would this cause a drift? Please note a brief explanation in the
text.

=> We modified the sentence and added a brief explanation as follows:

P4 L.28-31 “Because the newly developed microphysics module for sulphate aer-
osols in MIROC-ESM-CHEM-AMP was not well-tested or tuned for the tropo-
sphere by a long-term climate simulation yet, it may cause unexpected drift in the
simulated climate due to changes in concentration and/or distribution of the tropo-
spheric sulphate aerosols. To avoid such situation, the sulphate aerosol microphysics

was calculated only in the stratosphere in G4 and RCP4.5.”

P5 16: The experiment has also been done with NorESM - and maybe IPSL
and MPI-ESM(?). CSIRO-MK3L has done ‘G4S’, which is not G4, hence no
need to mention.

=> IPSL-CM5A-LR and NorESM1-M performed the experiment but they
have some issues in calculation of LW effects of sulphate aerosols as written
in Ferraro and Griffiths (2016, ERL). To the best of our knowledge, MPI-ESM



did not perform G4. We added the following sentence and removed the
sentence on CSIRO-MK3L.

P.5 L.2-3 “IPSL-CM5A-LR (Dufresne et al., 2013) and NorESM1-M (Bentsen et
al., 2013; Iversen et al., 2013) have some issues in calculation of the LW effects of
the sulphate aerosols (Ferraro and Griffiths, 2016)”.

P6, 112: ‘cloud effects’: do you mean feedbacks due to clouds?

=> Here, the word “cloud effects” means effects of cloud on radiative
transfer, which is simply defined by all-sky value minus clear-sky value of
model outputs (radiative fluxes) and calculated R, A and a. To avoid confu-
sion, we revised the sentence as follows:

P.6 L.8 “Defining the cloud effects on radiative transfer for a variable X by”

P7: on what time-scales are these assumptions valid?
=> We consider these assumptions are independent of time-scale, at least
up to the period of G4 experiment.

P7: EC —cloud amount: this can also be output as a variable from the models.
Do any of the models account for injected sulfate interactions with clouds?
e.g. Kuebbeler et al. ?

=> Some do, and some don’t. The strength of the indirect effects in models
(at least for models that include such effects) varies considerably, and we
didn’t want to distract from the main point of the paper by getting into such
discussions. We reserve that for future work.

Figure 2: Why was year 2020 of RCP4.5 used as ‘baseline’? Why not center
the baseline on a 5 or 10 year period around 2020, to account for variability
of the climate considering 2020 might be a particularly warm or cold year. It
would be a cleaner comparison, particularly for BNU-ESM who has a lot of
year-to-year variability.

=> As suggested, we updated Fig. 2 to use baseline for mean of 5 years
(2018-2022).

P8 [11-12: “For all models, T in G4 decreases or remains at the 2020 level
for a few decades and begins increasing from around 2040 or earlier”: This
is a bit inaccurate. For models a-c, yes, but not really for the MIROC models.
=> The word “2020 level” was used for roughly same ( ~ +0.3 K), but as the
referee mentioned the range of “level” depends on readers. We revised the



sentence as follows:
P.8 L9-10 “For all models, T in G4 decreases or remains within +0.3 K from the
baseline for a few decades and begins increasing from around 2040 or earlier,

whereas T in RCP4.5 steadily increases.”

Figure 2 discussion; you’re applying a fixed magnitude forcing every year,
whilst the anthropogenic forcing in RCP4.5 keeps increasing. Hence the
limitation to the cooling evolution you describe on page 8. Include some
comment on this in the discussion of the results.

=> We included a sentence as follows:

P.8 L.14-15 “This is simply because the anthropogenic forcing in RCP4.5 keeps in-
creasing but the amount of SO, injection per year is fixed in G4.”

Here, we avoid to say “the magnitude of SRM forcing is fixed” at this point
(though it is naturally expected), because we are showing that the evolution
of SRM forcing in Fig. 4, which is almost constant during the SRM period.

Why is there hardly any cooling in MIROC-ESM-CHEM?
=> This is what we explored in this study, and the main reason is the
weakness of Fgg,, in MIROC-ESM-CHEM as shown in Fig. 5.

P8117:” ... and then returns to the RCP4.5 level in each model”: HadG-
EM2-ES has not returned to RCP4.5 levels at the end of the run as this
model has a larger temperature response to the forcing. You may include
the comment that the stronger the temperature response to the forcing is,
the longer it takes to return to the otherwise temperature path and the rate
of change of the climate system to sudden termination would become more
drastic.

=> We had used the word “RCP4.5 level” very roughly and it was inaccurate.
We revised this sentence as follow:

P.8 L.15-16 “In addition, after halting SRM at 2070, T increases rapidly and then
returns to or approaches the RCP4.5 level in each model.”

As you commented, it might be true that the stronger temperature cooling
by SRM needs longer time to return to RCP4.5 path. However, Fig. 2 is an
inter-model comparison, so that model properties (inertia or sensitivity) may
also affect the speed of temperature rising. And we cannot distinguish them
from our results (at least without many additional analyses). In addition, SRM



termination is not focused in this study. From above reasons, we avoid to
state something more on temperature rising at SRM termination.

Figure 3: You find a correlation coefficient of 0.88. Please include the re-
gression line in the figure. Also you select data from three decades as the
temperature differences between G4 and RCP4.5 are steady over this pe-
riod. | suggest you therefore use one value from each decade in every run in
the figure. Then you have more data points and information.

=> Regression line was included as suggested.

As we explained in the response to the referee’s “general comments” we
decided not to split 30-year mean to three 10-year mean.

Figure 4: Fsrm varies by ~1 Wm-2 throughout G4 in HadGEM2-ES. Why is
this so much more variable than the other model that accounts for formation
and transportation of the aerosols (MIROC-ESM-CHEM-AMP)?

=> Both HadGEM2-ES and MIROC-ESM-CHEM-AMP calculate formation
and transportation of the sulphate aerosols, but details are different. We
explained this in the text as follows:

P.4 L.23-31 “In HadGEM2-ES, the tropospheric aerosol scheme and the associated mi-
crophysical properties (Bellouin et al., 2011) is simply extended into the stratosphere. Mod-
ifications to the stratospheric aerosol size distribution have been applied in subsequent
HadGEM2-ES studies (Jones et al., 2016ab), but have not been applied here. In MI-
ROC-ESM-CHEM-AMP, the microphysics module for stratospheric sulphate aerosols
treats them in three modes as shown in Table 2 in Sekiya et al. (2016); however, to calculate
radiative processes on the aerosols, a particle size of 0.243 um is assumed for simplification.
Because the newly developed microphysics module for sulphate aerosols in MI-
ROC-ESM-CHEM-AMP was not well-tested or tuned for the troposphere by a long-term
climate simulation yet, it may cause unexpected drift in the simulated climate due to chang-
es in concentration and/or distribution of the tropospheric sulphate aerosols. To avoid such
situation, the sulphate aerosol microphysics was calculated only in the stratosphere in G4
and RCP4.5.”

We imagine that such difference in the implementation of sulphate aerosol
microphysics may cause the difference in the magnitude of Fgg,,’s fluctua-
tion. However, at this time, we do not have any evidences or logics that
support such imagination. Hence, in the manuscript, we cannot state why
this happens.



® Section 3.3: Considering the focus on the last three decades you should
break the 3 decade mean into 1 mean for each decade, as mentioned before.
The scatter plots have to be updated accordingly.
=> Again, as we explained in the response to the referee’s “general com-
ments” we decided not to split 30-year mean to three 10-year mean.

® “HadGEMZ2-ES does not calculate the sulphate aerosols in the tropospheric
and stratosphere: separately” is mentioned several times. Please explain.
Not clear what is meant by this at all.
=> In HadGEMZ2-ES, the sulphate aerosol microphysics module (and its
physical parameters) is not tuned for stratosphere. They use the same rou-
tine with the same parameters for both troposphere and stratosphere. Ac-
cordingly, the output variables related to the sulphate aerosols such as AOD
of an air column is the sum of all vertical levels. So that, the available sul-
phate AOD for HadGEMZ2-ES is not the AOD for stratospheric sulphate
aerosols. To make clear this point, we modified the sentence as follows:
P.10 L11-14 “Note that the above value for HadGEM2-ES is the difference (G4 -
RCP4.5) in the sulphate AOD for both troposphere and stratosphere. This is because
HadGEM?2-ES used the same microphysics calculation of the sulphate aerosols with
the same aerosol size distribution in both the troposphere and the stratosphere; sul-
phate AOD solely for the stratosphere is not available for HadGEM2-ES.”

® P10, 123-24: please say “... considered having performed the G4 simulation”
— or similar at end of sentence. l.e. point to G4.
=> We modified the sentence as follows:
P.10 L.21-23 “Pitari et al. (2014) have shown that, in the G4 simulation, SW radia-
tive forcing at the tropopause calculated off-line by a radiative transfer code (Chou
and Suarez, 1999; Chou et al., 2001) varies from around 2.1 to 1.0 W m? between

the models.”

® P11, end of section 3.3: can you explain more clearly why the cloud amount
is strongly dependent on the initial conditions? To my belief the clouds are
even more so dependent on the cloud parameters. (perturbed initial condi-
tions ensembles versus perturbed physical parameter ensembles.)
=> The modeled cloud can be more dependent on the cloud parameters.
However, the ensemble runs of MIROC-ESM-CHEM were performed by
changing initial condition only, and cloud parameters were same among the



ensemble members. Therefore, we can say that the variety among the en-
semble members is due to variations in the initial conditions. We modified
the sentence as follows:

P.11 L.11-14 “The variability among the ensemble members implies that the cloud
amount is considerably affected by the chaotic properties and high sensitivity to the
initial state of the Earth system or ESM, because any model settings other than the

initial state are the same among the ensemble members.”

Figure 7: | am not sure how much sense it makes to draw regression lines
for Ec. There is clearly little correlation. Also; which models years are in-
cluded in the figure? 2020 — 20697 Please make a note in caption.

=> | agree that correlation of E is very little. However, we consider we
should keep the regression line for E; in the figure for consistency in the in-
formation included in the figure.

The model years of 2021-2070 had been included in the previous manu-
script; however, it was inappropriate because the last year of the SRM is
2069. We updated the figure with using 2021-2069. Accordingly, Table 3
was slightly updated. We added the year info in the caption as follows:
Caption of Fig. 7 “Globally and annually averaged relationship between A T and
E,y (orange <), E_C (blue +), and E, (green x) for each year from 2021 to 2069.”

Figure 7 cont.: Have you tried to plot annual means for years 1-10 of the
simulations and then decadal means for the remaining 4 decades? This
might be more representative for gauging fast vs slow response.

=>We tried as suggested. However, clarity did not improve, and almost the
same results were obtained. Since the clarity did not improve, we keep the
figure as before. We consider plotting annual mean is more simple and
straightforward.

Section 3.5 Figure 8: good if you could remind readers at this stage if each
model has been weighted by number of ensemble member in these figures.
=> The following note was added to the caption of Fig. 8.

Caption of Fig. 8 “Note that the multi-model mean is calculated by averaging en-
semble means (or single run for models that has no ensembles) of the six models.
That is, in the multi-model mean, each run of a model is weighted by the reciprocal

of the ensemble number of the model.”



® Figure 8 clearly indicates that something is going on with the South Pacific
Convergence Zone. Detailed study of this is beyond the topic of your study;
however, if this is discussed elsewhere in the literature, it would be great to
point to it in the text.
=> We need more detailed analysis to say something meaningful. However,
as you mentioned, exploration for a specific region is out of scope of this
study. We left it as our future work.

® P13, 125: “However, the situation at TOA is also of interest.” Please say why.
=> The reason is simple: the energy budget of the Earth system is closed at
TOA. To mention this, we modified the sentence as follows:
P.13 L.24-25 “However, the situation at TOA is also of interest, because the energy
budget of the Earth system is closed at TOA.”

® Section 4.2: doesn’t the LW heating from the aerosols also increase water
vapor in the stratosphere, contributing to ozone losses? This aspect might
be mentioned here briefly, as stratospheric O3 amounts do indeed impact
human activities at the surface.
=>The other referee also commented on this section to say this section is
confusing. We carefully reconsidered the role and importance of this section
in our manuscript. Then we realized that Section 4.2 provides a little infor-
mation on LW rapid adjustment of WV but we cannot evaluate its im-
portance compared with SW total reactions and LW feedbacks (which is
mentioned in your comment and cannot be evaluated easily). We decided to
remove this section. We believe keeping focus on SW analysis will benefit
readers. Mentioning ozone losses would benefit the reader, so that we
added a sentence at the end of text as follows:
P.17 L1-3 “On the other hand, in the stratosphere, the LW absorption by the inject-
ed sulphate aerosols will heat the air and increase water vapour, which contributes

to ozone losses (Tilemes et al., 2008; National Research Council, 2015).”

We also corrected the following typos in the manuscript.

® 2070 => 2069 (The SRM term had to be written as year 2020 to 2069 not
2070)

® F™, =>E™",, Esx=>E,y (P.14 L.17, typo)
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Abstract. This study evaluates the forcing, rapid adjustment, and feedback of net shortwave radiation at the surface in the
G4 experiment of the Geoengineering Model Intercomparison Project by analysing outputs from six participating models. G4
involves injection of 5 Tg yr~! of SO, a sulphate aerosol precursor, into the lower stratosphere from year 2020 to 2676-2069
against a background scenario of RCP4.5. A single layer atmospheric model for shortwave radiative transfer is used to estimate
the direct forcing of solar radiation management (SRM), and rapid adjustment and feedbacks from changes in the water vapour
amount, cloud amount, and surface albedo (compared with RCP4.5). The analysis shows that the globally and temporally
averaged SRM forcing ranges from —3.6 to —1.6 W m~2, depending on the model. The sum of the rapid adjustments and
feedback effects due to changes in the water vapour and cloud amounts increase the downwelling shortwave radiation at
the surface by approximately 0.4 to 1.5 W m™2 and hence weaken the effect of SRM by around 50 %. The surface albedo
changes decrease the net shortwave radiation at the surface; it is locally strong (~ —4 W m™2) in snow and sea ice melting
regions, but minor for the global average. The analyses show that the results of the G4 experiment, which simulates sulphate
geoengineering, include large inter-model variability both in the direct SRM forcing and the shortwave rapid adjustment from

change in the cloud amount, and imply a high uncertainty in modelled processes of sulphate aerosols and clouds.

1 Introduction

Geoengineering, or climate engineering, is the deliberate large-scale manipulation of the planetary environment to counteract
anthropogenic climate change (e.g., Shepherd, 2009). One major category of geoengineering for lessening the effects of global
warming is solar radiation management (SRM), which aims to reduce the amount of solar radiation at the Earth’s surface. One
of several SRM approaches (e.g., Lane et al., 2007) is to mimic a volcanic eruption by injecting sulphate aerosol precursors,

such as SO, into the stratosphere (e.g., Budyko, 1974; Crutzen, 2006); this approach is called sulphate geoengineering. Large
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volcanic eruptions carry SO gases into the stratosphere; these gases are photo-chemically oxidized to form sulphate aerosols,
which have high reflectivity in the visible and ultraviolet regions of the electromagnetic spectrum. Sulphate aerosols increase
the solar reflectivity of the atmosphere, decreasing the shortwave radiation (SW) reaching the surface, and therefore cooling
the air temperature. For example, the 1991 eruption of Mount Pinatubo reduced the globally averaged surface air temperature
by up to 0.5 K (Parker et al., 1996).

To explore the cooling effect of and the climate responses from sulphate geoengineering, or more generally SRM, several

climate-modelling groups performed various experiments using global climate models or Earth System Models (ESMs). Some

for-different-years—Others(Govindasamy and Caldeira, 2000; Bala et al., 2008; Govindasamy et al., 2002, 2003; Matthews and Caldeir:

whereas, the studies listed in Table 1 have simulated sulphate geoengineering with models that can partly or fully calculate the

forcing for geoengineering, different scenarios for the baseline, and different models. Therefore, it is difficult to compare these

studies or evaluate the uncertainty in the geoengineering simulations. However, Jones et al. (2010) compared the results of
two different models in an experiment similar to that of Robock et al. (2008). They showed the different responses by the two
models and emphasized the importance of intercomparing many different climate models with a common experimental design
in order to assess the impact of the geoengineering.

The Geoengineering Model Intercomparison Project (GeoMIP) (Kravitz et al., 2011) was established to coordinate sim-
ulations with a common framework and to determine the robust effects and responses to geoengineering processes. For the
first series of GeoMIP experiments, four experiments named G1, G2, G3, and G4 were proposed. The first two are designed
to counteract quadrupled CO- radiative forcing (G1) and a 1 % increase in the CO2 concentration per year (G2) by simply
reducing the solar constant. The last two are designed to inject SO into the lower stratosphere and decrease SW flux reaching

the surface by increasing the SW reflection by sulphate aerosols. Both G3 and G4 use the RCP4.5 scenario for the baseline
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experiment and inject SO9 every year from 2020 to 2070--2069. The amount of SO injected in G3 gradually increases to
maintain the net radiative flux at the top-of-atmosphere (TOA) at the 2020 levels, while the radiative forcing of the green-
house gases increases according to the RCP4.5 scenario. Conversely, in G4 the SO, injection rate is fixed at 5 Tgyr—!. A
summary of the G1-G4 studies is presented by Kravitz et al. (2013d) and the latest list of GeoMIP studies is available at
http://climate.envsci.rutgers.edu/GeoMIP/index.html.

As summarized by Kravitz et al. (2013d), studies analysing GeoMIP experiments have explored and clarified climate model
responses to radiative forcing and its dependence on various factors. In addition, the dependence (or uncertainty) of the direct
forcing to the net surface SW induced by sulphate aerosol injection (hereafter SRM forcing) on models should be also studied
well, since estimation of the SRM forcing is important when considering the costs and benefits of geoengineering. The G1 and
G2 experimental designs have limited utility in understanding sulphate aerosol geoengineering because the SRM is introduced
simply and directly by the reduction of the solar constant. In G3, the amount of injected SO mimicked in each model varies by
year, which is useful for controlling the absolute amount of forcing but not the injection rate. In contrast, in G4 the rate of SO»
injection is fixed at 5 Tg yr—! throughout the SRM period, and the annually averaged strength of the SRM forcing should be
almost constant during the SRM period in each model, but may differ among models. Therefore, the G4 experiment is suitable
for directly exploring the strength and the model dependence or uncertainty of the SRM forcing.

There are numerous sources of inter-model differences in response to the same (or similar) forcing. On processes related to
the SRM forcing, modelled aerosol microphysics including formation, growth, transportation, and removal may differ, and such
differences result in the difference in meridional distribution of the aerosol optical depth (AOD). Even though the prescribed
AQOD is given, a difference in an assumed particle size for the stratospheric sulphate aerosols causes difference in the SRM
forcing (Pierce et al., 2010). On a broad scale, different models have distinct climate sensitivities and thus different global mean
temperature responses to the same forcing. In addition, different models have various representations of processes, which
affects the direct response to the forcing as well as different feedback from the responses. For example, cloud adjustments
(Schmidt et al., 2012), sea ice changes (Moore et al., 2014), and stratospheric ozone changes (Pitari et al., 2014) are all
known to affect the climate response to geoengineering through feedback. The ocean response operates on longer timescales
and has also been shown to be important in understanding the response to geoengineering (Kravitz et al., 2013b). Yu et al.
(2015) calculated the difference in globally and temporally averaged near-surface air temperature of G4 (over 2030-2069)
from “baseline climate” (RCP4.5 over 2010-2029) and showed a standard deviation of up to £0.31 K among models, while
the model mean of the temperature difference was 0.28 K. This spread is larger than that of +0.21 K of temperature increase in
RCP4.5 scenario for the same models. Whilst the models in G4 assume the same rate of SO injection, model responses to the
SRM differ widely. Investigation into what causes such a large inter-model variability is very important for SRM simulation
studies.

A simple procedure is used for quantifying the contributions of different types of SW rapid adjustments and feedbacks in the
climate model behaivour-behaviour to geoengineering with stratospheric sulphate aerosols. Here, a rapid adjustment is defined
as a reaction to the SRM forcing without changes in globally averaged surface air temperature, whereas a feedback is defined

as a reaction due to surface air temperature changes in the global mean induced by the SRM forcing (e.g., Sherwood et al.,
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2015). (Hereafter, the term “total reaction” refers to the sum of a rapid adjustment and a feedback.) In recent studies of the
climate change, rapid adjustments are included in forcing agents and the concept of effective radiative forcing is widely used
(e.g., Andrews, 2014; Zhang et al., 2016). However, for the study of the sulphate geoengineering simulation, which is not well
verified by observations and thus is expected to have many uncertainties, the separation of the direct forcing and total reactions
is important to improve the simulation and to enhance the degree of understanding of the sulphate geoengineering by refining
individual related processes. Many studies on climate energy balance have analysed changes in the net radiation flux at TOA,
where the energy budget is closed by SW and longwave radiation (LW) (e.g., Trenberth et al., 2014; Wild et al., 2014). How-
ever, in the geoengineering study, the radiative changes at the surface are also important, because vegetation, agriculture, and

solar power generation for example will be strongly affected by radiative changes at the surface as well as surface temperature

changes —(e.g., Campillo et al., 2012). Surface SW is also important for ocean carbon cycle and fisheries through changes in
amounts of phytoplankton (e.g., Miller et al., 2006). Though the surface energy budget is balanced among SW, LW, sensible

heat flux, and latent heat flux, Kleidon et al. (2015) showed that the latter three are mainly determined by the air and/or surface
temperature. Hence, this study focuses on changes in surface air temperature and SW. The direct SW forcing to the surface are
evaluated by considering the total reactions due to changes in water vapour amounts, cloud amounts, and surface albedo. Also,
these total reactions are decomposed into adjustments and feedbacks, which indicate the rapid change just after injection of
SO3 and the change with globally averaged surface air temperature change by SRM, respectively. We provide results for both
global and local effects, focusing on cross-model commonalities and differences. The following section describes the data and
methods used in this study. Section 3 presents the results of the analyses. Section 4 provides a short discussion. Summary and

concluding remarks are provided in Section 5.

2 Data and methods

The models analysed in this study are listed in Table 2. Note that the method of simulating sulphate aerosols differs among
the participating models. HadGEM2-ES and MIROC-ESM-CHEM-AMP calculate the formation of sulphate aerosols from
SO injected from the lower stratosphere on the equator, and their horizontal distribution of sulphate AODs differ. BNU-
ESM, MIROC-ESM, and MIROC-ESM-CHEM use a prescribed AOD, which is formulated as one fourth of the strength of
the 1991 eruption of Mount Pinatubo following Sato et al. (1993) and provided in http://climate.envsci.rutgers.edu/GeoMIP/
geomipaod.html. The annual cycle and latitudinal distribution of the prescribed AOD, which is zonally uniform, is shown in
Fig. 1; this annual cycle is repeated every year during the SRM period. In CanESM2, a constant field of AOD (~ 0.047) has
been given to express the effect of the SO5 injection. The MIROC-ESM, MIROC-ESM-CHEM, and MIROC-ESM-CHEM-
AMP are based on the same framework but differ in their treatment of atmospheric chemistry. An online atmospheric chemistry
module is coupled in the MIROC-ESM-CHEM and MIROC-ESM-CHEM-AMP, whereas MIROC-ESM is not coupled with
the chemistry module. In the MIROC-ESM-CHEM, the prescribed AOD is used for the stratospheric sulphate aerosols and
for the calculation of the surface area density of the sulphur. Conversely, the MIROC-ESM-CHEM-AMP fully calculates the
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chemistry and micro-physics of the stratospheric sulphate aerosol formation from SO (a detailed description is presented in
Sekiya et al., 2016).

The mean stratospheric sulphate aerosol particle sizes and standard deviation of their log-normal distribution (o) in each
model are shown in Table 1. In HadGEM2-ES, the tropospheric aerosol scheme and the associated microphysical properties
(Bellouin et al., 2011) is simply extended into the stratosphere. Modifications to the stratospheric aerosol size distribution
have been applied in subsequent HadGEM2-ES studies (Jones et al., 2016a, b), but have not been applied here. In MIROC-
ESM-CHEM-AMP, the microphysics module for stratospheric sulphate aerosols treats them in three modes as shown in Table
2 in Sekiya et al. (2016); however, to calculate radiative processes on the aerosols, a particle size of 0.243 um is assumed
Because the newly.
developed microphysics module for sulphate aerosols in MIROC-ESM-CHEM-AMP to-avoid-was not well-tested or tuned
for the troposphere by a long-term climate simulation yet, it may cause unexpected drift in the simulated climate due to
changes in concentration and/or distribution of the tropospheric sulphate aerosols. To avoid such situation, the sulphate aerosol

microphysics was calculated only in the stratosphere in G4 and RCP4.5.
Note that the following feur—five models also participated in the GeoMIP-G4 experiment but are not used in this study.

for simplification.

i i —GEOSCCM (Rienecker et al., 2008) and ULAQ (Pitari et al., 2002) do not in-

clude an ocean model and the sea surface temperature is prescribed, so that the surface temperature decrease by the SRM is

not simulated in a way that is conducive to the analyses undertaken. IPSL-CMSA-LR (Dufresne et al., 2013) and NorESM1-M

Bentsen et al., 2013; Iversen et al., 2013) have some issues in calculation of the LW effects of the sulphate aerosols (Ferraro and Griffith

GISS-E2-R (Schmidt et al., 2006) has issues in its output of clear-sky SW flux at the surface that preclude the incorporation of
this data in the analyses.

The model output variables used in this study are monthly means of surface air temperature ("), upwelling and downwelling
SW fluxes at the surface and TOA for all-sky and clear-sky. The data for both experiments (RCP4.5 and G4) from the models
listed in Table 2 with all ensemble members are used.

Since the SRM forcing is mainly induced by the reflection of the SW by stratospheric sulphate aerosols, the atmospheric
reflection rate is very important. In order to consider rapid adjustments and feedbacks on the SW due to the SRM forcing, the
atmospheric absorption rate and the surface albedo are also important. To estimate these rates and the albedo from SW fluxes
described in the previous paragraph, a single-layer atmospheric model of SW transfer used in Donohoe and Battisti (2011)
(hereafter DB11) is applied. DB11°s single-layer model assumes that a fraction R of the downwelling solar radiation flux at
the TOA S is reflected back to space, and a fraction A is absorbed by the atmosphere at the same single layer. A fraction « of
the transmitted radiation flux S(1 — R — A) is then reflected by the surface. This reflected upwelling radiative flux is reflected
back to the surface at the rate of R and absorbed at the rate of A at the atmospheric layer, and the remainder Sa(1 — R — A)?
is transmitted to space. This process continues, forming an infinite geometric series, as shown in Fig. 1 of DB11; therefore, the

TOA upwelling SW flux (FTTO A)» surface downwelling SW flux (FiURF), and surface upwelling SW flux (£ STURF) can be written
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as follows:

Floa=S[R+a(l-R—-A)?+a?R(1—-R—A)?+a’R*(1-R—A)*+--.]

=SR+aS(1-R—A)*[14 (aR)+ (aR)*+--] = SR+aS%, (1)
Firp=S[1—R—A)+aR(1-R—A)+a’R*(1-R—-A)+a’R*(1-R—A)+--]

=S(1-R-A) [1+(aR)+(aR)2+(aR)3+~--]:S%, 2)
Floge = aFdyge = as 4] 3)

1-aR
Here, the infinite series in the second lines of Egs. (1) and (2) converge to the final expression on the right-hand side because
aR < 1. The fractions R, A, and « are positive and less than unity. Note that, to the best of our knowledge, the idea of forming
the infinite geometric series from SW transfer between a single layer and the surface can be traced back to Rasool and Schneider
(1971), who calculated the effect of aerosol on the global temperature by considering a single aerosol layer.

From Egs. (1)-(3), R, A, and « can be calculated when S, FTTO A FsiURF, and FSTURF are given. Surface albedo « can be obtain

immediately by Eq. (3) as

Jau
 — LSURE 4)

ol
Fsure
Substitution of the product of Egs. (2) and (3) into Eq. (1) yields

T 12
R— SFTOA — FSURFFSTURF 5)
2 b
52— FSTURF

for calculating the value of R. Then, A is calculated using values of R and « by the following form of Eq. (2):
t
A:(l—R)—%(l—aR). (6)

Note that, R, A, and « cannot be obtained when S = 0 such as during the polar night.

Based on the DB11°s single-layer model described above, the strength of the SRM forcing and the total reactions due
to changes in the water vapour amount, cloud amount, and surface albedo are estimated using the method described in the
remainder of this section. Since GeoMIP participating models provide all-sky and clear-sky values for FTTOA, FSlURF, and
FSTURF, values of R, A, and « can be calculated for both all-sky and clear-sky; superscript “as” is used for all-sky and “cs” for
clear-sky. Defining the cloud effects on radiative transfer for a variable X by X = X* — X, the all-sky value is the sum of
the clear-sky value and the cloud effect: X = X + X° where superscript “cl” is for the cloud effect. For further simplicity,
the cloud effect on the surface albedo is assumed to be negligible (i.e., a® ~ o), and & is used in the following analyses and
the superscript omitted. Now, the monthly mean of R®, R, A%, A, and « is calculated on each grid-point for RCP4.5 and
G4 experiments.

Net SW at the surface is a key variable in this study and can be written as follows:
1— (R + RY) — (A% 4 A

1—a(R*s+ R4)

FSHI?RF = FslS;F - FS%;F =(1-a)S

(7
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Here, FS“ffRF is regarded as a function of S, R, R A, A9 and «. The difference of Fg‘{}‘RF between RCP4.5 and G4

experiments is defined as
net _ rwnet CS cl cs cl net CS cl cs cl
AFgirr = Fure(S: BGa, RGa, AGas AGa, aca) — Fsire (S, Rreps Breps ARcps ARcps ORCP) s (3)

where the experiment names are indicated by subscripts “RCP” and “G4”. (S, the TOA downwelling solar radiation, is same
for RCP4.5 and G4.) Hereafter, Fithr(RCP) = FOL o(S, Récp, Ricp, Assops AScps arep) is written for convenience.
To estimate the strength of the SRM forcing and the total reactions due to changes in the water vapour amount, cloud amount,

and surface albedo on the net SW at the surface, the following is assumed:

1. The sulphate aerosols increased by the SO5 injection amplify the reflection rate of the clear-sky atmosphere (R*), whilst

their effect on the absorption rate (A) is negligible.

2. The change in water vapour amount affects the absorption rate of the clear-sky atmosphere (A), whilst its effect on the

reflection rate (R®) is negligible.

3. The amounts of other substances that affects the reflection or absorption rate of the clear-sky atmosphere do not change

considerably, and their effects are negligible.

Though the sulphate aerosols can absorb near infrared radiation, which is a part of SW, its effect on the SRM forcing is ignored
since its amount is insignificant compared to the SW reflected by the sulphate aerosols (Haywood and Ramaswamy, 1998).
(An error due to ignoring the SW absorption by the sulphate aerosols is estimated at the end of this paper.)

Under the above assumptions, the strength of the SRM forcing Fsry is defined by

Fsrm = Fiire(S; RGy, Rlczlcw RCP» AchCPvaRCP) — Fgire(RCP). ©)

This is a change of net surface SW when only R® is changed to the value of G4. Similarly, the effects of total reactions from

changes in the water vapour amount (Ewy ), cloud amount (E¢), and surface albedo (Esya ) are defined as follows:

Ewy = FSHI?RF(Sﬂ RReps RCRICPa Gas ACR1CP7 QRrCP) — FélfllRF(RCP)v (10)
Ec= F;f}tRF(Sa R§CP7R847A1L§CPaAg4a QRCP) — F;I?RF(RCP)a (11)
Esa = Fiore(S, Rices Ricp ARcps ARcps @64) — Fiorp(RCP). (12)

Here, the following three points should be noted. First, Eyy, Ec, and Ega are measures for the sum of SW radiative rapid
adjustment and feedback, and do not include any LW effects; changes in the water vapour and cloud amounts can, however,
affect LW transfer. Second, the sum of Fsrm, Ewv, Ec, and Ega is not exactly equal to AFs“ffRF, since Eq. (7) is not linear.
However, if AF, S‘%‘RF ~ Fspm+Ewv + Ec+ Esa is satisfied, it can be stated that the decomposition of AF§yr into Fsrm, Ewv,
FE¢, and Eg, is reasonable. Finally, E¢ includes both the effect of changes in cloud cover and cloud albedo. This is because

R and A can be written as follows, by expressing R* and A* with the total cloud-area fraction -, the reflection rate of a
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fully cloud-covered atmosphere 2, and the absorption rate of a fully cloud-covered atmosphere a,

Rcl — RS _ RS — (1 o ’}/)RCS +,W,fca _ RS = ,Y(,rfca o RCS)7 (13)
Acl _ Aas _ Acs _ (1 _,y)Acs +,Yafca _ Acs _ V(G/fca _ ACS). (14)

These expressions mean that cloud effects (R and A®') include both the total cloud-area fraction and reflection or absorption
rate of a fully cloud-covered atmosphere, which depends on cloud albedo or absorption rate. Therefore, E¢ includes both the
effect of changes in coverage, albedo and SW absorption rate of clouds. In addition, E¢ should not include the “masking effect”
(Zhang et al., 1994; Colman, 2003; Soden et al., 2004) of the clouds because the clear-sky values R and A are unchanged
from those in RCP4.5.

In this study, the SRM forcing and the three total reactions on net SW at the surface from the changes in the water vapour
amount, cloud amount, and surface albedo, defined by Eqgs. (9)—(12), are calculated on each grid-point where S > 0 from the
monthly mean data. At grid points where S = 0, Fsgpm = Ewv = Ec = Esa = 0.

To decompose the total reactions (Ewy, Fc, and Esa) into rapid adjustments and feedbacks, a method similar to the Gregory
plot (Gregory et al., 2004) is used. That is, the globally and annually averaged data of total reactions are plotted against that of

AT (= T4 — Trep), and linear regression lines in the following forms are obtained by the least squares method.

Ewv = Qwy — PavAT, (15)
Ec =Qc — PcAT, (16)
Esa = Qsa — PsaAT. (17)

Here, Qx (X =WV, C, SA) denotes the rapid adjustment, — Py is the feedback parameter, and the overline denotes the global
and annual average. This method is similar to the Gregory plot, but note that AT is the surface temperature difference between
the G4 experiment and the RCP4.5 scenario experiment in which the anthropogenic radiative forcing depends on time and the

simulated climate does not reach an statistically equilibrium state.

3 Results
3.1 Surface air temperature and shortwave radiation

Figure 2 shows the time series of globally averaged surface air temperature (7') with a 12-month running mean for G4 {selid)
and RCP4.5¢dashed). For all models, T" in G4 decreases or remains at-the-2020-tevel-within +0.3 K from the baseline for
a few decades and begins increasing from around 2040 or earlier, whereas 7" in RCP4.5 steadily increases. Accordingly, the
difference in T" between RCP4.5 and G4 increases for 10-25 years from 2020 and then stops rising. That is, the cooling effect
of SRM gradually affects the global mean of 1" because of slow feedback and/or thermal inertia of the modelled climate system,
and takes a few decades to reach steady state. After that, the SRM becomes unable to prevent the temperature from increasing

any more, delaying global warming for a few decades as compared with RCP4.5. This is simply because the anthropogenic
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forcing in RCP4.5 keeps increasing but the amount of SO5 injection per year is fixed in G4. In addition, after halting SRM at
2076the end of 2069, T increases rapidly and then returns to or approaches the RCP4.5 level in each model. This rapid increase

has been called the termination effect of SRM (e.g., Wigley, 2006; Jones et al., 2013; Kravitz et al., 2013d).
To properly compare the SRM effects among the models, we eliminate some of the transient behaviour and focus on the years
2040 to 2069, in which the amount of cooling in G4 compared with RCP4.5 is roughly kept constant. (Although the reason for

the transient behaviour of the SRM’s cooling effect is an important topic, it is beyond the scope of this study.) Figure 3 shows

the relationship between AT and AF{ g the difference in net SW at the surface, averaged over the globe, for 2040-2069.

This figure shows a strong correlation between the mean AT and AF{kp; the correlation coefficient for the six filled symbols
is 0.88. This strong correlation allows A F{ to be used as a measure of the SRM effects at least for —1.1 S AT < —0.2 K,
although the surface air temperature depends on the energy balance among SW, LW, and sensible and latent heat fluxes at the
surface. Moreover, as described at the end of Section 1, it is important to explore the SW flux at the surface to estimate the
effect of SRM on vegetation and human activities such as agriculture and solar power generation. Therefore, this study mainly
focuses on SW at the surface and estimates the SRM forcing and total reactions of SW due to changes in the water vapour
amount, cloud amount, and surface albedo. One concern is that half the models used in this study have only one ensemble
member, and half are MIROC-based models. The effects of this are analysed in Section 4-3-4.2 and shown to be relatively

unimportant.
3.2 Time-evolution of global mean forcing and SW total reactions

The strength of the SRM forcing (Fsrm) defined by Eq. (9) and the SW total reactions due to changes in the water vapour
amount (Ewy), cloud amount (E¢), and surface albedo (Esp) defined by Eqgs. (10)—(12) are calculated for each model. Figure
4 shows the time-evolution of the globally averaged values of these measures with a 12-month running mean. AFg{y and AT
are also shown in this figure. In this subsection, the focus is on the qualitative features common to all or some of the models,
whilst the quantitative differences are described in the following subsection.

In the models that used the prescribed or constant AOD field for the SRM (BNU-ESM, CanESM2, MIROC-ESM, and
MIROC-ESM-CHEM), Fsrym (red)-immediately reaches a model-dependent negative value after 2020 and remains almost
constant; it then vanishes instantly after the termination. These features are consistent with the fact that the given AOD for the
SRM was instantly added and removed in these models. Conversely, in the models that calculate the formation and transport
of the sulphate aerosols from the injected SO, (HadGEM2-ES and MIROC-ESM-CHEM-AMP), Fsgrym takes approximately
four years to become saturated. During the period in which SRM is imposed, Fsrm in MIROC-ESM-CHEM-AMP is almost
constant, but Fsgy in HadGEM2-ES varies by approximately 1.0 W m™2.

The values of Egp shewn-by-the-green—eurves-are both negative and small in all of the models. This shows that, at least for
the global average, the surface albedo under G4 is higher than that under RCP4.5. However, changes in the surface albedo do

not significantly affect AF{Skp-
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Both Ewy and E¢ are positive, implying that the
of the SW-deerease decreases in water vapour and cloud amounts under SRM lead to more downwelling SW_at the surface,
counteracting the enhanced aerosol reflection by SRM. i i
with-the REP4:5-seenario-and-One reason for the decrease of water vapour is the temperature reduction, which results in less

water-vapour-in-the-atmesphere-evaporation (Kravitz et al., 2013c). Less water vapour may cause reduced cloud amounts; less
water vapour and reduced cloud amounts increase the atmospheric SW transmissivity and reduce the SRM’s cooling effect.

The strengths of Ewy and E¢ are comparable in each model except MIROC-ESM-CHEM-AMP (a reason for this exception
is discussed in the next subsection). After SRM termination, Fywy remains positive for one or two decades. This is consistent
with changes in AT shewn-by-the-dashed-eurves; i.e., the water vapour amount in G4 remains less than that in RCP4.5 for a
while after the termination. The inter-annual variability of E¢ is much larger than that of Ewy, and the gradual transition to
the state of RCP4.5 after the termination (like Fwy) is not apparent. Through the whole simulation period, the inter-annual
variability of Ec dominates that of AFg{e. It should be noted that the phases in wave-like, year-to-year variability of AFp

and AT (shewn by blackselid-line-and-dashed-line-inFig—4)-do not agree, although time-averaged A F{p is well correlated

with AT as shown in Fig. 3. This is because of thermal inertia and nonlinearities in the Earth system.
3.3 Inter-model dispersion of global mean forcing and SW total reactions

For the inter-model comparison of the results, the global means of Fsry, Ewy, Ec, and Egp are averaged over the period 2040—
2069. Figure 5 shows the relationship between these values y-axis}-and AT {x-axis}-in the same manner as Fig. 3; AF{p
is shown again. The mean values of Fsgy (shown-by-red-symbels)-vary widely from approximately —3.6 to —1.6 Wm 2,
depending on the model. The cooling effect of Fsry in each member or the ensemble mean is reduced by Ewy {erange)-and
E¢ (bluey-and is slightly increased by Ega(green). The net effect is approximately equal to A F{p(btack), which is strongly
correlated with AT the residual is less than 0.06 W m™2. This supports the validity of the decomposition of AF¥Lr into
SRM forcing and the total reactions due to changes in the water vapour amount, cloud amount, and surface albedo.

The two models with sulphate aerosol calculation (HadGEM2-ES and MIROC-ESM-CHEM-AMP) show stronger Fsrm
than the others. This outcome indicates that the prescribed AOD, which is based on one-fourth of the Mount Pinatubo eruption,
likely underestimates the AOD that results from actual SO, injection at a rate of 5 Tgyr~!. It is the difference in the mean
AOD rather than its meridional distribution as shown in Fig. S1 that leads to the underestimation of the AOD in G4. The
globally and temporally averaged stratospheric sulphate AOD in MIROC-ESM-CHEM-AMP is 0.083 and that in HadGEM2-
ES is approximately 0.054, though that of the prescribed AOD is 0.037. Note that the above value for HadGEM2-ES is the
difference (G4 — RCP4.5) in the sulphate AOD for both troposphere and stratosphere. This is because HadGEM2-ES does-not

diphate-aerosols-in-the tropespherie-and stratosphere separatelyused the same microphysics calculation of the

sulphate aerosols with the same aerosol size distribution in both the troposphere and the stratosphere; sulphate AOD solely for

the stratosphere is not available for HadGEM2-ES.
In CanESM2 and MIROC-ESM-CHEM, the Fsry values are very similar among the ensemble members-shown-by-unfilled

red-symbeols. This is consistent with the fact that the given AOD fields for mimicking the SO5 injection effects in G4 are identi-
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cal among ensemble members of each model. On the other hand, the values of Fsgry in the ensemble members of HadGEM?2-ES
have considerable differences, because the distribution of the sulphate AOD is affected by the chaotic nature of transport and
various other processes in the ESM. Even after averaging over 30 years, the mean seasonal cycles of the sulphate AOD can
differ among the ensemble members as shown in Fig. S1.

Pitari et al. (2014) have shown that, in the G4 simulation, SW radiative forcing at the tropopause calculated off-line by a
radiative transfer code (Chou and Suarez, 1999; Chou et al., 2001) varies from around —2.1 to —1.0 W m™2 between the
models. Since both the analysis methods and the participating models presented here differ from those of Pitari et al., it is
difficult to compare the two results. However, the results (Fsgm ~ —3.6 to —1.6 W m™2) show that model dependence of the
SRM forcing might be larger than that shown by Pitari et al.

Figure 5 shows that Eyy is strongly anti-correlated with AT'; the correlation coefficient for the filled symbols is —0.94. In
contrast, Ec seems to have no correlation with AT, with a correlation coefficient of 0.01. This result shows that the SW total
reaction from the change in water vapour amount is much simpler (i.e., almost linear with AT" across all models) than that
from changing the cloud amount, which depends strongly on the cloud parameterization scheme. Furthermore, the results of
the ensemble members of CanESM2 and MIROC-ESM-CHEM show that the variation in E- mainly causes the variation in
AFS“[EJ‘RF, which is well correlated with AT, though Fsgy is same among the members. Thus, among the ensemble members,
higher E¢ seems to bring less cooling. MIROC-ESM-CHEM-AMP marks the strongest forcing of the SRM among the models
but also marks the largest increase of SW from changing the cloud amount. Accordingly, this model shows the moderate values
in AF§rr and AT’ a possible explanation is given in the following analysis.

To compare ratios of the total reaction and the surface cooling to the magnitude of the SRM forcing, Fwv, Ec, Esa, and
AT by |Fsgm| are normalized, as shown in Fig. 6. This figure shows the approximate sensitivity of each total reaction per
unit forcing of SRM (y-axis)}-and the normalized surface coolingéx-axis). The value range of Ec/|Fsgm| (0.19-0.55:-blae) is
significantly wider than that of Ewv /|Fsrm| (0.27-0.42;-erange) and that of Esp /| Fsgm| (—0.12 to —0.065-green). In addition,
the three MIROC-based models show higher F¢/|Fsgm| (0.34-0.55) than other three models (0.19-0.34). This means that the
sensitivity of the total reaction due to change in cloud amount in the MIROC-based models is higher than other models. This
may be why MIROC-ESM-CHEM-AMP, whose Ec/|Fsrm| is as high as those of MIROC-ESM and MIROC-ESM-CHEM,
exhibits high E¢ and yields moderate cooling, although Fsry is very strong, as shown by-the-eross-siga-in Fig. 5. That is, high
sensitivity of E¢ to the SRM forcing will weaken the cooling of surface air temperature as well as AFgyx.

The wide variability of Fc/|Fsgm| among the models implies a large uncertainty in the models’ cloud processes. Moreover,
the spread of Ec/|Fsgm| among nine ensemble members of MIROC-ESM-CHEM is also large. The variability among the
ensemble members implies that the cloud amount is considerably affected by the chaotic properties and high sensitivity to the
initial state of the Earth system or ESM, because any model settings other than the initial state are the same among the ensemble
members. This result therefore suggests that the cooling of the surface air temperature by the SRM depends significantly on

the initial state through total reaction due to changes in the cloud amount.
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3.4 Decomposition of total reaction into rapid adjustment and feedback

The total reactions due to changes in water vapour amounts, cloud amounts, and surface albedo discussed in the previous two
subsections are the sums of the rapid adjustment, which are independent of AT, and the feedback, which depends linearly
on AT In this subsection, we attempt to decompose the rapid adjustment and the feedback using a so-called Gregory plot
(Gregory et al., 2004). Figure 7 shows globally and annually averaged Ewy, FEc, and Esa as a function of averaged AT for
each model. Now, we consider that a slope and a y-intercept show a feedback parameter and an amount of rapid adjustment,
respectively, as shown by Egs. (15)-(17); these values and correlation coefficients are shown in Table 3. The multi-model mean

values are also shown.

tes—FEywy (erange—<)-shows high

negative correlation with AT in all models, and the rapid adjustment LJVFQVPLQN Wm~2 in multi-model mean) and the feedback

(=0.91 Wm—2K™!) are clearly separated.

s—06:9+—That is, the surface SW increase due to less water vapour is caused by both the rapid direct response to SRM and
the surface cooling; note that the negative sign corresponds to an increase in surface SW with cooling. The rapid decrease of
the water vapour would result from reduced convection due to change in vertical temperature profile caused by the injected

stratospheric sulphate aerosols.
Unlike Ewy, Ec {blue—>-is not well-correlated with AT'. In addition, the spread of the-blue-plots-E is large. This means

that the rapid adjustment due to cloud changes varies largely, depending on the simulated state of ESM. The feedback of SW

cloud radiative effect is not dominant in G4 experiment. Such positive and large rapid adjustment due to the cloud changes and
the small cloud feedback are consistent with Kravitz et al. (2013c), who analysed the GeoMIP-G1 experiment.

The y-intercept of Esp fereen—<)-is almost zero, so that the rapid adjustment from the surface albedo change is negligible.
The feedback parameter is 0.38 Wm~2K ! in the multi-model mean, and the strength (absolute value) of the feedback is less

than a half of that of Eyv.
3.5 Robust features in geographical distribution

To explore robust features in the effects of the SRM in G4, the multi-model mean of the surface air temperature and net SW

at the surface is calculated. Figures 8a and 8b show AT and AF{yp averaged over the period 2040-2069;-hatching-indicates

stons-where 2-or-more-(out-of-6)-models-disagreed-on-thesign-of the differenee. The zonal means are shown in the right-hand

side panel for each variable(b

medeb. Here, model grid intervals are equal to or narrower than 2.8125 deg, so that the geographical regions mentioned below
are represented by enough grid points. However, properties of the Sea of Okhotsk and Hudson Bay may depend on related
channels, which may be not well resolved. The geographical distribution of the multi-model mean shows that cooling of the
surface air temperature is very strong in and around the Arctic Region, except for Greenland and Europe, and stronger on land
than over the ocean in other regions. Such features agree with previous studies such as Robock et al. (2008). Reduction of

Fg‘[‘}tRF is strong in the eastern part of Southern Africa, Tibet, East Asia, Sea of Okhotsk, Hudson Bay, and South America.
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In contrast, F{p increased compared with RCP4.5 in the equatorial region of the Western Pacific, Southern Ocean, except
near the Antarctic coast and northern part of the Atlantic. The above reduction and increase are mainly due to Ec and FEga;
details will be discussed later in this section. The spatial distribution of the sign of AF{ varies, whereas AT is negative
over the whole globe. Although AT and AFEy. are correlated in the global mean (Fig. 3), the spatial distribution of AT does
not necessarily need to agree with that of AF§j, because circulation and hydrological processes transport and redistribute
energy.

Qualitatively opposite geographical features in AT and AF§ appear in the simulated climate change in RCP4.5 shown in
Figs. 8c and 8d, calculated as the difference between the 2010-2039 average and the 2040-2069 average of the RCP4.5 data.
Note that the very high positive value in East Asia in Fig. 8d is due to a large reduction of anthropogenic aerosol emission
assumed in the late 21st century in the RCP4.5 scenario (Thomson et al., 2011; Westervelt et al., 2015). With the exception
of the effects of such assumed emission reduction, sulphate geoengineering can delay global warming almost without regional
biases; that is, regions where surface air temperature increases are relatively high in RCP4.5 undergo a large amount of cooling
by the sulphate geoengineering and regions with a relatively low increases in temperature receive a small amount of cooling.
Model dependence in AT shown by coloured lines in Fig. 8a is relatively large in high latitudes in the Northern Hemisphere
but small (i.e., comparable with the spread of the global mean AT) in other regions. For AFg{zr shown in Fig. 8b, all models
show qualitatively similar average features at least in the zonal mean, and the range is about +-0.75 W m~2.

Next, the multi-model mean of global distributions (averaged over 2040-2069) of (a) Fsgm, (b) Ewy, (¢) Ec, and (d) Esa
are calculated, as shown in Fig. 9. The SRM forcing is relatively weak in the regions where the annual mean surface albedo
is high, such as Greenland, the Sahara, the Middle East, Australia, and Antarctica. This is mainly because the net SW at the
surface is low due to the high surface albedo, and accordingly the absolute value of the SRM forcing becomes low. This can be
shown via low order approximation: the net SW at the surface can be written as Fgirr ~ (1 — «)S(1 — R — A), and the SRM
forcing can be approximated as Fsgm =~ — (1 — arcp) S(RE, — Ricp), Whose absolute value becomes small when agrcp is high.
Except for these high surface-albedo regions, the spatial variation in SRM forcing is not very large, even though the incoming
solar radiation is strong at low latitudes and weak at high latitudes. This is because the atmospheric reflection rate depends on
the solar zenith angle, and the reflection rate becomes higher as the zenith angle increases (e.g., Joseph et al., 1976). That is,
strong solar radiation at low latitudes is reflected with low efficiency and weak solar radiation at the high latitudes is reflected
with high efficiency. Accordingly, the latitudinal distribution of the SRM forcing is close to uniform in many models. The
above feature is a notable aspect in sulphate geoengineering compared with idealized SRM experiments such as G1 and G2,
in which the solar constant is simply reduced (Kravitz et al., 2013a) and the forcing is proportional to the cosine of latitude.
Latitudinal distribution of Fsgy in HadGEM2-ES (purple-tine-inFig—9a)and MIROC-ESM-CHEM-AMP (red-ine-inFig-—9a)
shows a stronger latitudinal dependence. These results are consistent with the (approximate) distribution of the stratospheric
sulphate AOD as shown in Fig. S1.

The SW total reaction due to the change in the water vapour amount (Fig. 9b) is close to uniform compared with that of the
cloud amount (Fig. 9c). The slight increase of Ewy, which implies less water vapour, in the equatorial region is consistent of

decrease of precipitation reported by Rasch et al. (2008a) and Robock et al. (2008) under SRM. E¢ has a large spatial variability,
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which yields many of the spatial variation of AFg{j, such as positive values in the equatorial region of the Western Pacific, the
Southern Ocean, and the northern part of the Atlantic, and negative values in the eastern part of the Southern Africa, East Asia,
and South America. Because AF{rr (Fig. 8b) and the simulated climate change of Fy in RCP4.5 (Fig. 8d) are opposite
in sign, the above result suggests that the SRM offsets increases in the cloud amount simulated in the RCP4.5 scenario, in the
positive regions in Fig. 9c and vice versa in the negative regions. The remaining features in AFg{j are caused by the effect of
surface albedo change (Fig. 9d), which has large negative values in Tibet, the Sea of Okhotsk, Hudson Bay, and the Southern
Ocean near the Antarctic coast. That is, snow and sea ice remain in these regions in the G4 experiment because of the SRM.
At high latitudes, the decrease of the net SW at the surface by the change in surface albedo is as large as the SW increase by

the change in cloud amount (see the line graph in panels ¢ and d), although Eg, is minor in the global mean.

4 Discussion
4.1 Difference between the surface and TOA

This study has focused on the surface net SW because of its importance to human activities. However, the situation at TOA is
also of interest, because the energy budget of the Earth system is closed at TOA. Now, we discuss how the measures used in
this study differ when TOA is used for the analysis. The net SW at TOA can be written as

(18)

as 1— RCS-‘rRCl _ A05+Acl 2
F;gAES—FTTOA:5{1—(RCS+R°‘)—a[ ( )= ) :

1 —a(R* + RY)
so that the direct forcing of SRM and the total reactions measured at TOA (Faoh, Ean, EZO?, and EI*) can be calculated
in the same manner described in Section 2. Figure 10 shows their globally and temporally averaged values’ dependencies on
AT. The difference of Fg, is also plotted.

The qualitative features of the measures other than E43?* are same as the analysis at the surface shown in Fig. 6. The quantita-
tive difference in the SRM forcing (FST}%,} — Fsry) is as small as —0.047 Wm ™2 (1.8 %) for the multi-model mean. In contrast,
| E3QA| is less than that of | Esa| by about 35 %. This is mainly because the upward shortwave radiation that was reflected at the
surface must pass the atmosphere being decreased by absorption and reflection before reaching the TOA. The ratio E10* / Esa,

of course, agrees with (1 — R&

, which can be obtained through algebraic manipulation. The difference
of EEOA — Ec is 0.12 Wm™2 (16.5 %) for the multi-model mean. Remember that the effect of the cloud amount change in-
cludes both changes in reflection rate (R°'") and absorption rate (A'). The effect of a change in R should appear almost equally
at the surface and TOA, as the case for the SRM forcing, because both R°! and R appear in the Egs. (7) and (18) in the same
way. Therefore, most of E(T:OA — E¢ should be caused by the difference in how the change of the absorption rate affects the net
SW at the surface and that at TOA. This is discussed below.

The total reaction at TOA due to the change in water vapour amount shows a negative sign, which is opposite to that at the
surface. This disagreement is attributed as follows: Surface cooling reduces the amount of water vapour in the atmosphere and

the SW absorption rate decreases. Then, more incoming solar radiation reaches the surface, so that the decrease in water vapour
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amount increases SW flux at the surface. On the other hand, when the SW absorption rate decreases, the more upwelling SW
that was reflected at the surface pass through the atmosphere and reaches TOA. This leads to a cooling effect. Because the

effect of decrease in the SW absorption rate is carried to TOA by the upwelling SW that was reflected at the surface by the rate

of a, %&&F&i@g\g&js much less than Hosx—TFhis-doesnot-mean-that-the-| Eyy|. Note that, in our single layer model, SW
absorption above the clouds is not included, so that upwelling SW at TOA reflected by the clouds without reaching the surface

is independent of the absorption rate. Therefore, Faor could be underestimated, and the change in water vapour is-may not be
negligible for the energy budget at TOA;-beecause-. Furthermore, we have not explored LW in this study. An analysis on LW

rapid adjustment ef-elea y-is-discussed-in-the-next-subsection;-but-that-of-clouds-and-EW-feedback-and feedbacks due to
changes in water vapour and clouds is left as our future work.

From the above discussion, we have found that the effect of changes in atmospheric SW absorption rate appears differently
between at the surface and at TOA (in its sign and amount), but that in reflection rate appears almost equally. The effect of
change in the surface albedo is weaker at TOA than at the surface. We will bear these properties in our mind, when we discuss
the influence of SRM on the energy budget of the climate system, which is usually considered at TOA, and human activities,

which are mainly performed at the surface.

To fairly compare feedback parameters in G4 with those under greenhouse gas forcing, we decompose the total reactions
at TOA into rapid adjustment and feedback in the same manner that we performed in Section 3.4. The rapid adjustment and
feedback parameters calculated at TOA are listed in Table S1. The multi-model-averaged feedback parameter of surface albedo
in G4 is 0.27 Wm™?K™". This value is close to the surface albedo feedback parameter of 0.26 Wm™K ™" in AIB scenario
(Soden and Held, 2006) and that of 0.30 Wm™?K~" in the quadrupled CO, experiment (Donohoe et al., 2014). On the other
hand, the multi-model-averaged feedback parameter of water vapour in G4 is 0.15 Wm™2K~" and that (for SW at TOA) in
quadrupled CO2 experiment is 0.30 Wm™2K ™!, These comparisons suggest that the SW feedback of surface albedo under
sulphate geoengineering is consistent with that under greenhouse gas forcing, whereas that of water vapour is about a half of
that under greenhouse gas forcing.

42 Rapidadi £1 liati
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4.2 Inequality in the number of ensemble and participating models

One concern in this study is that half of the models used have only one ensemble member, and half are MIROC-based models.
Because the numbers of ensemble members differ among models as listed in Table 2, each member in each model is not equally
weighted in calculation of the multi-model means described in Section 3.5. Responses to the SRM forcing in the three MIROC-
based models should be similar to each other as shown in Fig. 6, so that the results of multi-model mean can be biased to that of
the MIROC-based models. Therefore, we re-calculated multi-model means by using only one run for each model (Fig. S2); and
also tested multi-model means with a weight of 1/3 for the MIROC-based models (Fig. S3). There are no significant difference
among Figs. 9, S2, and S3. Therefore, inequality in the number of ensemble and participating models has no significant effects

on our results.

5 Summary and concluding remarks

The results from six models (listed in Table 2) that simulated GeoMIP experiment G4, which is designed to simulate sulphate
geoengineering by injecting 5 Tg of SO, into the stratosphere every year from 2020 to 2070-2069 in the RCP4.5 scenario as
the baseline, have been analysed. A single-layer model proposed by Donohoe and Battisti (2011) has been applied to estimate
the strength and its inter-model variability of the SRM forcing (Fsrm) to the surface net shortwave radiation, whose difference
between G4 and RCP4.5 (AF§izp) has a strong correlation with the cooling of the surface air temperature (AT'), as shown
in Fig. 3. The SW total reactions due to changes in the water vapour amount (Fywy), cloud amount (E¢), and surface albedo
(Esa) have been also estimated. Here, a total reaction is defined as a sum of a rapid adjustment, which does not depend on
AT, and a feedback, which is proportional to AT. Decomposition of the estimated total reactions into the rapid adjustment
and the feedback is also done by using a method based on the Gregory plot (Gregory et al., 2004). Note that, unlike the usual
Gregory plot, AT is defined by the difference between T4 and Trcp, and both experiments are not approaching a statistically
equilibrium state, so that the rapid response could vary depending on the state of the modelled climate system.

It has been shown that the globally and temporally averaged Fsgrm of each model varies widely from about —3.6 to —1.6
W m ™~ %(red-symbelsinFig—5)-. Inter-model variations comprise a substantial range, and narrowing this uncertainty is essential
for understanding the effects of sulphate geoengineering and its interactions with chemical, micro-physical, dynamical, and

radiative processes related to the formation, distribution, and shortwave-reflectance of the sulphate aerosols introduced from
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the SO injection (Rasch et al., 2008b; Kremser et al., 2016). From a point of view of an environmental assessment of sulphate
geoengineering, we note that there is such large uncertainty in the simulated SRM forcing.

Our analysis has also shown that, in the global average, changes in the water vapour and cloud amounts (from RCP4.5)
increase the SW at the surface and reduce the effect of Fsgym by approximately 0.4-1.2 W m~2 and 0.5-1.5 W m ™2, respec-
tively. This is due to the smaller amounts of water vapour and clouds, which mainly block the downwelling solar radiation from
reaching the surface by absorption and reflection, respectively. Ewy is well correlated with AT in multi-model comparison,
whereas E¢ is not. The reduction rate of E¢ varies from 19 % to 55 % as compared to Fsrym depending on both models and
ensemble runs (i.e., initial states), whereas that of Ewy is 27-42 %. The effect of surface albedo changes is small in the global
average, but is significant in the regions where snow or ice melts in the RCP4.5 scenario.

The decomposition analysis has revealed that about 37 % (multi-model mean) of Ewy is explained by the rapid adjustment
and the rest is the feedback. On the other hand, almost all of E¢ consists of the rapid adjustment, and a linear relationship
between Ec and AT for the global and annual mean was not obtained for any models. The cloud rapid adjustment in G4
deduced in this study is similar as found for G1 by Kravitz et al. (2013c) but disagree with that in the 4x€062-quadrupled CO,
experiment shown by Andrews et al. (2012). Beeause-One should expect that the rapid adjustment due-to-changes-in-clouds-in

response to SRM is different from that due to COs, because the vertical distribution of the direct forcing is different and the

cloud rapid adjustment can be caused by various processes (e.g., changes in atmospheric stability )itis-possible-that-theeloud
pid-adjustment-differs-between-SRM-and-global-warming. More detailed studies on cloud processes in SRM are required for

the reduction of the uncertainty and for a better assessment of impact of the sulphate geoengineering on climate and human
activities.

The multi-model mean horizontal distribution of AT suggests that stratospheric sulphate aerosol geoengineering can delay
global warming without significant regional biases, unlike the results of the GeoMIP-G1 experiment (Kravitz et al., 2013a). In
G1, the incoming solar radiation was just reduced by a constant fraction, so that the SRM forcing has large latitudinal variation
(strong in low-latitudes and weak in high-latitudes). Conversely, in G4, the distribution of sulphate aerosol optical depth (AOD)
is internally calculated or externally given, and the reflection of the solar radiation is locally calculated. Here, at least for the
prescribed AOD calculated from observed AOD after the 1991 Mount Pinatubo eruption, sulphate aerosols are assumed to
spread out globally and form a somewhat uniform distribution as shown in Fig. 1. Because the reflection rate, as well as the
incoming solar radiation, depends on the solar zenith angle, as described previously, the resultant SRM forcing does not have
large latitudinal variation, as shown in Fig. 9a.

This study has the following three limitations. First, the single-layer model used treats the reflection of downward radiation
and that of upward radiation by the same rate. As noted above, however, the reflection rate depends on the incident angle,
so errors could be significant in regions that have high solar zenith angle and high surface albedo, such as Greenland and
Antarctica.

Second, the SW absorption by the sulphate aerosols has been ignored, because its amount is considered minor compared
to the SW reflection. If the absorption by the sulphate aerosols is non-negligible, Ewy should be regarded as the sum of a

part of SRM forcing by absorption and total reaction due to the change in the water vapour amount, and the forcing and
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total reaction are not well separated from each other. At least for MIROC-ESM-CHEM, this study confirms that the influence
of SW absorption by the sulphate aerosols on Ewy is less than 4.5 % by performing the G4 experiment with vanishing SW
absorption coefficients of the sulphate aerosols. In other words, the SRM forcing due to SW absorption by the sulphate aerosols
is less than 1.5 % of that due to reflection (Fsgm). The magnitude of errors in the other models should be similar to that in
MIROC-ESM-CHEM.

Finally, SW at the surface has been the focus of this analysis and the energy balance has not been considered. AT can
be affected by other types of rapid adjustment and feedback. For example, the reduced water vapour in G4 causes less SW
absorption by the atmosphere and cooling of the troposphere. The greenhouse effect due to the water vapour would be also
decreased. Then, in total, the effect of change in water vapour amount may be a cooling effect (i.e., a positive feedback).

However—further-On the other hand, in the stratosphere, the LW absorption by the injected sulphate aerosols will heat the air

and increase water vapour, which contributes to ozone losses (Tilmes et al., 2008; National Research Council, 2015). Further

analysis is required to separate the effect of water vapour from the LW flux. Analyses of the full energy balance and other types

of feedback will form part of future work.

6 Data availability

All data used in this study, except for the data of MIROC-ESM-CHEM-AMP, are available through the Earth System Grid
Federation (ESGF) Network (http://esgf.llnl.gov). The data of MIROC-ESM-CHEM-AMP are available by contacting the

corresponding author.
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Figure 1. Annual cycle and latitudinal distribution of the prescribed aerosol optical depth provided from the GeoMIP for G4 experiment and

used in BNU-ESM, MIROC-ESM, and MIROC-ESM-CHEM. Line graph shows the annual mean.
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Figure 2. Globally averaged surface air temperature in G4 (solid) and RCP4.5 (dashed) experiments. 12-month running mean is applied.
Values are offset by the value-at2020RCP4.5 average from 2018 to 2022, the beginning of SRM, shown at the right bottom on each panel. In

panels (b), (c), and (e), black curves show the ensemble mean and grey curves show ensemble members. The vertical dashed lines indicate
the SRM termination (2070).

24



(\II'_| 0-0 I I I I I

£

= ¥ BNU-ESM

2—0.5- { A CanESM2

2 rs B HadGEM2-ES

g

e & MIROC-ESM

> 1or 1 ® MIROC-ESM-CHEM
o " * MIROC-ESM-CHEM-AMP
5

»-1.5f 1

-hc_'; I:|| I I I I

4 1.0-08-06-0.4 02 0

Asurface air temp. [K]

Figure 3. Relationship between the difference in the globally and temporally averaged surface air temperature (x-axis) and that of the net

shortwave radiation at the surface (y-axis). The term of average is from 2040 to 2069. For CanESM2, HadGEM2-ES, and MIROC-ESM-
CHEM, the ensemble mean is shown by filled symbols and the each member by unfilled ones. The regression line is for the filled symbols of

the six models.

, Ec, Esa, AF™®tsyrr [W m]
Lo o n

|
-

Fsrm,

—_4f

2

|
A WON

o =< NN W

| |
W N

(a) BNU-ESM'

1Hb) CanESM2

1Hc) HadGEM2-ES

d 1 0.0
\ ] 4
L’ J N 1
A v N % ' \\J (%
! ‘ PRI A TAY 1‘~\/ 1-0.5 [
} g wWa, ERAVAN
‘ '\ (' hV‘ v l‘aﬁ‘y \“ ‘\t/“ “\,“ "H‘AM, ‘\ft VAL §
e - —_—
F(d) MIROC-ESM 1¥(e) MIROC-ESM-CHEM MIROC-ESM-CHEM-AMP 2.
i g
_’M‘WA‘“M'” \/ "vﬂlh Ay AA hw § S S 0 O_O
A v‘ AVS W b N A=
r ’I'l { /“I(W\,J [ 2N (MIV'/ T R ”L‘\ . \eL 4/ Z.
- AR S ! WO " 3 nit \U' 0.5
) . A "1/”\' \/’U' AW &
‘”,W \\,‘ k le\‘i v | b
i i v -1.0
020 2040 2060 2080 2020 2040 2060 2080 2020 2040 2060 2080
year

Figure 4. Same as Fig. 2 but for the SRM forcing (red), SW feedback due to changes in the water vapour (orange), cloud amounts (blue), and

surface albedo (green) defined in Egs. (9—12), and the difference in the net shortwave radiation at the surface (black, solid). The difference

in the surface air temperature is also plotted by dashed-black curves whose values are shown by the right axis.
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Figure 5. Same as Fig. 3 but also for SRM forcing (red), SW feedback due to changes in the water vapour amount (orange), cloud amount

(blue), and surface albedo (green).
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Figure 6. Same as Fig. 5 but for the SW feedback effects normalized by the absolute value of the SRM forcing. Note that the difference in

the surface air temperature (x-axis) is also divided by |Fsrm|-
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Figure 7. Globally and annually averaged relationship between AT (x-axis) and Ewy (orange ©), Ec (blue +), and Fsa (green x) for each
year —from 2021 to 2069. Regression line for each plot is shown by the same color, and a slope (feedback parameter), a y-intercept (rapid
adjustment), and a correlation coefficient for each plot are shown in Table 3. Ensemble mean data are used for the plots on (b) CanESM2, (c)

HadGEM2-ES, and (e) MIROC-ESM-CHEM.
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Figure 8. Multi-model mean of difference in the surface air temperature and net shortwave radiation at the surface. Panels (a) and (b) show
the difference between G4 and RCP4.5 averaged over 2040-2069. Panels (c) and (d) show the difference between RCP4.5 averaged over
2040-2069 and that over 2010-2039. The colour shading shows the horizontal distribution of the multi-model mean and the black thick line
on the right-hand side shows the zonal mean of the multi-model mean. Other coloured thin lines display the ensemble mean (or the result
of the single run) of each model (blue: BNU-ESM, green: CanESM2, purple: HadGEM2-ES, cyan: MIROC-ESM, orange: MIROC-ESM-
CHEM, red: MIROC-ESM-CHEM-AMP). Hatching indicates the region where 2 or more models (out of 6) disagreed on the sign of the

difference. Note that the multi-model mean is calculated by averaging ensemble means (or single run for models that has no ensembles) of

the six models. That is, in the multi-model mean, each run of a model is weighted by the reciprocal of the ensemble number of the model.
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Figure 9. Same as Fig. 8 but for multi-model mean of (a) SRM forcing, SW feedback due to changes in the (b) water vapour amount, (c)

cloud amount, and (d) surface albedo, averaged over 2040-2069.

29



2O T T | VBNUESM
1 A CanESM2
1.0Fg Yy o »°° 1M HadGEM2-ES
1 ® MIROC-ESM
SRR ees @ MIROC-ESM-CHEM

14 MIROC-ESM-CHEM-AMP

|
Y
o
T
[e]
(]
]

ECTOA, EsaTO, AF™troa [W m]
o
o

& oo
- 2.0 v ok :
I:I! ; v *
‘En-s.o—nil o .
: | 5
W -4.0

7.0 -0.8 —0.6 —0.4 0.2 0.0
Asurface air temp. [K]

Figure 10. Same as Fig. 5 but the variables except for the surface temperature are calculated at the top of the atmosphere.
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Table 1. Previous studies on simulation of sulphate geoengineering with calculation of stratospheric sulphate aerosols. Injected SO2 amounts,
baseline experiments, and model names are shown.

Studies SOz [Tgyr™'] Baseline experimets ~ Models

Rasch et al. (2008a 24 doubled CO2 CAM3

Robock et al. (2008 310 AIB scenario GISS GCM ModelE
Heckendorn et al. (2009), Pierce et al. (2010 220 resent day (year 2000)  MA-ECHAM4
Niemeier and Timmreck (2015) 22200 RCP8.5 scenario ECHAMS

Table 2. Models participating in GeoMIP G4 experiments and used in this study. Manners of simulating sulphate aerosol optical depth

(AOD), particle sizes and standard deviation of their log-normal distribution (o), and ensemble members are shown for each model.

Models sutphate-Sulphate AOD Particle size [um] (o) Ensemble Members-member
BNU-ESM li et al. (2014) Prescribed 0.426 (1.25) 1
CanESM?2 Arora and Boer (2010); Arora et al. (2011) Uniform 0.350 (2.0) 3
HadGEM2-ES Collins et al. (2011) Internally Calculated ~ 0.0065 (1.3), 0.095 (1.4) 3
MIROC-ESM Watanabe et al. (2011) Prescribed 0.243 (2.0) 1
MIROC-ESM-CHEM Watanabe et al. (2011) Prescribed 0.243 (2.0) 9
MIROC-ESM-CHEM-AMP Watanabe et al. (2011); Sekiya et al. (2016) Internally Calculated 0.243 (2.0) 1

Table 3. Values of rapid adjustment (Qx) [Wm 2], feedback parameter (—Px) [Wm 2K ™11, and correlation coefficient (Rx) due to

changes in where X = WV, C, SA. Multi-model means are also shown.

Models Qwv —Pwv Rwv Qc —Fc Rc Qsa —Psa Rsa

BNU-ESM 0.32 —0.85 —0.93 9—% 9—1—7-% Q—I—Pw —5—4%%1—97—2'% 9_2_1—’\0/\5\3/\, 9—52?9&\(
CanESM2 0.36 —(—)—7—?:/0\/’\7/% —9—74*20\/'\72 9—% —(—)—H'iw —0.06 —7—9—)(—1—(—}7—‘5';\9/\9\25/\1/92/‘1 (—)—55—9\;\2/\ (—}—(—)ér,g\(}\f
HadGEM2-ES 0.21 —(—)—L}Q*w —0.97 ‘1—2??’&\/2\2,\/ %&w (—)—4—1"9\4}9\/ 6—9—)(—}9;5'% 9—2% 0.7
MIROC-ESM 0.20 ~1.00 ~0.90 1.06 143144 0.33 =299 x 105 0.50 0.5
MIROC-ESM-CHEM 0.24 ~0.90  —6:95—0.96 0.73 645016 0.09 “35x10°7 0.43 0.7
MIROC-ESM-CHEM-AMP  0.45 ~0.95 ~0.94 2.00 681085 036037 3.1x 1072 044 0:680.6"
Multi-model mean 0.30 ~0.91 ~0.91 1.04 049 825020 —65tb=2-41x 107 % 0.38 0.6
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Figure S1. Annual cycle of stratospheric sulphate AOD averaged zonally and temporally over 2040-2069 for (a—c) each run of HadGEM2-
ES and (d) MIROC-ESM-CHEM-AMP, (e) the prescribed AOD with same color shading, and (f) latitudinal distribution of the temporal
means, where #1, #2, and #3 of HadGEM2-ES are shown by solid, dashed, and dotted purple lines, respectively, MIROC-ESM-CHEM-AMP
by red line, and the prescribed AOD by black line. Note that HadGEM2-ES’s AOD is approximately obtained by subtraction of sulphate
aerosol AOD for both stratosphere and troposphere in G4 from that in RCP4.5.

Table S1. Same as Table 3 but for values at TOA.

Models W PR R QY P R HR O
BNU-ESM_ 14x107% 015 087 080 00l —001  —31x10® 021 051
MIROCESM-CHEM ~ -22x107 014 085 073 003 -0.02 63x10°" 031 074
Multi-model mean —32x107° 015 080 107 029 012 —11x10® 027 063




(using run #1 only)
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Figure S2. Same as Fig. 9 but using one run for each model.
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(MIROC-based models are weighted by 1/3)
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Figure S3. Same as Fig. 9 but the three MIROC-based models are weighted by 1/3 for the multi-model means and red lines indicate the

means of the three MIROC-based models.



