
Response to reviewer 1

Sourish Basu, John B. Miller, Scott Lehman

March 6, 2016

We thank the reviewer for a prompt and favorable review, and for the helpful suggestions theymade.
Please �nd below our responses to the speci�c comments below. �e reviewer’s comments are in
blue italics, our responses are in normal text. Portions of a response that re�ect changes in the main
text are in “double quoted red”.

p2 l6: maybe add “e.g., Andres: : :”

Added “cf. Andres et al”

p3 eq1: Strictly, this equation is only true for a well-mixed volume, not for the whole “atmospheric
burden”. I’m aware that the message of the equation is about the individual �ux components, but
maybe remove the ambiguity by saying e.g. “local CO2 mixing ratio” (or “local atmospheric mass
balance” in line 15).

If C refers to the total atmospheric budget (i.e., total number of moles) of CO2 and ∆atm refers to the
average atmospheric signature of 14CO2, as we intended, then equation (1) is valid even in a non-
well mixed atmosphere. In fact, it’s not valid locally because of transport. However, if C denotes
the mixing ratio of CO2, which is how we suspect the reviewer interpreted it, then it’s correct that
the mass balance of equation (1) is valid globally only for a well mixed volume. For CO2 and

14CO2,
the atmosphere is well mixed over the time scale of a few years, and in the CO2 literature the mass
balance of equation (1) is considered valid even for one year.

p4 l1 and beyond: It seems the unit is misspelled and should be “PgC/yr * per mil” (not “/ per mil”).

Good point. �ere was indeed a mistake in the units. All the relevant units in the text have been
corrected to “PgCh/yr”.

p6 l13: It would be easier to use the labels “e”, “r”, and “h” already in the enumeration in lines 8-12.

�e item labels are now “e:”, “r:” and “h:” instead of (a), (b) and (c).

p9 l5: Clearify if you sampled at the two times *each day* (I assume so but it remains open).

Yes, we sampled the “true” CO2 �elds twice each day at tower sites.�e new (clari�ed) text reads “At
tower sites, we sampled the ”true“ CO2 �eld twice a day at the highest intake height, at 00:30 and
03:30 local solar time (LST) for mountaintop sites and at 12:30 and 15:30 LST otherwise.”

Sect 3.4: You denote the absence of transport error as a limitation, but I’d actually see this as an advan-
tage, because the result speci�cally diagnoses the constraining power of the observations. (I nevertheless
agree that the investigation of transport model errors as done later is interesting information.)
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If the purpose of an OSSE is to evaluate the constraining power of a set of observations, given the
inevitable progress towards increasingly accurate transport models in the future, then indeed “per-
fect transport” is not a limitation. If the purpose of an OSSE is to answer the question “What could
we do today if we had ∼5,000 14CO2 observations over North America per year?”, then assuming
perfect transport is a limitation, since currently transport model error is o�en the Achilles’ heel of
top-down �ux estimates. We thank the reviewer for pointing out this distinction. We have changed
the opening few sentences of section 3.4 to:

“�e OSSEs described above allow for an accurate assessment of our ability to calculate fossil and
biosphere �uxes given di�erent sets of 14CO2 and CO2 observations, in the limit of perfectly known
atmospheric transport (note, however, that the elements of the model-data mismatch matrix R are
in�ated to account for expected transport uncertainty). �e performance of an inversion of real
14CO2 data will be limited not only by the observations ingested, but also by errors in simulated
atmospheric transport not adequately represented by R (e.g., Nassar et al. (2014); Liu et al. (2014);
Hungershoefer et al. (2010); Chevallier et al. (2009)).”

p10 l15: Fig 3 is referred to later than Fig 4.

We have rearranged the �gures so that the �rst reference to Figure 3 comes before that of Figure 4.

p11 l4-12: As you do not use the explicit covariance matrices anyway, I feel this description rather
confuses and could be omitted.

We agree with the reviewer. We have omitted the description of the calculation of the covariance
matrix in TM5 4DVAR, referring to earlier papers instead.

p11 l24: I agree the metric is objective, but how to interpret it quantitatively? (see comment below)

Please see our response to the reviewer’s comment about page 14, lines 21-25.

p12 l8: I’m astonished why you cannot be sure about your convergence. Couldn’t plot the result as a
function of iteration count and check if the behaviour is still transient?

�e issue here is the de�nition of “convergence”. Since iterative schemes are not expected to reach
the analytical solution, convergence is usually de�ned in a variety of ways independent of proximity
to that solution. For example, convergence can be de�ned as the reduction of the cost function (or
the norm of the gradient of the cost function) from its initial value by a certain factor. �is has
the disadvantage of being misleading if the prior cost function (or its gradient) is very high due
to, e.g., bad prior �uxes. To counter this, some people de�ne convergence as the absolute value
of the norm of the gradient being lower than some pre-determined value, although that has the
disadvantage that the pre-determined value is not obvious to specify for a given problem. Yet other
people specify convergence as a �xed number of iterations (which is the approach in our study),
based on past experience (which, for sure, has its own limitations). �e convergence relevant for
page 12, line 8 is de�ned as proximity to the analytical solution, as in the conclusions of Bousserez
et al. (2015) are valid only if the posterior solutions are distributed around the analytical solution.
To our knowledge, no one has yet devised a convergence criterion for a variational system which
would guarantee a certain proximity to the “exact” solution. �is is what motivated our statement
of not being sure of how close our posterior was to the analytical solution.

�e referee suggests plotting the result as a function of iteration count to check for the subsidence
of transient behavior.�is sounds reasonable, but is di�cult to implement in practice because it de-
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pends onwhich result we consider. For example, Meirink et al. (2008) showed that �uxes over larger
scales converge quicker than �uxes over smaller scales. As a function of the number of iterations, for
example, the global annual total �ux converges quickly, globalmonthly �uxes take somewhat longer,
and regional �uxes take even longer. �erefore, arriving at a unique de�nition of convergence by
looking at the transience of results is di�cult.

Sect 4: In rare cases (e.g. �g 7 region 5 in summer), the 2010 stations give considerably better �t - do
you know why this is?

We noticed this also. Since an inversion tries to �t all observations “on average”, we suspect that the
better �t of the 2010 coverage for some months and regions is at the expense of worse �t at other
regions. In general, increasing observation coverage will always improve the �t to the true �uxes
“on average”, but there is no guarantee of monotonic improvement at all space and time scales.

p13 l1-4: You invoke transport model errors (which is somehow contradicted by the absence of model
errors), but couldn’t that just be “leakage” from neighbouring regions due to incomplete seperability?

�e referee is correct that transport errors due to complex terrain cannot be the reason here. We
have therefore removed that wording. �e remaining text points precisely to the issue the referee
is referring to, i.e., “leakage” from neighboring regions (in combination with the lack of “upwind”
measurements).

p14 l13: To make this more understandable, say what you in contrast expect for less well constrained
regions, and why.

We have changed the sentence to “For the inversion with only CO2 data, we expect the correla-
tion to be strongly negative (i.e., close to −) over regions for which the total carbon budget is well
constrained by the CO2 observations, and less negative (i.e., closer to ) over regions with fewer
observational constraints.” Later in the paragraph there are examples of both strongly and weakly
constrained regional CO2 budgets and the resultant correlations.

p14 l21-25: I’m not sure I fully understand this. Wouldn’t the criterion for separability be a correlation
range overlapping zero? As said earlier, I’m not fully convinced that the correlation coe�cient can be
interpreted quantitatively.

We agree with the referee that it is hard to quantitatively interpret the posterior correlation coe�-
cient in general, since only speci�c values (such as zero and minus one) have strict physical mean-
ings. However, even for intermediate values, the principle holds that r values closer to zero are
“better” for the separability between fossil fuel and biospheric �uxes. �e point we want to make
here is that the addition of 14CO2 data always takes the correlation coe�cient in the right direction,
towards more separability, and in some cases signi�cantly so, as measured by the non-overlap of the
95th percentile error bars.

Conclusion: Ingeborg Levin and colleagues had concluded that fossil fuel emission changes can be de-
tected from 14CO2 data if larger than 7-26 for �ve-year averages, being limited also due to interan-
nual variations. �is seems somewhat more pessimistic than your results. Can you add a comment
whether (or to which extend) these results are compatible, and why? (reference: I. Levin et al, Natur-
wissenscha�en (2008) 95:203-208, DOI 10.1007/s00114-007-0313-4)

We thank the reviewer for pointing out this work. As far as we can see, our work is compatible and
complementary to Levin andRödenbeck (2007).�ey address the question of the percentage change
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required in the enhancement of fossil fuel CO2 (∆FFCO2) to be detectable by
14CO2 measurements

at Schauinsland and Heidelberg (compared to the background site of Jungfraujoch).�ey conclude
that a smaller percentage change is detectable from a high emitting area (vicinity of Heidelberg)
compared to a low emitting area (vicinity of Schauinsland). �is is consistent with what we �nd,
e.g., even with the sparser 2010 network we can in most months estimate the fossil fuel CO2 �ux to
within 5 for the high emitting Eastern US but not for the lower emitting Central andWestern US.
Beyond this similarity, however, it is di�cult to compare numbers from the two studies due to the
di�erent methods employed and the di�erent datasets considered. Speci�cally:

1. In Levin andRödenbeck (2007), each region of interest (upper Rhine valley and the Black For-
est) has 14CO2 measurements at exactly one site (Heidelberg and Schauinsland) constraining
its fossil fuel emissions. In comparison, all the regions for which we have presented optimistic
conclusions (such as the United States, Eastern US, or even smaller regions like the NY-NJ-
PA tri-state area) have more than one site in and upwind of the region for our “NRC 5000”
coverage scenario. Even for the 2010 coverage, large regions such as the Eastern US or the
United States (for which monthly �uxes are estimated to within 5 of the “truth”) are covered
bymultiple sites measuring 14CO2.�e denser coverage in our study is consistent with amore
optimistic conclusion compared to Levin and Rödenbeck (2007).

2. Levin and Rödenbeck (2007) had a best-case sampling frequency of once every two weeks at
each site. On the other hand, for the NRC 5000 scenario, we have two samples per week at
tower sites and one per week at �ask sites.�is is signi�cantly more frequent than what Levin
and Rödenbeck (2007) had, which is consistent with our more optimistic conclusions.
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