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S1 Influence of boundary layer vs. free troposphere

Figure [S1| illustrates the possible effects on the AMF of day-to-day changes in the a priori upper troposphere NOg profile.
From Sect.[2.2] Eq. (Z) and Eq. (3)) show that it is the relative contribution of each altitude to the a priori profile that determines
the AMF. Therefore, if an increase in near-surface NOs is balanced by an increase in upper tropospheric NO,, there may be
no or very little net change to the AMF. This is the case to the left of the city in Fig. However, the reverse can also occur,
where changes in the upper tropospheric a priori profile accentuate the effect of changes near the surface. This occurs to the
right of the city in Fig. [ST]

Here we consider the magnitude of the effect day-to-day changes in the free tropospheric NO, profile have on the retrieval.
Figure |S2| compares the difference in pseudo-retrieval AMFs among the three a priori types used: the daily profiles over the
full extent of the troposphere, “hybrid” daily profiles which include day-to-day variation in boundary layer but use a monthly
average above 750 hPa, and the monthly average profiles. These statistics are derived over the entire pseudo-retrieval domain
for the entire time period. Comparing either the full or hybrid daily profile to the monthly average profile yields very similar
statistics. Both exhibit a median change near +2.5% (+2.8% hybrid, +2.5% full) and show similar upper and lower quartiles.
When using the full daily profile, the range of the most extreme values is slightly greater, occurring when the changes in the
boundary layer and free troposphere act in the same direction on the AMF.

The third column shows the difference between the hybrid and full daily profile AMFs. As expected, the mean and median
differences are 0, with upper and lower quartile values of +2.20% and —2.88%. This is ~ 35% of the interquartile range of the
difference between AMFs resulting from either the full or hybrid daily profiles and the monthly average profile. Day-to-day
changes in the free tropospheric a priori profile are smaller in magnitude than those in the boundary layer, but usually occur
over a much greater vertical extent. This, combined with the greater scattering weights at these altitudes, explains why the
effect on the AMF is as large as it is, although day-to-day changes in the boundary layer still dominate the effect using daily
profiles has on the AMFs, It should be noted that these a priori are derived from a model without lightning NO emission;
therefore this should be considered a lower bound for the effect of the free tropospheric profile. The presence of lightning NO
would likely lead to larger increases in AMF due to the higher upper tropospheric sensitivity.

The implications of this response are varied. For applications (such as data assimilation) where reducing the uncertainty
in a single day’s observations is critical, this result indicates that accurate modeling of upper tropospheric NO5 is important.
However, over the 91 days of this study, the effect of including a daily free tropospheric a priori profile averages out to 0.
Winds in the free troposphere are not correlated with surface winds (Endlick et al., |{1969). In methods sorting observations
by wind speed or direction (Valin et al., 2013} [Lu et al., 2015)), day-to-day variations in the AMF due to changes in the free

troposphere will therefore be random in character. Over long periods of averaging, the impact due to these variations will have
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Figure S1. An illustration of how day-to-day variations in the upper troposphere impact the calculation of the AMF. The colored gradients
represent the day-to-day NO» plumes, the black outline represents the monthly average plume. To the left of the city, the increase in near-
surface NO2 compared to the monthly average would result in a much smaller AMF; however the addition of NOz in the upper troposphere
balances this, keeping the difference in AMF smaller. To the right, both the lack of near-surface NO2 and the introduction of NOs in the

upper troposphere result in a much greater AMF than the monthly average.

Percent of days with Percent of days with Percent of days with
A VCD > 1.0 x 10" molec. cm™? A VCD > 0.6 x 10"° molec. cm ™2 A VCD > 20%+

0.6 x 10*® molec. cm™2

Atlanta 43% 75% 25%
Birmingham 59% 83% 48%
Montgomery 27% 66% 25%

Table S1. Expansion of Table |Z| with different values for the single measurement uncertainty; percent of days with at least one clear pixel

that have a change in retrieved tropospheric VCDs above the specified uncertainty.

no net impact. Only changes associated with the surface winds will lead to systematic changes in the results obtained by these
methods.
S2 Expansion on number of days with change in VCD greater than uncertainty

In the main paper, we used 1 x 10> molec. cm~?2 as the uncertainty of a single pixel VCD based on the global mean uncertainty

reported in[Bucsela et al| (2013)). Here we will consider two other criteria.
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Figure S2. Percent changes in the AMF for the pseudo-retrieval over the full time period (1 June to 30 Aug) among the three a priori used in
the pseudo-retrieval. For “new vs. base,” the percent change is calculated as (new — base) /base x 100%. The red line is the median, the box
edges are the 25th and 75th percentiles, the whiskers cover the remainder of the data not considered outliers, and the red pluses are outliers.

A point is considered an outlier if it is more than 1.5 times the interquartile range from the closer quartile. The black X marks the average.

Table[S1]introduces two additional values for the uncertainty. The lowest value of 0.6 x 10'® molec. cm~2

is the quadrature
sum of estimated uncertainty due to DOAS fitting (0.4 x 10*® molec. cm~?2) and stratospheric subtraction (0.45 x 10'® molec.
cm™?) in Boersma et al.| (2004). We compare against this because it is the sum of errors outside the calculation of the AMF,
which we are revising here. Naturally, this significantly increases the number of days for which the inclusion of a daily profile
changes the retrieved VCD by an amount greater than this uncertainty. This is an overly generous assumption of uncertainty
because errors in the AMF are not solely due to the a priori profile.

The other new criterion requires the difference be greater than the quadrature sum of 20% uncertainty in the AMF estimated
by (Bucsela et al.,|2013)) and the minimum threshold uncertainty imposed by the stratospheric separation and DOAS fitting of
0.6 x 10'° molec. cm~3. The percent of days with changes above this threshold decreases the most for Atlanta, Nevertheless,
still up to half of days with any valid observations will exhibit significant changes in the retrieved VCD when using daily

profiles.

We retain > 1 x 10'® molec. cm~2 for the main discussion as it is simplest reasonable criterion.



S3 Selection of constraints on and initial values of EMG fitting

The constraints listed in Table[T] were found to be necessary to ensure that a physically realistic fit was obtained. The following

upper and lower limits for each of the parameters were imposed:
- a € [0,00): a corresponds to the total NOo burden and therefore must be a positive value.

5 - 29 €[1.6,00): xq is the distance traveled by the plume in one lifetime. Therefore it must be positive; however, if it

1 a short lifetime of 1 h

becomes too small, the fit fails (returning a flat line). At very slow wind speeds of 1 m s~
would translate to an zy of 3.6 km, we choose a minimum value for zy shorter than this to allow for the possibility of
very short lifetimes. 1.6 km was specifically chosen as one-third the distance between adjacent data points in the line
densities on the oversampled 0.05° x 0.05° (= 5 x 5 km) grid. This means that three lifetimes would pass and > 95% of
10 the NOy enhancement due to a source would be removed; shorter lifetimes than this are unlikely to be resolved at this

grid resolution.

— pg € [min(z), max(z)]: . is the apparent position of the emission center relative to the geographic city center. It must

be within the domain of distances chosen, otherwise the domain was chosen poorly.

- 04 € [2.5, ZmaxN0O, — min(z)]: o, is the Gaussian smoothing parameter, serving the same role as the o parameter in any

15 Gaussian function. 2.5 km was chosen as the lower bound under the assumption that the smallest observable Gaussian
requires at least 3 data points (the base on either side and the maximum). As o = 4 x (full width at base) this implies

that the smallest observable signal is % the oversampled grid resolution: if only 3 points defined the Gaussian, one-half

the full width at the base (= 20") would fit within one grid cell. The upper limit simply specifies that o, cannot be larger

than the distance from the upwind edge of the domain to the z-coordinate of maximum line density, i.e. that the Gaussian

20 build-up on the upwind side is fully captured in the domain.

- B € [0,max(NO3)]: B is the background line density. It must be positive, and should not be larger than the maximum

observed line density.

Two additional constraints were imposed using the ability of fmincon to accept linear and nonlinear relationships between

the fitting parameters:

25 - Zo + pt < max(x): Simply, one lifetime must pass between the apparent emissions center and the downwind edge of

the domain. If not, the domain was chosen poorly.

2

— exp (4= + J= — L) < 20: This is a second numerical constraint to prevent the case where the exponential goes to
To 2$0 xo

infinity and the error function complement goes to 0, thus creating a return value of NaN from the fitting function. (The

first numerical constraint is the replacement of NaNs with infinity discussed in the main text.)

30 For the best-guess initial values:
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—a= ff"f“ NOg(x) dz: Since a corresponds to the total burden of NOs present, we use the integral over the domain as

the initial guess.

— x9 = 54: A best guess of 54 km follows from an average summer lifetime of 3 h (Lu et al.,2015) and a wind speed of 5

ms~ L.

= lz = Tmax(N0o2): Logically, one would expect the apparent emission source to be somewhat near the maximum concen-

tration, the fitting procedure can then identify if it is slightly displaced.

— 0, = FWHM/2.355: This uses the relationship between the full width at half max and the standard deviation of a
Gaussian. The half maximum line density is computed as:

- maX(NOQ) - NOQ (mmin)

- S1
. (SD)
The FWHM is then:

FWHM = |1HM - xmax(NOQ)| 52

where zy is the z-coordinate where the half-max exists, found by interpolating to the half maximum line density.

— B =min(NO»): It is a natural guess that the background is simply the lowest observed line density.

S4 Computation of uncertainty in EMG parameters (a, g, ttz, 0z, B, E, and 7)

To compute the uncertainty in both the fitting parameters and the values of F and 7 derived from them, we base our calculation
off those in [Beirle et al.[| (2011) and [Lu et al.| (2015)). [Lu et al.| (2015]) use the values in Table The value of 25% for the
uncertainty in the VCDs used in |Lu et al.| (2015) is below the lower bound of uncertainty given in Boersma et al.| (2004),
likely reflecting improvements such as the temperature correction of the NO; cross section used in determining the scattering
weights. [Lu et al.[(2015) do not reduce the uncertainty by y/n, where n is the number of observations. We do reduce this
uncertainty by /n, as the errors contributing to it should be random in nature. We determine n for a given fit as the smallest
number of observations used in a single grid cell of the rotated column densities (§2.3)). This is a conservative estimate, as
the number of observations used in computing a single line density will be several times that because multiple pixels span the
across wind distance. Since we oversample these pixels, each grid cell is not necessarily an independent measurement, and so
we choose to treat this value conservatively.

Our computation of uncertainty also differs from [Lu et al.[(2015) in that we include the uncertainty for the VCDs in the
calculation of uncertainty for 7. As shown in this paper, the choice of a priori profiles can introduce a spatial bias into the
exponential decay related to effective lifetime, therefore the inclusion of the VCD uncertainty in the lifetime uncertainty is
logical.

To compute the uncertainty due to the fitting process itself, we first need the standard deviations of the fitting parameters.

We begin by computing the variance-covariance matrix as (Bard, |1974; Dovi et al.,{1991):
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Source Uncertainty Citation

VCD 25%//n* Lu et al.|(2015)
Across wind integration dist. 10% Beirle et al.| (2011)
Choice of wind fields 10% Beirle et al.| (2011)
Fitting uncertainty Computed §l§]
NOL:NO, ratio 10%  [Beirle etal)(2011)

Table S2. Values of uncertainty for the various steps of the EMG fitting process. *Note: [Lu et al.|(2015) do not indicate that the uncertainty

in VCDs is reduced by /7, i.e. the number of observations; we are doing so here.

Cov([a, zg, pts, 04, B]) ~ diag(s* H™'); where (S3)
s2 = %Z[NOQ(]])—F(ZL‘|G/7.T}07,U1170'$,B)]2 (S4)
Ny — 5

that is, the variance-covariance matrix of the fitting parameters is approximately equal to the inverse Hessian matrix for
the fitting function (Eq. @) evaluated at the optimum values of the fitting parameters and scaled by s2, the sum of squared
residuals for the optimum fit divided by the number of degrees of freedom. The variance for each parameter is, as usual, the
corresponding element on the diagonal of the variance-covariance matrix.

In Eq. [S3] we use the Hessian matrix returned by the unconstrained Matlab minimization function fminunc. The docu-
mentation for fmincon states that the Hessian matrix returned can be inaccurate; therefore we pass the fitting function (Eq.
O) to fminunc and initialize it at the optimum values of the fitting parameters. fminunc is set to only evaluate the fitting
function once; this returns the unconstrained Hessian at the constrained optimum found by fmincon.

As in|Beirle et al.|(2011), we represent the uncertainty in the fitting parameters due to the fitting process as 95% confidence

intervals. We compute these for each individual parameter with:

to

\/ Tt

where ¢ is Student’s ¢-value and is computed in Matlab as tinv (0.975, n_fit - 5).(0.975 is used as the p value

Co5 = (S5)

because tinv returns one-tailed ¢ values, so 0.975 returns the 0.95 two-tailed value.) ngt is the number of points used to
obtain the fit, and ngy — 5 degrees of freedom are used for determinine the value of ¢ because 5 degrees of freedom have
been fixed in the fitting process, one each for the five parameters fit. The standard deviation, o, is taken as the square root of
the corresponding diagonal element of the variance-covariance matrix from Eq. (S3). This treatment assumes that each of the
fitting parameters is independent. Both the covariance matrix and an analysis of the change in optimum values for four of the
parameters if one is fixed shows that the parameters are not fully independent, but using individual confidence intervals for each
parameter lends itself to a more intuitive understanding of the uncertainty than would attempting to derive a five-dimensional

confidence region for the five fitting parameters.
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To combine this uncertainty with the other sources identified in Beirle et al.| (2011)) (VCD, across wind distance, and wind

field), the uncertainties are then simply added in quadrature:

p

where p is the value of the fitting parameter, u,, the total uncertainty for the parameter, cgs ,, the confidence interval for that

2
Up =D \/((295@) + (%UVCD)Q + (%ub)2 + (%Uwf)2 (S6)

parameter, and %uvcp, %us, and %u.wr are the percent uncertainties in VCDs, across wind integration direction, and choice
of wind fields given in Tableas decimal values (i.e. %u, = 0.1).

The uncertainty for lifetime (7) and emissions (£) are then propagated from the fitting parameter uncertainties. For lifetime:

) (s7)

dxo ow
2 2
= (;ux(J) + Cv?u“’) (S8)
where w is the average wind speed. We compute u,, as the 95% confidence interval of the distribution of winds that fall
within the bin used; that is, if we consider all days with wind speed > 3 m s~!, then this is the 95% confidence interval of the
distribution of wind speeds > 3 m s~!. This helps account for the uncertainty in lifetime introduced because different wind
speeds lead to different NOy lifetimes (Valin et al.| 2013).

For emissions:

p="2_T (S9)

i) T

2 _ (OB " (0F \* (0F \°
=\t 9a " ar "
a \? r 2 —ra 2
= (Fu) + () +<72“) (510

where 7 is the NO,:NOg ratio of 1.32 from (Beirle et al., 2011).

S5 Validation of EMG fitting

To determine if the EMG fitting process is returning good fits to the data, we consider several criteria. First, we examine each
fit to the data; all the best fits reproduce the shape of the data very well. Second, we consider the R value of the fits. Beirle et al.
(2011)) required an R > 0.9 for a fit to be considered acceptable. Out of 30 fits with an across-wind distance of 1° (2 wind bins
for Atlanta and 3 for Birmingham times 3 a priori), only 2 had R < 0.9, and even then were > 0.89. The algorithm is finding

good fits in nearly every case.



We also consider whether the fmincon algorithm is finding the global minimum of the fitting function or becoming trapped
in a local minimum. As described in Sect. [2.5] we carry out 9 optimizations from random starting points, in addition to that
from the best guess initial values, to sample different parts of the parameter space. We tested increasing the number of random
starting points to 99 and found no change in the optimal fitting parameter values. In a separate experiment, we found only one

5 case in which a local minimum, rather than the global minimum, was returned, but repeated fitting with 9 random start point
optimizations returned the global minimum. Therefore we find that optimizing from 9 random starting points plus one best

guess is a good balance between accuracy and computational efficiency.

S6 Model lifetime calculation

To compare the EMG derived NOy lifetime against that from the WRF-Chem model, two loss processes were considered:

10 NO,; + OH — HNOg3 (R1)
NO+ROs — aRONOy (R2)

where « is the RONOs branching ratio. This leads to a total lifetime:

1 1 -t
Ttotal = ( + ) (S11)

THNO3 TRONO

The lifetime with respect to HNOj is simply:

1
bz OH]

while the lifetime with respect to RONOs is:

15 TaNO, = (512)

—1
TRONO, = (Z aik@i[ROQ]i> (S13)

The concentrations of the RO species are not stored in the model output, so we assume steady state (Murphy et al.,[2006):

d[ROo]
dt

=0 = —kga[ROLJ[NOJ + )~ krt,+ on[RH]; [OH] (S14)

20 = [RO2]ss,i = <Z k’RH;+OH[RH]z'[OH]> / (hmz[NOJ) (S15)

?

The overall lifetime is then:

-1
Ttotal = (hm[OH] + Zaii[RO2]S’S’,i> (S16)
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