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Abstract 23 
In the Hemispheric Transport of Air Pollution Phase 2 (HTAP) exercise, a range of global atmospheric 24 
general circulation and chemical transport models performed coordinated perturbation experiments 25 
with 20 % reductions in emissions of anthropogenic aerosols, or aerosol precursors, in a number of 26 
source regions. Here, we compare the resulting changes in the atmospheric load and vertically 27 
resolved profiles of black carbon (BC), organic aerosols (OA) and sulfate (SO4) from 10 models that 28 
include treatment of aerosols. We use a set of temporally, horizontally and vertically resolved profiles 29 
of aerosol forcing efficiency (AFE) to estimate the impact of emission changes in six major source 30 
regions on global radiative forcing (RF) pertaining to the direct aerosol effect, finding values between. 31 
51.9 and 210.8 mWm-2 Tg-1 for BC, between -2.4 and -17.9 mWm-2 Tg-1 for OA, and between -3.6 and 32 
-10.3 Wm-2 Tg-1 for SO4. In most cases, the local influence dominates, but results show that 33 
mitigations in South and East Asia have substantial impacts on the radiative budget in all investigated 34 
receptor regions, especially for BC. In Russia and the Middle East, more than 80 % of the forcing for 35 
BC and OA is due to extra-regional emission reductions. Similarly, for North America, BC emissions 36 
control in East Asia is found to be more important than domestic mitigations, which is consistent with 37 
previous findings. Comparing fully resolved RF calculations to RF estimates based on vertically 38 
averaged AFE profiles allows us to quantify the importance of vertical resolution to RF estimates. We 39 
find that locally in the source regions, a 20 % emission reduction strengthens the radiative forcing 40 
associated with SO4 by 25 % when including the vertical dimension, as the AFE for SO4 is strongest 41 
near the surface. Conversely, the local RF from BC weakens by 37 % since BC AFE is low close to 42 
the ground. The fraction of BC direct effect forcing attributable to inter-continental transport, on the 43 
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other hand, is enhanced by one third when accounting for the vertical aspect, because long-range 44 
transport primarily leads to aerosol changes at high altitudes, where the BC AFE is strong. While the 45 
surface temperature response may vary with the altitude of aerosol change, the analysis in the present 46 
study is not extended to estimates of temperature or precipitation changes. 47 

1. Introduction 48 
Atmospheric aerosols have a range of effects on the atmosphere, biosphere and on human beings. 49 
They significantly alter the global radiative balance, through processes spanning from direct 50 
interaction with sunlight (Myhre et al., 2013; Yu et al., 2006) to modification of cloud properties 51 
(Lohmann and Feichter, 2005; Stevens and Feingold, 2009) and influences on thermal stability (Koch 52 
and Del Genio, 2010). Aerosols have also been shown to affect regional precipitation (Liu et al., 2011; 53 
Khain, 2009) and atmospheric circulation patterns (Bollasina et al., 2011).  In addition to climatic 54 
impacts come the adverse effects that aerosol pollution has on human health (Janssen, 2012; Geng et 55 
al., 2013). Changes in aerosol emissions are therefore of interest both for climate and public health 56 
policies (Shindell et al., 2012), which makes it imperative to provide precise estimates of aerosol 57 
effects on these outcomes. However, present day emissions have high spatial and temporal variability, 58 
and acquiring accurate measurements is a challenge. Similarly, aerosol atmospheric lifetimes and 59 
processes leading to long-range transport are insufficiently quantified. The total anthropogenic aerosol 60 
radiative forcing (RF) since the onset of the industrial period counters large parts of the positive RF 61 
from CO2 and other greenhouse gases, and was recently evaluated to be –0.9 W m–2 with a 95 % 62 
uncertainty interval from –1.9 to –0.1 W m–2 (Boucher et al., 2013). Of the total aerosol RF, the direct 63 
short-wave aerosol radiative interaction contributed with –0.35 W m–2, with an uncertainty interval of 64 
–0.85 to +0.15 W m–2. These large uncertainty intervals imply that the RF from aerosols is poorly 65 
constrained. Likewise, there is still a large divergence between model- and satellite-derived surface 66 
particulate matter and observed concentrations (Brauer et al., 2016). 67 

One specific uncertainty in calculating aerosol RF is connected to the vertical distribution of aerosols. 68 
The radiative impact of an aerosol depends on its absorbing and reflecting properties, but these 69 
properties, as well as their radiative impact, are subject to modifications by variable atmospheric 70 
conditions. For instance, relative humidity has a large impact on the scattering properties of light 71 
reflecting aerosols (Fierz-Schmidhauser et al., 2010; Haywood and Shine, 1997). Also, the radiative 72 
forcing efficiency of absorbing aerosols is augmented with increasing quantities of underlying clouds 73 
and gases that reflect solar radiation back onto the aerosols, thereby enhancing their absorption 74 
(Zarzycki and Bond, 2010). Meanwhile, competition with other processes such as Rayleigh scattering 75 
and radiative interactions of other aerosol species (Samset and Myhre, 2011) may dampen the 76 
radiative impact of an aerosol. As these factors typically vary with altitude, so will the aerosols’ 77 
forcing efficiency. Accurate knowledge of the vertical distribution of aerosol load is therefore 78 
important (Ban-Weiss et al., 2011; Samset and Myhre, 2015; Vuolo et al., 2014; Zarzycki and Bond, 79 
2010). Presently, the atmospheric models that simulate the climate impact of aerosols have substantial 80 
variations in their vertical distribution of aerosols. In fact, results from the recent AeroCom Phase II 81 
multimodel exercise (Samset et al., 2014; Samset et al., 2013) show that differences in vertical profiles 82 
gave rise to between 20 % and 50 % of the intermodel differences in direct RF estimated from 83 
common BC emissions from fossil fuel and biofuels (FF+BF). 84 

Due to long-range atmospheric transport, emissions in major source regions may have widespread 85 
health and climate impacts that go far beyond the domestic domain. Studies of long-range transport of 86 
aerosols have found that the vertical distribution of aerosols in the source region has important 87 
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implications to the magnitude and spatial extent of their climate impact – not only because of the 88 
variation of forcing efficiency with height, but because the strong large-scale winds in the upper 89 
troposphere can transport aerosols for particularly long distances if they reach these levels. For 90 
instance, Liu et al. (2008) found in a study of Cloud-Aerosol Lidar and Infrared Pathfinder Satellite 91 
Observations (CALIPSO) measurements that the higher Saharan dust aerosols were lifted up in the 92 
source region, the further they were carried across the Atlantic Ocean. Similarly, Huang et al. (2008) 93 
studied long-range transport from Asia during the  Pacific Dust Experiment (PACDEX) and found 94 
indications of aerosol transport via upper tropospheric westerly jets – the efficiency of which was 95 
influenced by the vertical distribution of Asian dust in the free troposphere of the source region.  96 

These studies underline the need for a better understanding of how variations between atmospheric 97 
models contribute to the uncertainties in radiative forcing estimates, and specifically the role of 98 
different vertical distribution of aerosols to these uncertainties. In 2005, the Task Force on 99 
Hemispheric Transport of Air Pollution (TF HTAP) was established under the United Nations 100 
Economic Commission for Europe (UNECE) Convention on Long- Range Transboundary Air 101 
Pollution (LRTAP Convention). One of its goals is to further our understanding of aerosol 102 
intercontinental transport, and assess impacts of emission changes on air quality, climate, and 103 
ecosystems (http://www.htap.org/). The climate impact of aerosol emission reductions in four large 104 
source regions was investigated for a series of model simulations from the first phase of the HTAP 105 
Task Force (HTAP1) by Yu et al. (2013), who calculated radiative forcing as the product between 106 
aerosol optical depth and an aerosol forcing efficiency (AFE) estimated using the Goddard Chemistry 107 
Aerosol Radiation and Transport (GOCART) model. They found that when all anthropogenic 108 
emissions where reduced by 20 % in North America, Europe, South Asia or East Asia, the four-region 109 
average global direct radiative forcing of SO4, particulate organic matter and black carbon was 110 
lowered about 9 %, 3 % and 10 %, respectively.. Together, the four-region total emissions accounted 111 
for 72 %, 21 % and 46 % of global emissions for SO4, particulate organic matter and black carbon, 112 
respectively. Inter-model differences were found to be substantial, in part because the models were 113 
using different emission inventories in their simulations. 114 

The present study utilizes model experiments organized by the second phase of the TF HTAP 115 
(HTAP2). We focus on the six priority source regions (Fig. 1) selected by the TF HTAP for HTAP2: 116 
North America (NAM), Europe (EUR), South Asia (SAS), East Asia (EAS), 117 
Russia/Belarussia/Ukraine (RUS) and the Middle East (MDE). Note that while the first four regions 118 
are similar to those investigated by Yu et al. (2013), the HTAP2 regions are defined by geopolitical 119 
boundaries while the HTAP1 regions were larger and included more ocean areas. We aim to explain 120 
how much a 20 % emission reduction in these source regions would impact other regions in terms of 121 
aerosol burden and radiative forcing changes. To estimate the climate impacts of the mitigations we 122 
calculate radiative forcing based on column averaged aerosol fields and AFE estimates in a method 123 
equivalent to Yu et al. (2013) (here, using the OsloCTM2 model), but we extend the analyses to also 124 
involve 4D AFE and aerosol burden profiles. This allows us to quantify how the vertical distribution 125 
of aerosols influences the potential impact of regional emission mitigation strategies. 126 

Previous studies have shown that the relationship between instantaneous RF, which is what we 127 
estimate here, and the surface temperature change following a change in BC also depends on the 128 
altitude of the BC. Although not found in all studies (Ming et al., 2010), there is a tendency that BC 129 
inserted near the surface causes warming, whereas BC near the tropopause and in the stratosphere 130 
causes cooling (Ban-Weiss et al., 2012; Samset and Myhre, 2015; Sand et al., 2013a; Shindell and 131 
Faluvegi, 2009). This is mainly related to the semi-direct effect of BC, which causes a negative RF 132 
through suppression of cloud formation by enhancing atmospheric stability, and which is not 133 
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accounted for when calculating the instantaneous forcing via radiative kernels. It is beyond the scope 134 
of this study to calculate climate change in terms of surface temperature change, and we stress that a 135 
positive/negative estimate of direct RF here should not be translated directly into warming or cooling. 136 

In the next section, we will go through our methods. Section 3 presents the results, starting with 137 
changes in aerosol concentrations for the different experiments, and moving on to resulting changes in 138 
radiative forcing as well as the influence of inter-continental transport. The results are summarized in 139 
Sect. 4. 140 

2. Methods 141 

2.1 The HTAP2 experiments and models 142 
As part of the HTAP2 exercise, global aerosol-climate CTMs and GCMs performed a baseline (BASE) 143 
simulation with climate and aerosol emissions corresponding to present day (year 2010) conditions 144 
(Galmarini, 2016). Anthropogenic emissions followed Janssens-Maenhout et al. (2015), which for 145 
year 2010 give global BC, OC and SO2 emissions of 5.56, 12.58 and 106.47 Tg species/year, 146 
respectively. Each model also ran simulations with all anthropogenic emissions reduced by 20 % in a 147 
selection of source regions. We have chosen to focus on the six priority source regions pointed out by 148 
the TF HTAP and shown in Fig. 1 (a). The experiments where all anthropogenic emissions are reduced 149 
by 20 % in the NAM, EUR, SAS, EAS, RBU and MDE regions are referred to correspondingly as 150 
NAMreduced, EURreduced, SASreduced, EASreduced, RBUreduced and MDEreduced. We will 151 
additionally analyze emission reduction influences on the Arctic receptor region, also marked in Fig. 1 152 
(a). 153 

The present study takes input from ten global aerosol models, listed in Table 1 along with core 154 
parameters and references. Horizontal and vertical resolutions of the models are also indicated in 155 
Table 1. The time resolution of output used in this study is monthly for all models, although models 156 
were run at finer resolution. To be included here, we required that the models had provided 3D, 157 
temporally resolved mass mixing ratios of atmospheric aerosols for both the baseline and at least four 158 
of the reduced emission scenarios. All models used prescribed meteorology for the year 2010. 159 
Obviously, the use of one specific year will impact the results as prevailing wind patterns and 160 
precipitation levels in the different source regions will vary from year to year, which will influence 161 
transport and removal processes. For instance, 2010 marked the beginning of the strong 2010-2012 La 162 
Niña event, which has been shown to be associated with above-normal intensities of the Asian 163 
monsoon (Goswami and Xavier, 2005). 164 

The analyzed aerosol species include sulfate (SO4), organic aerosols (OA) and black carbon (BC). A 165 
limitation of the current analyses of OA is that while some models reported OA directly, others gave 166 
emissions and concentrations of OC instead (see Table S-1). OC can be converted to OA through 167 
multiplication by an OC-to-OA conversion factor, which varies with source, aerosol age and the 168 
presence of other chemical species (see e.g. Tsigaridis et al. (2014) and references therein). However, 169 
due to limited level of detail in the available model data, as well as due to consistency to the method 170 
used in Chin et al. (manuscript in preparation), we multiplied all OC values by a factor 1.8 to obtain 171 
OA. As some of the models have included secondary organic aerosols (SOA) in their OA values while 172 
other have not, this approximation likely leads to additional inter-model variability.  173 

Model output was provided as mass mixing ratio (MMR, unit of µg/kg), but we have also analyzed the 174 
data in terms of column integrated aerosol abundance. The conversion from MMR to column 175 
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abundance was done by interpolating the MMR fields from each model to the resolution of one host 176 
model (OsloCTM2) with a vertical resolution of 60 layers, using pressure and mass of air distributions 177 
from that model and summing over all layers. See e.g. Samset et al. (2013) for a detailed description of 178 
this method. 179 

 180 

2.2 Estimating radiative forcing 181 
In order to estimate the radiative forcing resulting from the emission and subsequent concentration 182 
reductions simulated by the HTAP2 experiments, we utilize precalculated 4D distributions of aerosol 183 
forcing efficiency (AFE), which is defined as the RF per gram of a given aerosol species. For the three 184 
aerosol species, AFE was calculated for each grid cell and month by inserting a known amount of 185 
aerosol within a known background of aerosols and clouds, for each model layer individually, and 186 
calculating the resulting radiative effect using an 8-stream radiative transfer model (Stamnes et al., 187 
1988) with four short wave spectral bands (Myhre et al., 2009). I.e. the model was used to calculate 188 
the response to a change in aerosol concentration at a given altitude, and run for a whole year to 189 
capture seasonal variability. The simulations for different model layers were then combined into a set 190 
of radiative kernels, one for each aerosol species. For the radiative transfer calculations aerosol optical 191 
properties were derived from Mie theory. The absorption of aged BC was enhanced by 50% to take 192 
into account external mixing, as suggested by Bond and Bergstrom (2006), and for all models we 193 
assume the same mixing ratio between aged and non-aged BC as in OsloCTM2. Hygroscopic growth 194 
of SO4 was included, scaling with relative humidity according to Fitzgerald (1975). See Myhre et al. 195 
(2004) and Myhre et al. (2007) for a discussion on the impacts of this choice. For OA, purely 196 
scattering aerosols are assumed. Background aerosols were taken from simulations using OsloCTM2.  197 
See Samset and Myhre (2011) for details, but note that all numbers have been updated since that work, 198 
taking into account recent model improvements (Samset and Myhre, 2015). The resulting AFE 199 
profiles, averaged over the individual regions from Fig. 1 (a), is presented in Sect. 3.3. For a full 200 
discussion on the impact on radiative forcing from using a single model kernel, see Samset et al. 201 
(2013). Briefly, multi-model average forcing becomes representative of that of the host model, 202 
including cloud fields and optical properties, while the variability around this value is indicative of the 203 
impact of differences in 3D aerosol burdens. The resulting reduction in multi-model relative standard 204 
deviation depends on the regional and vertical differences in AFE, but is generally less than 20%. 205 

The direct RF from a given aerosol species due to a 20 % emission reduction was then estimated by 206 
multiplying the modelled aerosol burden change profile 𝛥𝛥𝛥𝛥𝛥𝛥 (from a given HTAP2 model and 207 
experiment) with the OsloCTM2 AFE distribution for that species and point in space and time (month 208 
of the year): 209 

𝑅𝑅𝑅𝑅(𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) = 𝛥𝛥𝛥𝛥𝛥𝛥(𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑡𝑡𝑡𝑡𝑚𝑚𝑒𝑒) × 𝐴𝐴𝐴𝐴𝐴𝐴(𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)   (1) 210 

The RF calculated at each model level using this method should be interpreted as the instantaneous 211 
radiative forcing exerted at top of the atmosphere (TOA), due to the aerosol abundance within that 212 
layer.  213 

In this procedure, cloud fields, surface albedo and background aerosols, all of which may influence 214 
global and annual mean RF, are prescribed to the AFE distribution. Hence, intermodel variability will 215 
likely be lower using this method than if the models had provided their own estimates of RF. Further, 216 
the absolute RF will be influenced by the mean efficiency of the host model (OsloCTM2). As recently 217 
shown in the AeroCom Phase II model intercomparison (Myhre et al., 2013), OsloCTM2 is among the 218 
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models with strongest global, annual mean AFE values for BC and OA, in part due to the heightened 219 
complexity of the radiation scheme used (Myhre and Samset, 2015). For SO4, the AFE of OsloCTM2 220 
is close to the AeroCom median.  221 

As will be shown below, there are significant differences between the vertical profiles of aerosol 222 
abundance predicted by the participating models. To estimate the effect of these differences on global, 223 
annual mean RF, we also compute the radiative forcing in a way that does not account for the vertical 224 
aerosol distributions: we average out the vertical dimension by calculating column aerosol burdens 225 
and multiply by corresponding full column AFE distributions from OsloCTM2, which utilized the 226 
specific vertical aerosol distribution of that model. 227 

𝑅𝑅𝑅𝑅3𝐷𝐷(𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) = 𝛥𝛥𝛥𝛥𝛥𝛥(𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) × 𝐴𝐴𝐴𝐴𝐴𝐴(𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)     (2) 228 

Here, 𝑅𝑅𝑅𝑅3𝐷𝐷 indicates a radiative forcing estimate where the two horizontal dimensions, as well as 229 
time, is included, but where the vertical dimension is averaged out. For further details on the above 230 
method, see Samset et al. (2013). 231 

 232 

2.3 Response to extra-regional emission reductions 233 
The impact of intercontinental transport between regions is investigated through calculating the 234 
Response to Extra-Regional Emission Reductions (RERER). While this metric is originally defined in 235 
HTAP (2010) to study the influence of inter-continental transport on region average burden change or 236 
surface concentrations, we utilize a version of the RERER defined in HTAP (2010)  studying instead 237 
the influence on forcing: 238 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠 =  ∆𝑅𝑅𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔−∆𝑅𝑅𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝑠𝑠𝑠𝑠

∆𝑅𝑅𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
 = (𝑅𝑅𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏− 𝑅𝑅𝑅𝑅𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔)−(𝑅𝑅𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏−𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠)

𝑅𝑅𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏−𝑅𝑅𝑅𝑅𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
     (3) 239 

Here, base refers to the base simulation with no emission reductions, global refers to an experiment 240 
where anthropogenic emissions all over the globe are reduced by 20 %, and sr refers to the experiment 241 
where emissions in source region sr are reduced by 20 %. RERER is then calculated for all source 242 
regions and species. A low RERER value means that the forcing within a region is not very sensitive 243 
to extra-regional emission reductions. 244 

In addition to the above calculation of RERER for RF, we also calculate RERER for changes in total 245 
column aerosol burden, which gives an estimate of inter-continental transport in two dimensions 246 
(ignoring the vertical). 247 

 248 

3. Results and discussion 249 

In the following sections, we first present the global and regional aerosol burdens simulated by the 250 
participating models in response to the baseline emissions, before moving on to showing the local and 251 
remote burden changes due to 20 % reduction in regional emissions. Then, we show the calculated 252 
radiative forcing from these burden changes, and discuss how regional aerosol mitigation efforts may 253 
impact local and remote regions. 254 
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3.1 Baseline aerosol burdens and emissions 255 
Figures 1 (b) – (d) show the multi-model median column integrated burden fields for BC, OA and 256 
SO4, respectively, for the unperturbed BASE simulation. The source regions of focus in this study are 257 
mostly recognized as regions of high aerosol burden in the maps, as are other regions such as Central 258 
Africa and South America (high BC and OA from open biomass burning). Areas with significant loads 259 
can also be seen over global oceans, far from the main emission regions, showing the importance of 260 
long-range aerosol transport for both the global and regional climate impact of aerosols.  261 

In Table 2, the regional averages of aerosol burdens for the four source regions reveal some 262 
differences between the regions. Particularly, for BC and OA, East and South Asia have significantly 263 
higher burdens than North America, Europe, Russia/Belarussia/Ukraine (henceforth referred to as 264 
Russia, for simplicity) and the Middle East. For SO4, the Middle East ranks among the high-emission 265 
source regions. The source regions are also different in terms of meteorology (see Table 2) and surface 266 
albedo (not shown), which will influence the local as well as remote effects of emission reductions. 267 
For instance, the amount, timing and intensity of precipitation events largely controls the rate of wet 268 
removal of fresh aerosols. For year 2010 the average daily precipitation in the Middle East was 0.4 269 
mm/day, while in South Asia it was 3.3 mm/day (Table 2). Meanwhile, the South Asian region is also 270 
marked by a significantly higher convective mass flux than the other regions, which likely enhances 271 
long range transport due to convective lifting of insoluble aerosols to high altitudes. The fractions of 272 
BC, OA and SO4 to the total BC+OA+SO4 sum are on the other hand quite similar between the 273 
regions, with BC contributing 4-8 % of the total, OA contributing 25-45 % of the total, and SO4 274 
contributing 51-70 % of the total (not shown). Europe has a lower fraction of OA and a higher share of 275 
SO4 than the other regions, while the Middle East has a lower BC fraction and higher SO4 fraction. 276 

The relative inter-model standard deviation in emissions is given in the top row of Fig. 2, and 277 
demonstrates that for all three species the models disagree the most over the tropics and over the poles. 278 
Regionally and annually averaged emissions (second row of Fig. 2) for all three aerosol species are 279 
highest in East Asia. The error bars indicate the full range of model results. For BC and SO4 there is a 280 
very limited spread between the models, as all HTAP2 model groups used emission data from the 281 
Emissions Database for Global Atmospheric Research (EDGAR) HTAP_v2 emission inventory 282 
(Janssens-Maenhout et al., 2015). However, there is a large spread in OA emissions between the 283 
models, primarily due to high OA emissions from GEOS5, GEOSCHEMADJOINT and GOCART, 284 
but presumably also linked to the above mentioned conversion from OC to OA for some of the 285 
models, as well as model differences in the treatment of SOA.  286 

In spite of the unified emissions, total aerosol burdens (not shown) vary substantially between the 287 
models. This is expected, as there is a broad range of model processes that connect emissions to global 288 
aerosol burden, and different models treat these processes differently. For example, the convection 289 
schemes used by the different models listed in Table 1 differ markedly. Parametrizations of processes 290 
such as wet removal and oxidation will also be sources of inter-model difference, as will their 291 
horizontal and vertical resolution. For instance, Molod et al. (2015) performed model simulations of 292 
different horizontal resolution with the GEOS5 model, which parameterizes convection using the 293 
relaxed Arakawa-Schubert algorithm (RAS). They found that the mass flux decreases with increasing 294 
resolution, resulting in reduced low-level drying, which again might increase wet removal and lower 295 
the aerosol burden. Kipling et al. (2015) investigated processes important for the shape of vertical 296 
aerosol profiles by performing a number of sensitivity tests using the HadGEM3-UKCA model, and 297 
comparing the variation in results to the inter-model variation from the AeroCom Phase II control 298 
experiment. They found that the vertical profile was controlled mainly by convective transport, in-299 
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cloud scavenging and droplet growth by condensation – processes that have widely different 300 
parametrizations between models. 301 

An HTAP2 model-observation comparison study by Chin et al. (manuscript in preparation) finds that 302 
in general, compared to measurements, the two CHASER models typically report too high surface 303 
concentrations of SO4, OA and BC, while OsloCTM3_v02 generally have low values. Figure 3 shows 304 
vertically resolved plots of globally averaged mass mixing rations (MMR) for the three aerosol 305 
species, and illustrates that the high values for CHASERT42 and CHASERT106 extend through all 306 
vertical layers. It is interesting to note that the CHASER models use a version of the Arakawa-307 
Schubert parametrization of convection, and that the highest-resolution version (T106) has the lowest 308 
aerosol burden among the two, which could be related to the findings of Molod et al. (2015) noted 309 
above. Note that for SO4, GOCART and GEOS5 have particularly high MMR aloft, see Fig. 3 (c). 310 

 311 
 312 

3.2 Aerosol changes 313 
The third row of Fig. 2 shows the change in global, annual mean aerosol burden following a 20 % 314 
emission reduction in the region noted on the x axis. The burden change is clearly highest for the 315 
regions with the highest baseline emissions (second row of Fig. 2). The ranges are wider, particularly 316 
in the tropical regions, since, as commented above, the processes connecting emissions to burdens 317 
vary greatly between the models. The inter-model spread becomes even clearer when expanding the 318 
vertical dimension. This is illustrated by Fig. 4, which shows globally averaged vertical profiles of 319 
aerosol MMR change per vertical layer for all species, experiments and models. Differences in the 320 
vertical profiles, reflecting differences in vertical transport, between the models can be seen. 321 
SPRINTARS and the two CHASER models report among the highest MMR changes. For BC, 322 
SPRINTARS have particularly large MMR changes for the RBUreduced and MDEreduced 323 
experiments. 324 

The SASreduced experiment (third row, Fig. 4) is associated with the most pronounced upper-level 325 
MMR changes, conceivably because this is the region associated with the highest convective activity. 326 
Indeed, the average upward moist convective mass flux in the SAS region is more than double what it 327 
is in for instance the NAM region (Table 2). Possibly linked to the treatment of convection in the 328 
models, we find that GOCART, GEOSCHEMADJOINT and GEOS5 show particularly high upper-329 
level BC changes from emission perturbations in the SAS region. One common denominator for these 330 
two models is the use of the above mentioned RAS algorithm, which in a study based on an earlier 331 
version of the GEOS model was found to overestimate convective mass transport (Allen et al., 1997). 332 
However, while GEOS5 also has large high-altitude burden changes for both OA and SO4 for the 333 
SASreduced experiment, GOCART and GEOSCHEMADJOINT show very weak high-altitude 334 
changes compared to the other models in the SO4 case. Conceivably, wet scavenging, to which SO4 is 335 
more subject than BC, is stronger in GOCART than in other models over this region.  336 

Regional increases in aerosol concentrations imposed by emission reductions can be observed for 337 
SPRINTARS and CAMchem, and to a smaller extent also for the CHASER models, GEOS5 and C-338 
IFS (not shown, but visible in the globally averaged RBUreduced and MDEreduced plots for OA in 339 
Fig. 4). This occurs mainly for OA and SO4. Aerosol emission reductions may in these models be 340 
influencing the level of oxidants, which would have feedbacks on the concentrations of OA and SO4. 341 
A model study by Shindell et al. (2009) demonstrates the importance of aerosol-gas interactions to the 342 
climate impact of mitigations. They point out that the effect on oxidant changes on SO4 concentrations 343 
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are stronger in oxidant-limited regions with high SO2 emissions, and that greater parts of the 344 
industrialized Northern Hemisphere is, in fact, oxidant limited (Berglen et al., 2004).  345 

A contributing cause of the unexpected concentration increases could also be nudging, which is a 346 
simple form of data assimilation that adjusts certain variables of free running climate models to 347 
meteorological re-analysis data – in this case, to constrain the climate to year 2010 meteorology. The 348 
nudging is done differently by the individual model groups. For instance, in SPRINTARS there is no 349 
nudging below altitudes of approximately 300 m, which means that the meteorological field will be 350 
slightly different due to perturbed aerosol effects between the two experiments. This could potentially 351 
involve lower precipitation levels, which would influence the degree of wet removal of particularly 352 
OA and SO4. Nudging has been shown to have the potential to induce forcings that could change the 353 
base characteristics of a model; Zhang et al. (2014) demonstrated using the CAM5 model that nudging 354 
towards reanalysis data resulted in a substantial reduction in cold clouds. Clearly, perturbation 355 
experiments like the ones analyzed in this paper, performed by models with fre-running and nudged 356 
(as opposed to offline) meteorology must be interpreted with caution. A closer investigation of the 357 
cause of the unexpected aerosol concentration increases would be an interesting topic of further 358 
investigations. 359 

We have also calculated regional averages of the MMR change profiles for the regions in Fig. 1 (a), 360 
see Fig. 5. The figure shows the rate of MMR change in a receptor region (colored lines) caused by 361 
emission reductions in a source region (rows), for the three aerosol species (columns). These figures 362 
clearly show the effect of long-range aerosol transport on vertical aerosol profiles: notice for instance 363 
the SO4 burden change profile (rightmost column) for the Arctic (grey), which reaches a maximum at 364 
low altitudes for Russian emission changes (fifth row), but high up for South Asian emission changes 365 
(third row). The HTAP1 study of Shindell et al. (2008) found that upper-troposphere emission-366 
weighted SO4 and BC concentrations in the Arctic were greatest for emission changes in South Asia 367 
(in the spring) and East Asia (during other seasons), while low-level emission-weighted changes in 368 
Arctic pollution was dominated by emission changes in Europe. While Fig. 5 does not show emission-369 
weighted numbers, we see the same tendency of nearby source regions (such as Russia) causing lower-370 
level changes in the Arctic. The large potential of Russian BC emission to influence Artic climate has 371 
been pointed out earlier (Sand et al., 2013b; Stohl, 2006).  372 

 373 

3.2.1 Aerosol lifetime 374 
Referring to Fig. 2, we have in the bottom row estimated the regional, annually averaged atmospheric 375 
lifetime of the different aerosol species emitted from the six regions, through the relation 376 

𝜏𝜏 = ∆𝐵𝐵𝐵𝐵(𝑇𝑇𝑇𝑇) ∆𝐸𝐸𝐸𝐸(𝑇𝑇𝑇𝑇 𝑑𝑑𝑑𝑑𝑑𝑑−1)⁄          (4) 377 

where ∆𝐸𝐸𝐸𝐸 is the change in emissions on daily timescale within the region (and hence also the global 378 
change), and ∆𝐵𝐵𝐵𝐵 is the resulting change in global aerosol burden. SO4 has an estimated lifetime of 4-379 
6 days, except for emissions in the MDE region where the model mean lifetime is 10 days, with an 380 
inter-model spread from 8 (GOCART) to 17 (CHASERre1) days, corresponding to the models with 381 
the lowest and highest SO4  MMR changes, respectively. OA has slightly higher lifetimes around 8 382 
days, except for the MDE regions where the lifetime is above 20 days. This is high compared to the 383 
AeroCom model comparison of Tsigaridis et al. (2014), which found a median global OA lifetime of 384 
5.4 days (range 3.8–9.6 days). Note that fewer models performed the MDEreduced and RBUreduced 385 
experiments (see Table S-5) and so the estimates for these regions are more uncertain. BC lifetimes are 386 
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typically around 12 days for emissions in the MDE and SAS regions and 7 days in the other regions, 387 
which is also higher than the 5 days shown by Samset et al. (2014) to be an upper limit for 388 
reproducing remote ocean BC observations. The extended lifetime for aerosols emitted within the SAS 389 
region is likely due to more efficient vertical mixing (see Table 2) and low precipitation except during 390 
the monsoon season. This finding is consistent with previous studies and the longer lifetime is seen 391 
particularly during Northern hemisphere winter (Berntsen et al., 2006). High lifetimes in the MDE 392 
region, particularly for OA and SO4 which are more subject to wet removal, are probably linked to dry 393 
atmospheric conditions (see Table 2). 394 

 395 

3.3 Radiative forcing changes 396 
In Fig. 6 we show annual and regional averages of the AFE profiles used as input to the RF 397 
calculations (Samset and Myhre, 2011), for the regions in Fig. 1 (a). Underlying calculations were 398 
performed on grid-level using separate profiles for each aerosol species. The global, annual mean BC 399 
AFE in Fig. 6 (a) increases strongly with altitude for all regions, rising from about 400 Wg-1 close to 400 
the surface to about 3700 Wg-1 at TOA. The reason for this increase is mainly scattering and reflection 401 
from underlying clouds, gases and aerosols, the cumulative amount of which increases with altitude. 402 
This enhances the amount of short wave radiation that the BC aerosol may absorb, and therefore its 403 
radiative impact increases with height. Hence, a given change in BC concentration will have a larger 404 
influence on the total TOA forcing if it occurs at high altitudes than if it occurs at lower altitudes. Note 405 
that the magnitude as well as the exact shape of the profile varies between the regions, depending on 406 
geographic location, climatic factors and surface albedo. For instance, the high surface albedo of the 407 
Arctic or the Middle East renders the radiative impact of the dark BC aerosols, and therefore the AFE 408 
magnitude, particularly high. Also, the vertical increase in the Middle East is less steep than in the 409 
other regions, conceivably due to the lower occurrence of clouds in this area (see Table 2). 410 

Figures 6 (b) and 6 (c) show similar curves for OA and SO4 respectively, with a weaker dependency 411 
on altitude compared to BC. For SO4, a strong maximum close to 900hPa can be seen, mainly related 412 
to humidity and hygroscopic growth (Samset and Myhre, 2011) which significantly enhances the 413 
scattering properties of SO4 aerosols (Haywood et al., 1997; Myhre et al., 2004; Bian et al., 2009), but 414 
which is less relevant for OA.  This is well illustrated by looking at the regionally averaged relative 415 
humidity from MERRA data in Fig. 7, which shows that the Middle East, which has a weak relative 416 
humidity (RH) profile (as well as low average cloud cover; Table 2), is the region with the weakest 417 
SO4 AFE profile. Meanwhile, remote ocean regions typically associated with persistent low-level 418 
clouds (e.g. the South Atlantic or the North/South Pacific) are the areas with the most pronounced SO4 419 
AFE profiles (not shown). 420 

Combining these AFE profiles with aerosol burden changes for each grid cell, month and vertical level 421 
(see Eq. (1)), we obtain direct radiative forcing. Table 3 shows the global mean direct RF, per Tg 422 
emission change, for the three species and six experiments. The forcing ranges between 51.9 and 423 
210.8 mWm-2 Tg-1 for BC, between -2.4 and -17.9 mWm-2 Tg-1 for OA, and between -3.6 and -10.3 424 
Wm-2 Tg-1 for SO4. The HTAP1 study by Yu et al. (2013), which is based on data from nine CTMs and 425 
uses emissions for year 2001 as a baseline, obtained for instance an RF of 27.3 mWm-2 Tg-1 for BC 426 
from emission reductions in the NAM region. This is substantially lower than our 51.9 mWm-2 Tg-1 for 427 
the same case, which is related to the host model used to calculate the AFE: As mentioned in Sect. 428 
2.2., we calculate RF based on the OsloCTM2 model, which ranks among the models with highest 429 
AFE for BC in an AeroCom intercomparison study (Myhre et al., 2013). Conversely, GOCART, 430 
which was used to calculate the RF in Yu et al. (2013), had the lowest AFE for BC among the 431 
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investigated AeroCom models. The same AeroCom study found that AFE for SO4 was much more 432 
similar between these two host models, and while we find for NAM an SO4 RF of -4.5 mWm-2 Tg-1, 433 
the number from Yu et al. (2013) is a fairly similar -3.9 mWm-2 Tg-1. See Samset and Myhre (2015) 434 
for a discussion of the AFE in OsloCTM2. 435 

Mitigations in the Middle East give the largest forcing per Tg emission change for all aerosol species. 436 
The particularly large BC forcing (201.8 mWm-2Tg-1) is probably related to the region’s high surface 437 
albedo, as also found in Samset and Myhre (2015). For OA and SO4, which are more subject to wet 438 
scavenging, the dry atmospheric conditions of the region (Table 2) favor long lifetimes, as shown in 439 
Fig. 2 (bottom row). The opposite can be seen in Russia, for which OA and SO4 forcing is the 440 
weakest; here, the lifetime is the shortest among the regions for these species, and the AFE values are 441 
the smallest (solid blue lines, Fig. 6). Note that while the annually averaged precipitation amount for 442 
2010 was not particularly high in RBU, the region has a high average cloud cover (Table 2 and Fig. 7), 443 
which contributes to wet scavenging. The SAS region also has high RF for all three aerosol species. 444 
For BC, this may be related to the region’s high convective activity, which promotes long-range 445 
aerosol transport and therefore high-altitude MMR changes, which due to the BC AFE profile 446 
increases the resulting forcing. A particularly intensive monsoon associated with the strong La Niña 447 
event in 2010 may have contributed to above-average convective listing (and associated effects on the 448 
RF) in this analyses compared to e.g. Yu et al. (2013) or Shindell et al. (2008). 449 

In parentheses in Table 3, we show the relative standard deviation (RSD) values for the RF 450 
calculations – i.e. the sample standard deviation divided by the mean – as a representation of inter-451 
model spread. In Yu et al. (2013) inter-model differences were also found to be substantial, and one 452 
might expect the spread to be larger due to the large variation in emissions used by the HTAP1 453 
models. However, comparing RSD of emission-weighted RF from Yu et al. (2013) HTAP1 data 454 
(based on their Table 6) to the present HTAP2 data (Table 3), there is no clear tendency that the inter-455 
model spread for HTAP2 is smaller. In fact, while the RSD for emission-weighted RF for BC 456 
averaged over the four common source regions (NAM, EUR, SAS and EAS) was higher for HTAP1 457 
(0.60) than for HTAP2 (0.37), the opposite was true for the SO4 forcing (RSD of 0.23 and 0.43 for 458 
HTAP1 and HTAP2, respectively). The mixture of models (only CTMs in HTAP1 and both CTMs 459 
and GCMs in HTAP2), the different meteorological years used (2001 in HTAP1 and 2010 in HTAP2) 460 
as well as the fact that HTAP1 region definitions comprised larger areas with much ocean are 461 
contributing causes that direct comparison of inter-model spread between the two analyses is difficult. 462 
In either case, however, the large ranges in AFE values demonstrates that differences between aerosol 463 
optical properties, treatment of transport and wet removal, and model native meteorology are still 464 
large.  Our results, which are based on simulations using the same set of emissions, also shows notable 465 
inter-model differences. This underlines the importance of model variations in the various aerosol-466 
related parametrizations – in agreement with previous studies (Kasoar et al., 2016; Textor et al., 2007; 467 
Wilcox et al., 2015). 468 

A more detailed perspective of the global forcing averages of Table 3 can be found in Fig. 8, which 469 
shows the RF, at top-of-atmosphere, estimated to be exerted due to the aerosol abundance change in 470 
each OsloCTM2 model layer. The diversity between models seen in the MMR change in Fig. 4 is 471 
naturally still present, but, in particular for BC, the relative importance of low and high altitudes has 472 
shifted. The strongly increasing BC AFE with altitude dampens BC variability close to the surface, 473 
and emphasizes differences at high altitude. For SO4, the peak in AFE close to 900hPa coincides with 474 
regions of high concentration, leading to increased effective variability in RF exerted close to the 475 
surface. For the same reasons, the particularly large upper-level MMR differences between the models 476 
for the SASreduced experiment (Fig. 4) show enhanced RF for BC but dampened for SO4. 477 
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 478 

3.4 Local versus remote impacts of emission mitigation 479 
We move on to quantify how emission mitigations in the six source regions influence radiative forcing 480 
both locally within the source region and in other receptor regions. The leftmost column of Fig. 9 481 
shows the effect of domestic emission reductions on local RF from SO4, OA and BC (Fig. 9 (a), 9 (c) 482 
and 9 (e), respectively). To account for the effect of the large variation in baseline emissions between 483 
the source regions, we have divided the RF by the annually averaged multi-model median emission 484 
change of the source region in question (this gives the forcing efficiency for a given emission change, 485 
but to avoid confusion with the aerosol forcing efficiency, or AFE, profiles used to calculate the RF 486 
we will refer to this quantity as the emission-weighted forcing). Hence, while e.g. EAS has much 487 
larger SO2 emissions than the other regions (Fig. 2) and therefore much larger absolute local forcing 488 
(not shown), the regional difference in the emission-weighted forcing in Fig. 9a is caused by other 489 
factors than the difference in emission levels. For all species, however, the emission-weighted 490 
domestic forcings for the SAS and MDE regions stand out as substantially higher than the other 491 
regions. The numerical values corresponding to Fig. 9 are presented in Tables S-5 through S-7. 492 

Notice that Fig. 9 (a), 9 (c) and 9 (e) have two bars per source region – one solid and one dashed. The 493 
solid bar shows the emission-weighted forcing calculated by Eq. (1), fully accounting for the vertical 494 
aerosol and AFE profile. The hatched bar, however, shows a version calculated by Eq. (2), where we 495 
instead use vertically averaged AFE numbers and total column burden changes (equivalent to the 496 
method that was used for HTAP1 results in Yu et al. (2013)). We can thus study how accounting for 497 
the vertical profiles influences the magnitude of the emission-weighted forcing. For SO4, the vertically 498 
resolved RF calculation gives stronger emission-weighted forcings than the ones using column 499 
burdens: averaged across the regions, treating vertical profiles strengthens SO4 emission-weighted RF 500 
by 25 %. The reason for this is that domestic emission reductions cause changes in atmospheric 501 
aerosol concentrations primarily at low levels, where AFE for SO4 is high. For BC, on the other hand, 502 
RF is reduced by 37 % when accounting for the vertical dimension, because AFE for BC is weak in 503 
the lower atmosphere. For OA, including the vertical information induces only a small increase in 504 
emission-weighted RF of about 8 %. This is unsurprising, given the weak altitude dependence of OA 505 
AFE as shown in Fig. 6.  506 

The rightmost column of Fig. 9 – Fig. 9 (b), 9 (d) and 9 (f) – shows how emission reductions in 507 
different source regions (see x axis) influence the emission-weighted forcing in other receptor regions 508 
(indicated by the colors of the bars clustered above each source region). In general, the extra-regional 509 
forcing is largest for nearby upwind source regions. For instance, for all aerosol species perturbations 510 
in North America have a large effect on the emission-weighted forcing in Europe. Russia, closely 511 
followed by Europe, is the region with the largest influence on the Arctic, and Russia and Europe also 512 
have a strong influence on each other. We similarly find that South Asia has a very large impact on the 513 
emission-weighted forcing in East Asia. However, as noted by Chakraborty et al. (2015) who studied 514 
ozone transport between South and East Asia based on HTAP1 simulations, the influence on South 515 
Asia on East Asia is limited by the onset of the monsoon season, during which the prevailing wind 516 
pattern turns the influence the other way around. In fact, Chakraborty et al. (2015) found that when 517 
focusing on the populated parts of these regions, the emission changes over East Asia had a larger 518 
impact on populated parts of South Asia than vice versa, due to the specific monthly variations of the 519 
meteorological conditions. Another HTAP1 study investigating reductions in methane and ozone 520 
precursor emissions found that among the four source regions NAM, EUR, SAS and EAS, the SAS 521 
region posed the largest emission-weighted influence in terms of radiative forcing, as this region was 522 
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located closest to the equator and therefore had the strongest photochemistry, but also due to the 523 
strong vertical mixing during the monsoon season (Fry et al., 2012).  524 

While it is useful to compare extra-regional effects per Tg emission reduction, the potential for sizable 525 
emission reductions is likely to be lower in the regions with the lowest baseline emissions (Table 2). 526 
When we estimated the impact of intercontinental transport by calculating the RERER coefficient (Eq. 527 
3), we therefore use absolute (as opposed to emission-weighted) numbers. Table 4 shows RERER 528 
values for all species and regions. For burden change (top half of Table 4), SO4 RERER is found to be 529 
between 0.32 and 0.76 for the various regions, with high values indicating that a region is strongly 530 
influenced by long-range transport from other regions. OA burden RERER ranges from 0.09 to 0.90, 531 
while BC burden RERER ranges from 0.18 to 0.87. The RERER values are consistent with Chin et al. 532 
(manuscript in preparation), who investigated RERER for HTAP2 data based on surface 533 
concentrations. Due to the experiment design, the source regions are not fully identical between 534 
HTAP1 and HTAP2, so for easier comparison to HTAP1 studies, a version of Table 4 calculated using 535 
the HTAP1 definitions for receptor regions is included in Table S-8. The main features are the same as 536 
in Table 4, but the values are in general higher, as expected since the receptor regions are larger for 537 
HTAP1 than for HTAP2. This difference is most prominent for Europe. 538 

To investigate the impact of the vertical distribution of aerosols, we also calculate RERER for RF 539 
estimated with the vertically resolved AFE distributions (see bottom half of Table 4.) RERER for SO4 540 
and OA are broadly similar for burden change and RF. BC RERER, however, is markedly higher (by 541 
30 %, averaged over all source regions) for RF. This is due to long range transport predominantly 542 
taking place at high altitudes, where BC AFE is strong. Hence any transported BC will have a higher 543 
impact on the RF in remote regions, relative to the source region where it originates close to the 544 
ground. For OA and BC, the RERER for the SAS region is the lowest among the regions, which 545 
means that the region to a lesser extent is influenced by other regions. The RBU and MDE regions 546 
stand out with very high RERER values, indicating that the regions are very sensitive to extra-regional 547 
emission changes. For BC, a high sensitivity of the NAM region to extra-regional emissions is 548 
witnessed by a high RERER value. This sensitivity of North America to emission changes in other 549 
regions has also been noted in other studies, e.g. in a satellite study by Yu et al. (2012).  550 

To visualize the impact of intercontinental transport on the RF that a given receptor region experiences 551 
due to emission reductions in different source regions, we present in Figure 10 a stacked bar plot. For 552 
each species and averaged over the different receptor regions (see x axis), the colors show how much a 553 
20% emission reduction in each of the source region contributes to the summed forcing from all 554 
source regions, in percent. The summed forcing that the receptor region experiences from the six 555 
experiments is given above each bar. Note that as the individual source regions’ contribution is 556 
calculated relative to the summed contribution of the six source regions and not relative to a global 557 
emission reduction, as in the calculation of RERER, the numbers in Tab. 4 will be qualitatively but not 558 
quantitatively comparable to this figure. Figure 10 illustrates for instance that the main contributor to 559 
the high RERER value in the NAM region is EAS: for BC, more than 40 % of the summed forcing 560 
originates from emission changes in EAS. The HTAP1 study by Yu et al. (2013) also conluded that 561 
East Asia posed the largest influence on North America for BC RF. However, they also found that for 562 
SO4 RF, South Asia was strongly influenced by emission changes in Europe. This we do not see in our 563 
results, probably because the baseline emissions in Yu et al. (2013) were for year 2001, for which 564 
European SO4 emissions were substantially higher and Indian emissions lower. Other HTAP1 studies 565 
also point to a strong influence of European emission changes: Anenberg et al. (2014) studied impacts 566 
of intercontinental transport of fine particulate matter on human mortality, and found that 17 and 13 % 567 
of premature deaths caused by inhalation of fine particulate matter could be avoided by reducing North 568 
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American and European emissions, as opposed to 4 and 2 % for South and East Asia. The main reason 569 
for this, however, was higher downwind populations for the two first regions as opposed to the two 570 
last. Figure 10 shows that domestic mitigations dominate the contribution to the total RF in South and 571 
East Asia, and these are also the regions with the largest forcing contributions to other regions. 572 
However, it is important to note that this relationship is strongly driven by the fact that the baseline 573 
emissions (and hence the 20% emission changes) in EAS and SAS are the largest of all regions, and as 574 
we saw from Fig. 9, the relationship changes when looking at emission-weighted numbers: While Fig. 575 
10 shows e.g. a strong contribution from EAS to the forcing in RBU, Fig. 9 demonstrated that per Tg 576 
emission reduction EUR has a much stronger influence on RBU than EAS. 577 

  578 

4. Summary and Conclusions 579 
We have compared RF for the direct aerosol effect from regional 20 % reductions in anthropogenic 580 
aerosol emissions, for ten global climate and chemical transport models participating in the HTAP2 581 
multi-model exercise for the year 2010. We focused on the model experiments simulating emission 582 
reductions in North America, Europe, South Asia, East Asia, Russia/Belarussia/Ukraine and the 583 
Middle East. We find that the globally averaged TOA radiative forcing exerted per Tg of emission 584 
reduction varies between the source regions from 51.9 to 210.8 mWm-2 Tg-1 for BC, from -2.4 to -17.9 585 
mWm-2 Tg-1 for OA, and from -3.6 to -10.3 Wm-2 Tg-1 for SO4. For all species, the globally averaged 586 
emission-weighted forcing from the Middle East was larger than from emission reductions in the other 587 
regions, primarily due to the long lifetime of aerosols originating from this region. For BC, the 588 
emission-weighted forcing was particularly strong due to the high surface albedo of the Middle East. 589 
The second highest values were caused by emission changes in South Asia, due to the high convective 590 
activity, relatively long aerosol lifetime and the low-latitude location. This region, as well as the East 591 
Asian region, also induced the largest regionally averaged emission-weighted forcing in a number of 592 
investigated receptor regions, especially for BC. Mitigations in Europe have strongest impacts on 593 
Russia, the Arctic and the Middle East. Note that relatively long aerosol lifetimes are simulated in this 594 
study, and the BC lifetime is longer than found in models reproducing the vertical profile during the 595 
HIPPO campaigns in the Pacific Ocean (Samset et al., 2014).  A shorter lifetime of BC reduces the RF 596 
of the direct aerosol effect substantially (Hodnebrog et al., 2014). 597 
 598 
Although extra-regional mitigations have important contributions to the RF of a given region, the local 599 
influence of emission reductions is for most regions the dominant one. There are however, exceptions: 600 
BC emissions in East Asia are found to be more important to North America than domestic mitigation, 601 
which is consistent with previous findings pertaining the 2000s. A similar feature was found for 602 
Russia for OA and BC; the RF contribution from mitigations in Europe and East Asia outweighs the 603 
region’s own influence – at least when mitigations are defined as 20% of the region’s baseline 604 
emissions. For the Middle East, OA and BC forcing is dominated by influence from East Asia. 605 

We have also gone beyond previous HTAP studies and investigate the impact of using vertically 606 
resolved concentrations of atmospheric aerosols combined with vertically resolved AFE distributions 607 
when estimating global mean aerosol radiative forcing and intercontinental transport. We find that this 608 
strengthens SO4 RF for all regions, relative to using vertically averaged distributions. BC RF weakens 609 
when using fully resolved distributions, due to a larger weight being put on BC near sources, close to 610 
the ground, where BC AFE is lower. The same feature, only weaker due to a weaker AFE profile, can 611 
be observed for OA. While atmospheric transport of SO4 and OA is only weakly affected, the 612 
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influence of inter-continental transport to BC forcing is strengthened by 30 % when accounting for the 613 
vertical aspect, because long-range transport leads primarily to aerosol changes at high altitudes, 614 
where BC AFE is strong. 615 

 616 
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Figures 897 
  898 

 899 

  900 

 901 
 902 
 903 

Figure 1: a) Regions of focus (NAM: North America; EUR: Europe; EAS: East Asia; SAS: South Asia; RBU; 904 
Russia/Belarussia/Ukraine, MDE: Middle East and ARC: Arctic). b), c) and d) show multi-model median 905 
(calculated at each grid point), annual mean aerosol load of the BASE experiment for BC, OA and SO4, 906 
respectively. 907 
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 908 

 909 
Figure 2: Top row: Relative inter-model standard deviation in annual mean aerosol emissions. Second row: Regionally 910 
averaged annual mean aerosol emissions (for SO4, we give SO2 emissions, in Tg SO2), for the source regions shown in Fig. 1. 911 
Numbers are from the BASE simulations. Error bars show the maximum and minimum emissions for the sample of models 912 
used here, and the numbers above the bars give the number of models that have data for the given value. Third row: Globally 913 
and annually averaged aerosol burden change for 20 % emission reductions in the indicated region. Numbers are from the 914 
perturbation simulations. Bottom row: Aerosol lifetime, here defined as the global change in burden divided by the global 915 
change in emissions following an emission reduction within a given source region (see main text, Eq. 4). 916 
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 920 
 921 
Figure 3: Globally and annually averaged mass mixing ratios (MMR) of a) BC, b) OA and c) SO4, for all contributing 922 
models for the BASE experiment. 923 
 924 
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 930 
Figure 4: Globally averaged change in MMR per model layer, when reducing emissions by 20 % within the region indicated 931 
(rows), for all aerosol species (columns). Each line represents one model. See Tables S-2 to S-4 for the total burden changes 932 
for all models, experiments and species. 933 
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 940 

Figure 5: Model-averaged aerosol MMR change profiles for different receptor regions (marked by the colors of the lines), 941 
for emission reductions in the six source regions (rows) and for BC (first column), OA (middle column) and SO4 (last 942 
column). 943 
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 946 

Figure 6: Aerosol forcing efficiency profiles, i.e. TOA radiative forcing exerted per gram of aerosol versus altitude, 947 
calculated by the OsloCTM2 model. Black, solid lines indicate global, annual mean profiles. Colored lines show the annual 948 
mean profiles within the regions of Figure 1a. 949 
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 951 

Figure 7: Annually averaged relative humidity from MERRA data, for year 2010, for the same regions as in Figure 6. 952 
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 956 

Figure 8: Global mean vertically resolved aerosol direct radiative forcing, when reducing emissions by 20 % within the 957 
region indicated (rows), for all aerosol species (columns). Each line represents one model. See Tables S-2 to S-4 for 958 
individual model results.  959 

 960 

 961 

28 
 



 962 

Figure 9: Regionally averaged forcing in the six source regions due to domestic emission reductions (leftmost column) and 963 
remote forcings averaged over different receptor regions due to emission reductions in the six source regions  (rightmost 964 
column) for the three aerosol species (tow row: SO4; middle row: OA; lower row: BC). Forcings are weighed by the emission 965 
change in each given source region. The source region in question is marked on the x axis, while the receptor region for 966 
which the forcing is averaged is marked by the color of the bar. See Tables S-5 through S-7 for the numbers behind this 967 
figure. 968 
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 972 

Figure 10: Relative contributions of the individual source regions (colors on the bars) to the summed forcing, averaged over 973 
each of the receptor regions (given on the x axis and seen in Fig. 1 (a)). The summed forcing that the given receptor region 974 
experiences due to emission-reductions in the six source regions is given in numbers above each bar. 975 

 976 

 977 

 978 
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Tables 
Table 1: Models used for the present study, with relevant information and references. 

 Version Horizontal 
resolution 

Vert. 
layers Meteorology input source Convection Reference 

SPRINTARS atmosphere: 
MIROC5.2 1.1° x 1.1° 56 ECMWF Interim. 

The cumulus scheme (Chikira and Sugiyama, 2010) is an entraining 
plume model, in which the lateral entrainment rate varies vertically 
depending on the surrounding environment. The cloud base mass flux is 
determined with a prognostic convective kinetic energy closure. 

Watanabe et al. (2010) 
Takemura et al. (2005) 

OsloCTM3_v02 
v02, all aerosol 
modules from 

OsloCTM2 
2.8° x 2.8° 60 ECMWF's Integrated Forecast System 

(IFS) model 
The parameterization of deep convection is based on the Tiedke mass 
flux scheme (Tiedtke, 1989). Søvde et al. (2012) 

GOCART v5 2010 1.3° x 1.0° 72 MERRA 

Moist convection is parameterized using archived cloud mass flux fields 
from MERRA. GCTM convection is parameterized using cloud mass 
flux information from the relaxed Arakawa-Schubert (RAS) algorithm 
(Moorthi and Suarez, 1992). 

Chin et al. (2000) 

C-IFS IFS CY40r2 0.7° x 0.7° 54 Relaxed to ERA-Interim Tiedtke (1989) shallow convection scheme. Flemming et al. (2015) 

CHASER-T42 v4.0, MIROC-
ESM version 2.8° x 2.8° 32 ERA-Interim (u,v,T) and HadISST 

Transport due to advection, convection, and other subgrid-scale mixing 
are simulated “on-line” by the dynamical component of the CCSR/NIES 
AGCM. The prognostic Arakawa-Schubert scheme is employed to 
simulate cumulus convection. 

Sudo et al. (2002) 

CHASER-T106 v4.0, MIROC-
ESM version 1.1° x 1.1° 32 (as above) (as above) Sudo et al. (2002) 

CAMchem CESM1-CAM4-
chemSD 1.9° x 2.5° 56 GEOS5 v5.2 meteorology 

 

Deep convection is parameterized using the Zhang-McFarlane approach 
(Zhang and McFarlane, 1995), with some modifications, while shallow 
convection follows Hack et al. (2006) 

Tilmes (2016) 

GEOS5 v5 1.3° x 1.0° 72 MERRA 
Convection is based on a modified version of the scheme described by 
Moorthi and Suarez (1992), which is a relaxed Arakawa-Schubert 
algoritm (RAS). 

Rienecker et al. (2008) 
Colarco et al. (2010) 

GEOSCHEMADJOINT v35f 2.0° x 2.5° 47 GEOS-5 (MERRA) 

Convective transport in GEOS Chem is computed from the convective 
mass fluxes in the meteorological 
archive, as described by Wu et al. (2007), which is taken from GEOS-5 
(see above). 

Henze et al. (2007) 

EMEPrv48 rv4.8 0.5° x 0.5° 20 ECMWF's Integrated Forecast System 
(IFS) model (see OsloCTM3_v02 above) Simpson et al. (2012) 
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Table 2: Regionally averaged burdens and climatological features for the six source regions. Burdens are multi-model 
median, annually averaged values for the BASE experiment with one multi-model standard deviation in parenthesis. 
Convective mass flux (for the layers between 1000 and 500 hPa), precipitation and cloud cover represent regionally and 
annually averaged values for 2010 from the Modern-Era Retrospective analysis for Research and Applications (MERRA) 
reanalysis data set. 

 Region name 
BC burden 

[mgm-2] 

OA burden 

[mgm-2] 

SO4 burden 

[mgm-2] 

Convective mass 

flux [kgm-2] 

Precipitation 

[mm/day] 

Cloud 

cover [%] 

NAM North America 0.36 (± 0.09) 3.86 (± 3.45) 3.55 (± 1.28) 3980 1.92 55 

EUR Europe 0.39 (± 0.09) 2.70 (± 1.83) 5.44 (± 1.43) 4774 1.89 53 

SAS South Asia 1.85 (± 0.36) 14.57 (± 7.67) 11.34 (± 3.57) 9769 3.34 43 

EAS East Asia 1.25 (± 0.26) 7.48 (± 4.17) 9.16 (± 2.43) 4105 1.89 46 

RBU Russia  0.29 (± 0.09) 2.84 (± 2.71) 4.58 (± 2.05) 2741 1.44 63 

MDE Middle East 0.41 (± 0.12) 3.43 (± 3.53) 11.54 (± 3.48) 1247 0.41 23 
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Table 3: Globally averaged radiative forcing from the six main experiments, weighed by the emission change for the given 
source region. Relative one standard deviations (representing multi-model variation) are given in parentheses. 

 BC 
[mWm-2Tg-1] 

OA  
[mWm-2Tg-1] 

SO4  
[mWm-2Tg-1] 

NAMreduced  51.9 (± 0.4) -7.9 (± 0.8) -4.5 (± 0.5) 
EURreduced 55.2 (± 0.4) -6.8 (± 0.6) -5.6 (± 0.4) 
SASreduced 93.8 (± 0.4) -10.2 (± 0.6) -7.9 (± 0.5) 
EASreduced 54.5 (± 0.3) -5.1 (± 0.5) -4.4 (± 0.3) 
RBUreduced 78.3 (± 0.6) -2.4 (± 2.2) -3.6 (± 0.3) 
MDEreduced 201.8 (± 1.6) -17.9 (± 0.4) -10.3 (± 0.7) 
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Table 4: Response to Extra-Regional Emission Reductions (RERER), averaged over the 10 participating models, ± one 
standard deviation representing inter-model spread. A high RERER value means that the given region is very sensitive to 
extra-regional emission reductions. The top table shows RERER for column aerosol burdens, the bottom table shows RERER 
for direct radiative forcing (DRF) calculated using vertically, spatially and temporally resolved AFE profiles. 

Burden 
change NAM EUR SAS EAS RBU MDE 

BC 0.51 ± 0.13 0.37 ± 0.06 0.12 ± 0.03 0.21 ± 0.05 0.83 ± 0.04 0.87 ± 0.04 

OA 0.49 ± 0.19 0.41 ± 0.08 0.09 ± 0.03 0.24 ± 0.06 0.82 ± 0.06 0.90 ± 0.06 

SO4 0.46 ± 0.14 0.54 ± 0.09 0.36 ± 0.04 0.32 ± 0.07 0.75 ± 0.06 0.46 ± 0.08 

DRF NAM EUR SAS EAS RBU MDE 

BC 0.69 ± 0.11 0.57 ± 0.10 0.18 ± 0.04 0.37 ± 0.06 0.89 ± 0.03 0.91 ± 0.03 

OA 0.46 ± 0.18 0.46 ± 0.08 0.09 ± 0.02 0.27 ± 0.06 0.83 ± 0.07 0.91 ± 0.06 

SO4 0.41 ± 0.12 0.53 ± 0.08 0.34 ± 0.04 0.31 ± 0.07 0.73 ± 0.05 0.47 ± 0.08 
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