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Response to Editor 
 
Main concerns 1) 
inclusion and propagation of uncertainties 
 
We have expanded the discussion on measurement uncertainties as follows:  
 
“The typical 5-min measurement precision is 0.3 ‰ for δ13C and 0.05 mol mol-1 for CO2 

mole fraction according to the instrument manufacturer. Our own Allan variance analysis 
revealed a precision of 0.05 ‰ for δ13C and 0.07 ppm for CO2 mole fraction at the hourly 
averaging interval. The precision of the ambient measurement was lower than this due to 
error propagated through the calibration procedure. According to a laboratory test on an 
analyzer of the same model and using the same calibration procedure as ours, the hourly δ13C 
precision is about 0.4 ‰ (Wen et al., 2013). The calibration gases have much lower δ13C than 
the ambient delta values. The mismatch in the delta value between the calibration standard 
and the ambient air is common in applications of the IRIS technique (13C in methane, 
Röckmann et al. 2016; 18O in water vapor, Lee et al. 2005; 13C in CO2, Bowling et al. 2003). 
But because the system measures the concentrations of the major and the minor isotopologue 
independently, it is not critical that the calibration standard and the measurement target have 
matching isotope ratios (Bowling et al. 2005).”  
 
Main concerns 2) 
regression via Miller-Tans and Keeling methods 
 
Thank you for your recommendations on the papers relevant to this topic. After careful 
reading of these papers, we now realize that the geometric mean regression method we used 
originally is not a good choice. We now use the ordinary least squares regression. This point 
is noted in the Methods section: 
 
“For the purpose of comparing with the Miller-Tans results, we also estimated the source 
isotope ratio using the Keeling mixing line method. According to Wehr and Saleska (2017), at 
the measurement uncertainties of our instrument system, the ordinary least squares procedure 
has much lower bias errors of parameter estimation than the geometric mean regression. In 
the following, the results of both the Miller-Tans method and the Keeling mixing line method 
were based on the ordinary least squares regression.” 
 
The change in the regression method caused the mean S to decrease by an average amount of 
0.9 ‰. As a result, the partitioned biological flux in the YRD changed from being a weak 
sink to a weak source.       
 
Main concerns 3) 
Please include uncertainties in all source isotope delta end members (delta_F, delta_C, delta_P) 
and fluxes (F_F and F_C) propagate errors formally, stating the values and uncertainties of 
each term. A Monte Carlo analysis is not justified because the underlying mass-balance 
equations are explicit. Disregarding the fact that it is not needed for the propagation of errors, 
the MC analysis (in l. 459-467) omits the uncertainties in the fluxes F_F and F_C and the 
isotope deltas delta_S and delta_C. Most importantly, the uncertainty treatment should not be 
dealt with "as an afterthought", but should be carried out consistenly throughout the 
mnauscript. 
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We have now included uncertainties in all isotope delta end members and the fluxes (Tables 2 
and 3; Figures 6 - 8).  
 
The Monte Carlo procedure is used frequently by the hydrological community to quantify 
uncertainties associated with the partitioning of hydrological inputs to lake systems from 
isotope end members. There, the partitioning equations are also explicit expressions of the 
mass conservation principle. We used the same procedure to quantify how uncertainties in the 
isotope end members and the anthropogenic fluxes propagate through the partitioning 
equations. (In this updated analysis, we have considered uncertainties in all the input terms. 
Thank you for your suggestion.)         
 
We now treat the issue of uncertainty throughout the paper. We have added the following 
description to the Methods section: 
 
“The partitioning equations are explicit expression of the mass balance principle. But 
uncertainties in the isotope delta end members and the anthropogenic fluxes can propagate 
through these equations, causing uncertainties in the estimation of FS and FP. Here we used a 
Monte Carlo analysis to quantify these uncertainties. The same analysis has been applied to 
the partitioning of lake water budgets from isotope end members (Jasechko et al. 2014). The 
procedure employed a Gaussian distribution for errors in the input variables and an ensemble 
of 10,000 realizations for each month. Errors in FS and FP were computed as one standard 
deviation of these realizations after excluding the top and bottom 50 extreme ensemble 
members.”   
 
Main concerns 4) 
The fact that your Miller-Tans regressions (Fig. 3 and Fig. 4) show non-zero intercepts provides 
the insight that they are not a suitable method to analyse the data on the annual timescale. You 
need to provide evidence that the method is suitable on shorter time-scales, in particular, the 
monthly timescale you are envisaging. A suitable timescale would be one that results in a non-
zero intercept. You might find that a monthly timescale is not appropriate either, in which case 
an even more finely-grained analyses would be required, e.g. diel or even hourly, with 
subsequent aggregation of the derived source isotope deltas into daily/monthly/annual means. 
This was already pointed out by Referee #1. Please include a set of figures (Miller-Tans plots) 
that shows the data aggregated to subannual time-scales (monthly, possibly diel) and state the 
resulting source isotope deltas and their uncertainties. 
 
That the Miller-Tans intercept is not zero is indeed a cause of concern. At the monthly time 
scale, the original Miller-Tans method has a non-zero intercept in the range of 300 to 900 ‰ 
mol mol-1. (A monthly example is now provided in Supplementary Figure S2.)  
 
Following your suggestion, we have tried the 5-hour moving-window technique described by 
Vardag et al. (2016) for January and July 2014. Only 4 % of the data (all obtained at 
nighttime) satisfies their data screening criteria. The mean regression equation is y = -26.41 
(±4.03) x + 428.84 (± 211.12) for January and y = -25.64 (±6.39) x + 687.83 (± 264.67) for 
July, where x is (Ca-Cb) and y is δaCa.  
 
That the intercept does not go to zero even at such a short-time scale leads us to hypothesize 
that the concentration and isotope measurements at the WMO baseline background site 
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(WLG) do not represent the true background for this highly urbanized region. We have also 
applied the method to other isotope data published for urban areas, and found that the 
problem seems common for urban studies. Most of these urban datasets yield nonzero 
intercepts (Supplementary Figure S3 and Table S1).   
 
In the end, we decided to replace the WLG measurement with the tropospheric CO2 
concentration calculated by CarbonTracker over the YRD region as the background. To 
overcome the problem that CarbonTracker does not calculate tropospheric 13C, we 
rearranged the original Miller-Tans equation to a form that allows an intercept but without the 
need for a known background 13C. The changes of the background and the regression 
equation cause S to decrease slightly by a mean value of 0.1 ‰, in comparison to the results 
obtained with the WLG as the background and the original Miller-Tans equation.      
 
Please refer to Section 2.2 (which is completely rewritten) for additional explanation.  
 
Main concerns 5) 
I've tried to replicate the slope of -12 ‰ (instead of -24 ‰), which Referee #2 reported in 
their review posted on 3 October 2016, but have not been able to.  
 
Thank you for checking on this. A surface source isotope ratio of -12 ‰ would seem too high 
to us. 
 
Detailed Comments:  
(1) l. 33: Why do you restrict "daytime" to 1000-1600 and "nighttime" to 2200-0600, omitting 
the hours in between?  
 
We have added the following explanation: 
“Morning and evening transitional periods were omitted to avoid the confounding effects of 
sign change of the biological flux and sudden changes in the atmospheric stability regime.” 
 
(2)l. 162: Please describe how the standard gases were calibrated against NBS 19 (no hyphen) 
and NBS 20 (with space) and report the individual results of these measurements before 
conversion to the VPDB scale. What δ(13C) values (w.r.t. VPDB) did you use for NBS 20? The 
standard gases are a long way removed from the atmospheric value and virtually identical. 
This introduced significant scale uncertainties, see paper by Coplen et al. New guidelines for 
13C measurements. Anal. Chem. 78, 2439-2441. 
 
We apologize for a mixed-up here. NBS 19 and NBS 20 were used in an earlier study (Wen et 
al. 2013). In the present study, the reference materials were actually IAEA-CO-8 and IAEA-
CO-9. We have added these details: 
 
“… their δ13C values were measured with a mass spectrometer (MAT-253, Finnigan) using 
IAEA reference materials IAEA-CO-8 (-5.76 ‰ VPDB) and IAEA-CO-9 (-47.32 ‰ VPDB). 
The mass spectrometer measurements of these reference materials were (-5.81 ± 0.04) ‰ and 
(-46.64 ± 0.08) ‰ before normalization to the VPDB scale.” 
 
Please refer to our response to Main point 1 regarding the mismatch between the calbiration 
gas isotope ratio and the ambient isotope ratio.  
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(3)l. 169: What do you mean by removing "40 3-minute data points"? Data over 3-minute 
intervals on 40 different occasions? Did this apply to all calibration gas runs? Were there only 
40 calibration gas runs in the whole dataset? Perhaps your response could include a schematic 
or figure to illustrate what you have done. 
 
This sentence has been changed to: 
“We removed the first 3 min of the data after switching to the ambient sampling mode from 
the calibration mode.” 
 
(4)l. 170: Why were these data removed? 
 
We remove the first 2-min data because the analyzer needed time to adjust to the step change 
after valve switching (Supplementary Figure S1).  
 
(5)l. 204: Where were the Mount Waliguan data obtained? Please give a reference to the data 
depository and state how the data were measured, by whom and which instrument was used. 
 
An online reference is added 
 
(6)The 2015 WLG data are now available, so the analysis should be performed with the actual 
data rather than some extrapolated version. 
 
We have updated this analysis using the actual observations at WLG.  
 
(7)What efforts have been made to ensure that the new data are compatible (i.e. on the same 
scale) as the WLG data. What is the uncertainty of the delta(13C) of the a) WLG data and b) 
the new data with respect to VPDB?  
 
The measurements at WLG are traceable to standards supplied by NOAA-ERL. The CO2 
concentration of our calibration gases was calibrated against three primary standards (with 
known mole fraction but unknown 13C) obtained from NOAA-ERL. One of us (Wen) has 
recently acquired 13C gas standards from NOAA-ERL, but unfortunately our working 
standards had already been depleted by then. 
 
We have added the following text to the Methods section: 
“Table 1 lists the concentrations and their isotopic compositions of the standard gases used in 
this study. These gases were balanced in air. Their CO2 mole fractions were measured with 
an IRIS analyzer (model G1101-i, Picarro Inc.) and calibrated against three primary standards 
obtained from NOAA-ERL which were traceable to the WMO 2007 scale reported by the 
Central Calibration Laboratory of the World Meteorological Organization, and their δ13C 
values were measured with a mass spectrometer (MAT-253, Finnigan) using IAEA reference 
materials IAEA-CO-8 (-5.76 ‰ VPDB) and IAEA-CO-9 (-47.32 ‰ VPDB).” 
 
Technical corrections: 
(1)There should always be a space between value and unit, incl. per cent and per mill symbols, 
e.g. "-8.48 ‰", "13 %", "15 ºC". There is no space before the degree sign if it refers to a 
geographic coordinate, but there is a space before the compass direction: "33º N". Please 
correct these errors throughout the manuscript. 
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Changed throughout the whole paper. 
 
(2)Please use SI units for mole fractions, i.e. "µmol mol-1", not ppm, which is ambiguous. 
 
Changed. 
 
(3)Units and chemical symbols must not be mixed. The name of the quantity should identify the 
species of interest, i.e. "the CO2 mass flux", and the unit should simply be "mg m-2 s-1" (e.g. 
l. 254). 
 
Corrected 
 
(4)Please note that in line with international conventions, indices should be enclosed in 
brackets after the quantity symbol, including δ values, i.e. the correct notation is "δ(13C)". 
Unfortunately, in the past, the isotope geochemistry community has ignored this convention, 
but this is not a good reason to continue this poor practice. Alternatively, you might want to 
omit the index and just write "δ" because - at least in the context of the present manuscript - 
only 13C/12C isotope ratios are considered. This makes also for a more concise terminology 
when you discuss the isotope delta of sources (Eq. 5), which would then be "δ_S" instead of 
"δ_S(13C)", see comment on line 97 below. As you are not qualifying the mole fraction symbol 
further in Eq. 1, I suggest you should omit the index "(13C)" entirely. 
 
We now use the symbols you recommended, such as δS, δF, δC, and δa. 
 
(5)The language used at a number of places in the manuscript is not as clear as it should be. 
Please make the following changes to rectify this. Terms like "13C isotope composition", "13C 
isotopic signature", "highly enriched 13C signal", etc. do not make sense because they must be 
quantified by reference to the other stable carbon isotope, 12C. 
 
Corrected.  
 
(6)l. 24: This is grammatically wrong. Please change to "Observations of mole fraction and 
carbon stable isotope composition (expressed as δ(13C)) of CO2 in urban ...". 
 
Corrected 
 
(7)l. 25: Add "and sinks" after sources. 
 
Added. 
 
(8)l. 26: Replace "C" with "carbon". Please make the same change everywhere else in the 
manuscript as well. Unncessary abbreviations should be avoided for clarity and easier reading. 
 
Replaced.  
 
(9)l. 29 & 30: Please also give the standard deviations of mean mole fraction and delta(13C). 
 
Done. 
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(10)l. 31: Change word order to "highly 13C-enriched". Delete "the" before "Mount Waliguan". 
 
Corrected. 
 
(11)l. 34: Change to "we showed that the δ(13C) of CO2 sources" 
 
Changed 
 
(12)l. 43: Change to "unique 13C/12C ratios" or "unique δ(13C) values" or "unique carbon 
stable isotope signatures". 
 
Changed.  
 
(13)l. 48: Replace "isotopic signature" with "δ(13C)". 
 
Replaced 
 
(14)l. 49: Replace "heavier" with "higher". 
 
Replaced. 
 
(15)l. 51: Replace "13C composition" with "δ(13C)". 
 
Replaced 
 
(16)l. 55: Replace "δ13C" with "carbon stable isotope". 
 
Replaced 
 
(17)l. 56: "13C signature" - see l. 43. 
 
Replaced 
 
(18)l. 74, 87, 96, 123, 145: Delete "its" (mole fractions don't have δ(13C) values). 
 
Deleted 
 
(19)l. 97 & elsewhere: Wrong order of indices - this should be δ_S(13C).  
 
Corrected 
 
(20)l. 114: Either add the index "(13C)" to the delta symbols on the left hand side of the 
equation or omit it from the right hand side.  
 
Changed.  
 
(21)l. 115: "at a background site" 
 
Edited 
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(22)l. 116: Please rephrase. Mole fractions don't have isotopic compositions, and there is no 
such thing as a "13C isotopic composition", also see comments above. 
 
Changed to “mole fraction and δ13C value of CO2” throughout the paper. 
 
(23)l. 125: "built-up area" 
 
Edited. 
 
(24)l. 127: Change to "190 million" and add a space before the compass direction (e.g. "33.41º 
N").  
 
Edited 
 
(25)Replace hyphens with to, e.g. "29.04º to 33.41º N". 
 
Replaced 
 
(26)l. 129: Rephrase to "The main vegetation types are all C3 species". 
 
Rephrased 
 
(27)l. 150: I find it hard to believe that there was no other anthropogenic CO2 source within a 
3 km radius. Are there no houses? No heating system? No humans? No cars? 
 
This sentence has been changed to “There was no large industrial CO2 source in the 3 km 
radius…” 
 
(28)l. 152: Please delete the "~" (tilde) sign and give an accurate distance instead (rounded 
and/or with uncertainties, if necessary). In any case, the "~" sign is not the correct symbol to 
designate approximations (for which "≈" should be used). 
 
Corrected 
 
(29)l. 162: Please describe  
 
Please refer to detailed comments 2 and 7.  
 
(30)l. 173: Do you mean "high bias" or "high error"? And if bias, do you mean "biased high" 
(i.e. too large) or "highly biased" (i.e. biased a lot, but unclear in which direction)? How much 
is the bias (or error)? 
 
Changed to “is biased high” 
 
(31)l. 181: Do you mean relative humidity? In any case, the symbol "V" before "%" must be 
omitted. 
Use SI units, i.e. 0.66 cmol/mol, or 0.66 x 10^(-2) m^3/m^3, for mole fractions (or volume 
fractions). 
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Edited. This is now referred to as “water vapor mole fraction”  
 
(32)l. 181: Please replace "13C composition" with "13C/12C ratio". 
 
Edited 
 
(33)l. 185: Which one is it? A volume fraction? Or a mole fraction? Do you make a correction 
for the non-ideality of the gases involved? 
 
It is mole fraction. We did not correct for non-ideality. 
 
(34)l. 188: This equation is wrong (or at least inconsistent with the text). The second term on 
the right hand side should most likely be 0.46 ‰ (H/% - 2.03). 
 
Edited 
 
(35)l. 189: Please delete "in percent". Physical quantities are not limited to one specific unit. 
 
Deleted  
 
(36)l. 190: Please change "isotopic composition" to "isotope delta" (two occurrences). 
 
Changed 
 
(37)l. 193: has -> have 
 
Changed 
 
(38)l. 253: Replace 13C isotope composition with an adequate term - see comments above. 
 
Replaced as“δ13C value”  
 
(39)l. 255: Units and chemical symbols should not be mixed. If you want to specify the species 
the fluxes refer to, it should be enclosed in brackets, e.g. F_s(CO2), or you could explain in the 
text that "F" relates to CO2 mass fluxes. The unit should be written as "mg m-2 s-1".  
 
Changed. 
 
(40)l. 258: "unknowns to be solved for" 
 
Edited 
 
(41)l. 264: adapt -> adopt 
 
Edited 
 
(42)l. 264: State the value used for delta(13C) of CO2 released during cement production, and 
its uncertainty. The uncertainty should be propagated through the flux calculation. 
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Done.  
 
(43)l. 264: You should calculate an uncertainty for delta_P and propagate it to your flux 
calculation. 
 
Done. 
 
(44)l. 271: What is the uncertainty of this value? 
 
The 20 % value is based on an eddy covariance observation. The nighttime FF is also assumed 
to have an uncertainty of 10 %. 
 
(45)l. 288-290: What are the standard deviations of these values? 
 
Information added. 
 
(46)l. 292: Replace "diurnal" with "diel". Diurnal means "during the day"; "diel" means "over 
24 hours".  
 
Replaced. 
 
(47)l. 293: Define the winter season - which months? 
 
Defined (December to February). 
 
(48)l. 301: Value and uncertainty must be enclosed in brackets so that the unit symbol applies 
to both, i.e. (-24.75±0.26) ‰. Please revise this and similar occurrences throughout the 
manuscript. 
 
All checked 
 
(49)l. 301: bound -> limit 
 
Edited 
 
(50)l. 307-321: This whole section is missing uncertainties and their propagation through the 
calculation. 
 
Uncertainty ranges are now provided. 
 
(51)l. 316: The delta differences have been calculated incorrectly. These should be 1.53 ‰ and 
0.53 ‰ because the delta scale is not linear. 
 
This comparison has been removed. (We have replaced Figures 4 and 5 with plots of the data 
obtained in January 2014.) 
 
(52)l. 319: What do you mean by "linear correlation"? Is that the slope? Please give the full 
result of the regression (slope and intercept) including uncertainties of slope and intercept and 
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state the R^2 value. 
 
These are linear correlation coefficients. The detailed regression statistics are now added.  
 
(53)Section 3.3: Again uncertainty estimates are missing as well as their propagation. 
 
The uncertainty ranges are now included in Tables 2 and 3. 
 
(54)l. 349, 449, etc.: There should be a space between "m-2" and "s-1". 
 
Changed. 
 
(55)l. 369: "consistent" 
 
Edited. 
 
(56)l. 379: What do you by "varied 70% to 80% in winter and about 50% in summer"? In the 
remainder of the paragraph you use fractional comparison between winter and summer. 
 
Changed to “In Chicago, natural gas usage comprises 70 % to 80 % of total fossil fuel 
consumption in the winter and about 50 % in the summer (Moore and Jacobson 2015)” 
 
(57)l. 421/2: "monthly mean" (x 2) 
 
Edited. 
 
(58)l. 422: "WLG value" 
 
Edited. 
 
(59)l. 459-467: This MC analysis omits the uncertainties in the fluxes F_F and F_C and the 
isotope deltas delta_S and delta_C and should be improved by including them. 
 
This analysis has been updated with the uncertainties in FF and Fc. The uncertainties in the 
partitioned fluxes are now shown (Figures 7 and 8).    
 
(60)l. 493: The correlation coefficient is not a meaningful figure of merit to compare the 
"goodness of fit" by a Keeling plot regression and by a Miller-Tans regression because they 
plot different variables on the axes. It would be more useful to state the resulting uncertainties 
of the source delta values, delta_S(13C). 
 
We have deleted this portion of the text. Thank you. 
 
(61)l. 853: "diel variation" 
 
Edited 
 
(62)Figure 1: x-axis label should be x(H2O)/% or y(H2O)/%. 
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We kept the original x-axis label but changed the independent variable in Equation 2 to “H2O” 
to be consistent with this data plot. 
 
(63)Figure 5: x-axis label. 
 
Edited 
 
(64)Figs. 7 & 8: The lack of variability in F_F seems to be implausible. What variability would 
you expect? Please indicate this on the plot and include it in the uncertainty propagation. 
 
All the variables are now given an uncertainty range.  
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Response to Referee 2 
 
This paper uses continuous measurements of the stable isotopic composition of carbon 
(δ13C) in CO2 to investigate CO2 emissions in the city of Nanjing and the surrounding 
areas, taking advantage of differing footprints for night (Nanjing) and day (surrounding 
area) times of day. The most important observation is that some of the δ13C values are higher 
than background. The only mechanism to produce this is by incorporating emissions from 
cement production, which is characterized by very high δ13C values of +0.20 ‰. 
 
Main concerns 1)  
The major concern in this paper is that the authors are using the Miller-Tans (2003) 
approach to determine the average monthly δ13C of the sources for daytime and nighttime. In 
that formulation, the background values of CO2 mole fractions and δ13C are included in the 
linear equation, with the slope being the δ13C of the highCO2 endmember. The equation for 
this analysis is: 
δobsCobs - δbgCbg = δs(Cobs - Cbg) 
where δobsCobs - δbgCbg is plotted against (Cobs - Cbg). There should be no intercept 
determined during the analysis. However, the plots shown in Figures 4 and 5 show significant 
non-zero intercepts. I have looked at the data from the supplement, together with the NOAA 
data from WLG, which is being used as background in this new version, and found that the 
intercepts for the nighttime data for 2013-2014 should be ~-12‰ with a zero intercept, 
instead of -24 ‰ as shown in Figure 5. My analysis was approximate, in that I used a 
smoothing spline for interpolating the WLG data, instead of the Thoning et al. (1989) 
smoothing code. However, these are very different values and should affect the fluxes being 
calculated. At minimum, the meaning of the intercept values should be discussed, as well as 
why it is calculated. 
 
Please refer to our response to the editor 
 
Specific comments: 
(1)Line 35 and often throughout: Give uncertainties or standard deviations of ranges. 
 
Added 
 
(2)Line 120: After “(Miller et al. 2003)” add “and was used in an urban environment by 
Newman et al. (2016).” 
 
Added 
 
(3)Line 121: Insert “continuous measurements in” between “to” and “an urban environment.” 
 
Added 
 
(4)Line 138: You have justified using the Miller-Tans method earlier in the Introduction. There 
is no reason to discuss the performance of the Keeling plot method. Also, you do not show any 
Keeling plots. This discussion is left over from the previous version of the manuscript. 
 
We now include the Keeling plot results (Figure 6; Supplementary Table S2).  
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(5)Lines 160–162: The carbon isotopic compositions of the two standards (Table 1) are very 
similar and very far from the values of the ambient measurements. Can you show that there are 
no extrapolation uncertainties? 
 
Please refer to our response to the editor.  
 
(6)Lines 287–289: What does it mean to say that δ13C values display a larger seasonal cycle 
than do CO2 mole fraction values? The latter is ~20 ppm, whereas the former ~2‰. Are you 
thinking about a relative fraction? 
 
This sentence is changed to “The 13C/12C ratio of atmospheric CO2 displayed a more clear 
seasonal cycle than the mole fraction.”  
 
(7)Lines 299–321: The Miller-Tans (2003) method assumes a zero intercept. What is the 
meaning of your intercept, and how does it affect the interpretation of the slope? 
 
Please refer to our response to the editor.  
 
(8)Lines 311 –321: What is the significance of these observations? Are they important enough 
that you should show figure(s) with the correlations? 
 
We have added this sentence: 
“These correlation patterns suggest that atmospheric δ13C was influenced more by surface 
sources at the regional scale than at the local (city) scale.” 

 
(9)Lines 348–355: A lot of values are given – what are the uncertainties?  
 
The uncertainties of these values are now given. 
 
(10)Lines 369–370: Replace with: “to 2013, which was consistent with the seasonal variation 
of background and transport of emissions from fossil fuel combustion (Newman et al. 2016).”  
 
Replaced 
 
(11)Line 418: “Park Falls”  
 
Edited 
 
(12)Line 420: “fossil fuel combustion which has low 13C contents.” This depends on the nature 
of the fossil fuel component. As shown in Table 2, gasoline combustion produces CO2 with 
δ13C very similar to the biosphere, and combustion of coal produces CO2 with values higher 
than the biosphere.  
 
This sentence has been changed to “…the plant photosynthetic enhancement of 13C is offset 
by the CO2 from fossil fuel combustion which has lower 13C/12C ratios than the atmosphere.” 
 
(13)Lines 477–504: Remove this section. It is left over from the previous version and no longer 
necessary 
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We now present the Keeling results.  
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Response to Referee 3 
 
The authors made an obvious effort to improve the paper, and addressed most of my concerns 
reasonably well. There are still some weak points, and I realize that the work needed to fix 
some of them may be not possible anymore. I list my last concerns below and I leave it to the 
editor to decide if any of them is important enough to delay the publication.  
 
Main concerns 1)  
The accuracy is still not addressed in the answer or in the paper (but I do realize that this may 
be difficult with the information available). The precision for 1-hr intervals is specified; 
however, the calibration is done using 2-min averaged data, which will have lower precision; 
in this case the dataset could show 3-hourly steps due to the calibration.  
 
Please refer to our response to the editor.  
 
Main concerns 2)  
The final NOAA data for 2015 for WLG are available. Did the authors at least check whether 
their extrapolated data for 2015 are somewhat similar to the real data from NOAA? (this 
should be easy)  
 
Done. Thank you. 
 
Main concerns 3)  
the two sets of calibration gases listed in Table 1 have identical isotope values – please check 
if this is correct 
 
This is because the two sets came from the same mixtures of CO2 and air. 
 
Main concerns 4)  
I still find the estimation of uncertainties of the main results poor, and also the answers to the 
reviewers questions related to this. When comparing average mole fractions or isotope values 
(for examples Nanjing with WLG), the uncertainty should be given, in order to decide if the 
values are significantly different or not. For the final flux results, the Monte Carlo simulation 
estimates the influence of a 1‰ error in δ13Cp and δ13Cf, but does not account for the other 
variables that contribute to the overall uncertainty (Ff, Fc, δ13Cs, δ13Cc). Also, the results 
are only discussed in text as overall averages; when looking at Figs 7 and 8, it is not clear 
without errors shown which of the values are different from zero and if any of the variability is 
significant. 
 
Please refer to our response to the editor. 
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ratiocomposition (expressed as δ13C) in urban airsheds provide constraints on the roles of 25 

anthropogenic and natural sources and sinks in local and regional carbonC cycles. In this 26 

study, we report observations of these quantities in Nanjing at hourly intervals from March 27 

2013 to August 2015 using a laser-based optical instrument. Nanjing is the second largest city 28 

located in the highly industrialized Yangtze River Delta (YRD), Eastern China. The mean 29 

CO2 mole fraction and δ13C were (439.7 ± 7.5) µmol mol-1 and (-8.48 ± 0.56) ‰ 439.7 ppm 30 

and -8.48‰ over this observational period. The peak monthly mean δ13C (-7.44 ‰, July 31 

2013) was 0.74 ‰ higher than that observed at the Mount Waliguan, a WMO baseline site on 32 

the Tibetan Plateau and upwind of the YRD region. The highly enriched 13C-enriched signal 33 

was partly attributed to the influence of cement production in the region. By applying the 34 

Miller-Tans method to nighttime and daytime observations to represent signals from the city 35 

of Nanjing and the YRD, respectively, we showed that the  13C/12C ratio 13C signal of CO2C 36 

sources in the Nanjing Municipality was (0.21 ± 0.53)48 ‰ lower than that in the YRD. Flux 37 

partitioning calculations revealed that natural ecosystems in the YRD were a negligibly small 38 

sourcesink of atmospheric CO2, consistent with the Carbon Tracker inverse modeling result. 39 

 40 

Keywords: urban areas; CO2 flux; Industrial process; Carbon isotope; In-situ observation  41 

  42 
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1 Introduction 43 

Atmospheric CO2 sources and sinks in urban areas consist mainly of plant uptake and release 44 

and fossil fuel combustion. These contributors have unique 13C/12C ratiosisotopic signatures. 45 

City clusters are human-dominated systems with high carbon emission intensity, contributing 46 

over 70% of the total anthropogenic CO2 to the atmosphere (Satterthwaite 2008). Previous 47 

urban isotopic studies emphasize carbon emissions from fossil combustion (Zondervan and 48 

Meijer 1996, Pataki et al. 2003, Zimnoch et al. 2004, Affek and Eiler 2006, Newman et al. 49 

2008). Relatively little attention is given to the δ13Cisotopic signature of carbon dioxide 50 

released by cement production, which is much highheavier than that of fossil fuel origin 51 

(Andres et al. 1994). Likewise, the CO2 emitted from burning of minerals in non-energy 52 

consumption industrial processes, such as iron and steel production, has higher δ13C 13C 53 

composition than that of fossil fuel (Table 21, Widory 2006). In China, cement production 54 

and industrial processes contribute 13 % of the total anthropogenic CO2 emission (Mu et al. 55 

2013). Many of these industrial activities occur in or near urban areas. So far, little is known 56 

about their roles in the atmospheric δ13C carbon stable isotope budget.  57 

One scientific motivation for quantifying the 1δ13C3C signature of atmospheric CO2 is 58 

that it provides constraints that allow partitioning of the net surface flux into component 59 

fluxes (Farquhar and Lloyd 1993, Yakir and Sternberg 2000, Pataki et al. 2003). The 13C-60 

based partitioning method has been used primarily for vegetation ecosystems, such as forests 61 

(Lloyd et al. 1996, Lloyd et al. 2001, Ometto, et al. 2006, Zobitz et al. 2008), grasses (Ometto 62 

et al. 2002, Pataki et al. 2003), and crops (Leavitt et al. 1995, Griffis et al. 2005). The 63 

approach has also been used in a limited number of urban studies (Pataki et al. 2003, 64 
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Zimnoch et al. 2004, Newman et al. 2008, Jasek et al. 2014). Compared with vegetation 65 

ecosystems, urban ecosystems have more complex CO2 source configuration. We must 66 

consider both natural sources (plants and soils) and anthropogenic sources (fossil combustion 67 

and non-energy industrial processes) and the fact that the degree of mixing of urban air with 68 

the free troposphere and the air outside the urban boundary varies diurnally and seasonally. 69 

Anthropogenic emissions are hard to quantify because they depend on multiple factors 70 

including city size, population density, fossil mix, and climate.   71 

One of the first measurements of the carbon isotope ratiocomposition of CO2 in an urban 72 

atmosphere was made by Friedman and Irsa (1967). Since then, a few more experiments have 73 

been conducted in urban environments. The data collected have been used to partition CO2 74 

contributors (Koerner and Klopatek 2002, Clark-Thorne and Yapp 2003), to quantify dieurnal 75 

variations in the CO2 mole fraction and its δ13C in urban air (Zimnoch et al. 2004, Guha and 76 

Ghosh 2010) and across urban to rural gradients (Lichtfouse et al. 2003, Pataki et al. 2007), 77 

and variations among different land uses in urban areas (Clark-Thorne and Yapp 2003, 78 

Widory and Javoy 2003). The isotopic data reveal insights into energy consumption patterns 79 

(Widory and Javoy 2003, Bush et al. 2007), impacts of meteorology including temperature 80 

(Clark-Thorne and Yapp 2003, Zimnoch et al. 2004), atmospheric stability (Pataki et al. 2005) 81 

and wind (Clark-Thorne and Yapp 2003) on urban carbon cycling, and the role of vegetation 82 

phenology (Ehleringer et al. 2002, Takahashi et al. 2002, Wang and Pataki 2012). The 83 

analytical technique employed in these studies is mainly based on mass-spectrometry (MS). 84 

Because sample collection, preparation and analysis are labor intensive, the majority of these 85 

studies are limited to short campaigns (less than 60 days). 86 
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In recent years, the development of isotope ratio infrared spectroscopy (IRIS) and on-line 87 

calibration technology provides a new solution for long-term in-situ observation of the CO2 88 

mole fraction and its δ13C at high frequencies (1 Hz to 1 hour; Pataki et al. 2006, Griffis. 89 

2013, Gorski et al. 2015). Compared with the MS method, IRIS can capture dieurnal or even 90 

shorter temporal variations with relatively high accuracy, enabling us to understand how 91 

anthropogenic emissions change atmopheric CO2 at highly resolved temporal and spatial 92 

scales. Nevertheless, application of the IRIS technology in urban monitoring is still limited in 93 

terms of cities covered and measurement duration: less than 35 days in McManus et al. 94 

(2002), Pataki et al. 2006 and Wada et al. (2011) and 3 seasons in Moore and Jacobson 95 

(2015). Only a fewone published studiesy haves presented data that spans one full annual 96 

cycle (Pang et al. 2016; Vardag et al. 2016). 97 

Simultaneous measurement of atmospheric CO2 concentration and  δ13C its isotopic 98 

composition is used to determine the overall 13C/12Cisotopic ratiosignature of local surface 99 

sources δ13CS. The majority ofAll published urban studies to date have deployed the Keeling 100 

plot method (Keeling 1958, Keeling 1961) for the determination of δ13CS. In this approach, a 101 

linear relationship is established between δ13C and the reciprocal of the CO2 mole fraction 102 

from the observed time series, and the intercept of the linear regression is taken as the 103 

isotopic ratiocomposition of the local CO2 emissions. The method assumes that the isotopic 104 

ratiosignature of the sources is invariant with time. It also assumes that changes in the CO2 105 

mole fraction and in δ13C are attributed only to the surface sources and are unaffected by 106 

regional carbon sources (Pataki et al. 2003). However, these assumptions do not strictly hold 107 

in an urban environment because the intensity of traffic emissions varies strongly through the 108 
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dieurnal cycle (McDonald et al. 2014), and therefore the compositioncomposition of the 109 

surface source varies, and its 13C/12C ratiosignature cannot be assumed constant. In addition, 110 

because of strong atmospheric mixing in the daytime convective boundary layer, the 111 

background air in the upper troposphere can be easily entrained to the surface layer, mixing 112 

the CO2 that originates from regional sources with that emitted locally in the urban airshed.     113 

Miller and Tans (2003) propose that δ13CS be determined as the slope of the linear 114 

relationship  115 

δaCa - δbCb = δS (Ca - Cb)  
13

a a b b a bC C C (C C )- s                                     116 

(1) 117 

where Ca is CO2 mole fraction in urban air, Cb is CO2 mole fraction atin a background site, δa 118 

is the 13C δ13C isotopic compositionvalue  of Ca, and δb is the  13C δ13C value isotopic 119 

composition of Cb. BWe argue that because this approach takes into account the fact the 120 

background atmosphere varies, it may beis more suitable than the Keeling method for 121 

inferring δ13CS from the observations made in the urban area with complex emission sources. 122 

The method has been applied to local and regional carbon budget studies in nonurban settings 123 

(Miller et al. 2003) and in an urban environment by Newman et al. (2016).. Here we extend 124 

the method to continuous measurements in an urban environment.   125 

In this study, we report the results of long-term (30 months) continuous measurement of 126 

atmospheric CO2 mole fraction and its δ13C at a suburban site in Nanjing using an IRIS 127 

instrument. Nanjing is the second largest city in the Yangtze River Delta (YRD), Eastern 128 

China, with a builtd-up area of 753 km2 and a population of 8.2 million. Geographically, the 129 

YRD includes the provinces of Jiangsu, Zhejiang and Anhui and the Shanghai municipality 130 
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(29.04° to -33.41° N, 118.33° to -122.95° E) with a population of 1.90 hundred million. The 131 

YRD is influenced by subtropical moist monsoon climate. The mean annual temperature is 132 

about 15 oC and the annual precipitation is between 1000 mm and 1800 mm. The main 133 

vegetation types, all of which are all C3 species. The YRD is the most industrialized region in 134 

China and had a higher urban land fraction of 10.8 % as of 2014 than the global mean (2.4 %, 135 

Akbari et al. 2009). In 2014, more than 220 large cement production factories (daily output 136 

exceeding 1000 tons) were located in the YRD (China Cement, 2016), contributing about 137 

20 % of the national cement output. 138 

The objectives of this study are (1) to characterize the atmospheric δ13C dieurnal, 139 

seasonal and annual variations in this urban environment, in a region where such 140 

measurement is nonexistent, (2) to investigate the influence of cement production on 141 

atmospheric δ13C, (3) to evaluate the performance of the Keeling plot and the Miller-Tans 142 

method for determining δ13CS, and (4) to explore the utility of the isotopic constraints for 143 

inferring the net surface flux and the plant CO2 flux in Nanjing and in the YRD.  144 

 145 

2 Methods   146 

2.1 Atmospheric observation 147 

An IRIS analyzer (model G1101-i, Picarro Inc., Sunnyvale, CA) was used to measure 148 

atmospheric CO2 mole fraction and its 13C/12C isotope ratiocomposition (δ13C) continuously 149 

from February 2013 to August 2015. The analyzer was housed on the 9th floor of our 150 

laboratory building on the campus of Nanjing University of Information, Science and 151 

Technology (NUIST, 32◦12’ N, 118◦43’ E), in the northern suburb of Nanjing, at a linear 152 

Formatted: Superscript



8 
 

distance of 20 km to the city center. The instrument inlet was at a height of 34 m above the 153 

ground. There was no large industrialanthropogenic CO2 source in the 3 km radius except for 154 

a commuting road located about 300 m east of the observation site. The nearest industrial 155 

complex, the Nanjing Iron & Steel Group Co. Ltd. and the Nanjing Chemical Industry Group, 156 

was located about ~5 km to the south of the site.  157 

The measurement was made at 0.3 Hz and at an air flow rate of 30 mL min-1 at standard 158 

temperature and pressure. One three-way solenoid valve was combined with two two-way 159 

solenoid valves, so the analyzer could be switched for atmospheric sampling and for 160 

sampling of two standard gases. Calibration was carried out every 3 h by sampling each 161 

standard gas for 5 minutes following the procedure of Bowling et al. (2003) and Wen et al. 162 

(2013). (To avoid transient effects, only the data collected in the last 2 minutes of the 5-min 163 

calibration periods  was used; Supplementary Figure S1..) Table 1 lists the concentrations 164 

and their isotopic ratiocompositions of the standard gases used in this study. These gases 165 

were balanced in air. Their  CO2 mole fractions were measured with a gas analyzer (model 166 

(model G1301, Picarro) and calibrated against three primary standards obtained from NOAA-167 

ERL which wereof the standard gases was traceable traceable to the WMO 2007 scale 168 

reported by the Central Calibration Laboratory of the World Meteorological Organization, 169 

and their δ13C values were measured with a mass spectrometer (MAT-253, Finnigan) 170 

usingwas based on the IAEA reference materials IAEA-CO-8 (-5.76 ‰ VPDB) and IAEA-171 

CO-9 (- NBS-1947.32 ‰ VPDB) and the NBS20 standards of NIST. The mass spectrometer 172 

measurements of these reference materials were (-5.81 ± 0.04) ‰ and (-46.64 ± 0.08) ‰ 173 

before normalization to the VPDB scale . The ambient measurement was averaged to hourly 174 
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intervals. The isotopic ratio composition was expressed in the delta notation (δ13C) in 175 

reference to the VPDB scale.  176 

The typical 5-min measurement precision is 0.3 ‰ for δ13C and 0.05 mol mol-1ppm for 177 

CO2 mole fraction according to the instrument manufacturer. Our own Allan variance 178 

analysis revealed a precision of 0.05 ‰ for δ13C and 0.07 mol mol-1ppm for CO2 mole 179 

fraction at the hourly averaging interval. The precision of the ambient measurement was 180 

lower than this due to errors propagated through the calibration procedure. According to a 181 

laboratory test on an analyzer of the same model and using the same calibration procedure as 182 

ours, the hourly δ13C precision is about 0.4 ‰ (Wen et al., 2013). The calibration gases had 183 

much lower δ13C than the ambient delta values. The mismatch in the delta value between the 184 

calibration standard and the ambient air is common in applications of the IRIS technique 185 

[13C(CH4), Röckmann et al. 2016; 18O(H2O), Lee et al. 2005; 13C(CO2), Bowling et al. 2003]. 186 

But because the system measures the concentrations of the major and the minor isotopologue 187 

independently, it is not critical that the calibration standard and the measurement target have 188 

matching isotope ratios (Bowling et al. 2005).          189 

We did not adopt the strict filtering technique used for background sites (Thoning et al. 190 

1989) because of high natural variations in urban airsheds. We removed the first 3 min of the 191 

data 40 3-minute data points during the transient periods after switching to the ambient 192 

sampling mode from the calibration modeion gas changes. Additionally, data were removed 193 

if hourly CO2 mole fraction was lower than 390 mol mol-1ppm or δ13C were out of the range 194 

between -15 ‰ and -5.5 ‰.  195 
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The δ13C value measured by the analyzer in high humidity conditions issuffers a high 196 

biased high error due to spectral broadening and direct spectral interference (Rella 2011) . To 197 

correct for the humidity interference, we carried out two tests using a dew-point generator 198 

(model 610, LI-COR, Inc., Lincoln, NE). A CO2 standard gas (secondary standard gas, 439 199 

mol mol-1ppm in test one and 488 mol mol-1ppm in test two, balanced by dry air) was fed 200 

into the dew-point generator. The outlet of the dew-point generator was connected with a 3-201 

way union with one end linked to the inlet of the analyzer and the other open to the room. 202 

The humidity level of the air coming out of the dew point generator was regulated at eight 203 

levels in a dew-point temperature range of 1 toand 30 oC, giving a water vapor mole 204 

fractionhumidity ranging from 0.66 V% to 4.26 V% (0.66 to 4.26 cmol mol-1). Because the 205 

13C/12C ratio13C composition of the standard gas was constant, any observed variations were 206 

caused by the humidity artifact. We found that no correction was needed for our analyzer if 207 

the water vapor mole fractionhumidity was below 2.03 %. Above this humidity level, the 208 

measurement was biased high by 0.46 ‰ for every 1 cmol mol-1% increase in the water vapor 209 

vapor volume or mole fraction (Figure 1). The two tests, taken eight months apart, yielded 210 

essentially the same result. The correction equation is 211 

13C =13Ctrue   H2O ≤ 2.03 %       (2a) 212 

13C=13Ctrue + 0.46 ‰ (H2O % - 2.03)  H2O > 2.03 %   (2b) 213 

ܥଵଷߜ ൌ  ௧௥௨௘ܥଵଷߜ                                     2 .03%H                                                                  (2a) 214 

ܥଵଷߜ ൌ ௧௥௨௘ܥଵଷߜ	 ൅ 0.46ሺܪ െ 2.03ሻ      2.03%H                                                          (2b)                                                                               215 

where H2O is water vapor volume mole fraction in percent,,  δ13C is the measured isotope 216 

deltaic composition value (after the two-point calibration), and δ13Ctrue is the true isotope 217 
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delta valueic composition. The ambient vapor mole fraction humidity varied from 0.16 to 218 

3.64 V% during the measurement period. About 35 % of the observations exceeded the 219 

threshold mole fractionhumidity of 2.03 %V and required correction. The largest hourly 220 

correction was 0.74 ‰. In the following, all the data haves been corrected for the humidity 221 

interference.  222 

 223 

2.2 The 13C/12C isotopratioic composition (δ13CS) of surface sources (δS)    224 

We applied the Miller-Tans method to estimate the 13C/12C ratio of the surface source (δS). 225 

Strictly, Equation 1 does not allow a non-zero intercept, but when applied to the data obtained 226 

at the monthly time scale, the regression yielded a non-zero intercept (Supplementary Figure 227 

S2). To determine if a shorter time scale would improve the result, we applied the 5-h moving 228 

window technique described by Vardag et al. (2016) to the observations made in January and 229 

July 2014. Only 4 % of the data, all obtained at nighttime, satisfies their data screening 230 

criteria. The mean regression equation of this subset is y = (-26.41 ±4.03) x + (428.84 ± 231 

211.12) for January and y = (-25.64 ±6.39) x + (687.83 ± 264.67) for July, where x is (Ca - 232 

Cb) and y is (δaCa - δbCb). In these analyses, the background CO2 mole fraction and the 233 

isotope ratiothe data collected in daytime hours (10:00 to 16:00 local time; Equation 1) to 234 

represent YRD and to the data collected during nighttime hours (22:00-6:00 local time) to 235 

represent Nanjing. The slope was obtained by linear regression of (Ca-Cb) against (δaCa-δbCb) 236 

over monthly intervals. The monthly mean CO2 mole fraction and the isotopic composition of 237 

the background air were those observed at Mount Waliguan (WLG, 36°17' N, 100°54' E, 238 

3816 m above the mean sea level; Zhou et al., 239 
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2005https://www.esrl.noaa.gov/gmd/dv/data/index.php) located at the northeastern edge of 240 

the Tibetan Plateau (Zhou et al., 2005), the closest upwind WMO background station for 241 

Nanjing.  Use of other WMO baseline sites as the background gave essentially the same 242 

results.  Because the WLG data were not available for 2015 at the time of this analysis, we 243 

fitted the WLG data of both CO2 and δ13C with a four-harmonic quadratic function (Thoning 244 

et al. 1989) using the dataset from 2000 to 2014, and then used the function to estimate the 245 

monthly δ13Cb and Cb values for 2015.   246 

The selection of a background site is a critical issue when applying the Miller-Tans 247 

method (Ballantyne et al., 2011 & 2010, Turnbull et al., 2015). That the Miller-Tans intercept 248 

does not go to zero suggests that the baseline site WLG may not be a suitable background for 249 

this highly urbanized region. We tested the Miller-Tans method with other isotope data 250 

published for urban areas, and found that the intercept was nonzero for most of the urban 251 

datasets (Supplementary Figure S3 and Table S1).  252 

In the following, we used the tropospheric CO2 mole ratio calculated by CarbonTracker 253 

over the YRD region (altitude 3330 m; https://www.esrl.noaa.gov/gmd/dv/data/index.php) as 254 

the background concentration (Cb). The CarbonTracker mole ratio is on average 3.5 mol 255 

mol-1 higher than that observed at WLG. To overcome the problem that CarbonTracker does 256 

not calculate tropospheric 13C, we rearranged Equation 1 to a form that allows an intercept 257 

but without the need for a known background 13C, as 258 

  δaCa = δS (Ca - Cb) + δbCb         (3) 259 

The 13C/12C ratio of the surface source was taken as the slope of the linear regression of δaCa 260 

against (Ca - Cb). A key difference between Equation 3 here and Equation 5 of Miller and Tans 261 
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(2003) is that the δS appears only in the slope parameter in Equation 3 but in both the slope 262 

and the intercept parameter in Miller and Tans’ Equation 5.   263 

The Miller-Tans analysis was performed over monthly intervals, using Ideally, the 264 

background site should not be affected by local and regional emission and should lie in the 265 

upwind direction of the observation site. Based on these criteria, we chose WLG as the 266 

background site for our analysis.  the data collected in daytime hours (10:00 to 16:00 local 267 

time; Equation 1) to represent YRD and to the data collected during nighttime hours (22:00-268 

6:00 local time) to represent Nanjing. Morning and evening transitional periods were omitted 269 

to avoid the confounding effects of sign change of the biological CO2 flux and sudden 270 

changes in the atmospheric stability regime. The slope was obtained by linear regression of 271 

(Ca-Cb) against (δaCa-δbCb) over monthly intervals. The monthly mean CO2 mole fraction 272 

and the isotopic composition of the 273 

We interpreted the daytime results to represent the influence of surface sources in the 274 

YRD region and the nighttime results to represent the influence of surface sources in the 275 

Nanjing municipality. The vigorous turbulent exchange in the daytime boundary layer 276 

diminishes the role of local sources in the measured concentration and isotopic ratio. In other 277 

words, the daytime measurement has a much larger source footprint than the size of the urban 278 

land itself or the footprint of the nighttime measurement. In contrast, the buildup of CO2 at 279 

night is primarily the result of sources in the city (Shen et al. 2014), so we considered the 280 

δ13CS determined from the nighttime observations to represent the signal of the sources 281 

located in the city. Admittedly, this interpretation of daytime versus nighttime source areas is 282 

a simplification because the actual source area also depends on thermal stratification and 283 
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boundary layer wind. Nevertheless, it is supported by a trajectory analysis and by an analysis 284 

of the atmospheric methane to CO2 emissions ratio (Shen et al. 2014).  285 

For the purpose of comparing with the Miller-Tans results, we also estimated the source 286 

13C/12C ratio using the Keeling mixing line method. According to Wehr and Saleska (2017), 287 

at the measurement uncertainties of our instrument system, the ordinary least squares 288 

procedure has much lower bias errors of parameter estimation than the geometric mean 289 

regression. In the following, the results of both the Miller-Tans method and the Keeling 290 

mixing line method were based on the ordinary least squares regression.  291 

  292 

2.3 Inventory of anthropogenic sources  293 

We calculated the anthropogenic CO2 fluxes from energy consumption and industrial process 294 

following the SCOPE 1 procedure issued by the International Council for Local 295 

Environmental Initiatives (ICLEI, 2008). The procedure considers only emissions from 296 

sources that lie within the geographic boundary of investigation. The energy consumption 297 

source consists of direct emissions from the three main energy consumption sectors (industry, 298 

transport, and household). We ignored the commerce sector here because the main energy 299 

consumption in this sector in Nanjing and in the YRD was electric power generated by coal 300 

and coal consumption which was already considered in SCOPE 1. The amounts of CO2 301 

emission were estimated with the IPCC methodology adopting the emission factors for each 302 

fossil fuel type recommended by IPCC. The calculations were done separately for the YRD 303 

region and for the Nanjing municipality. Because no statistical data were available for energy 304 

consumption in the transport sector in Nanjing, the CO2 emission from the transport sector 305 
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was deduced according to vehicle number, average annual driving distance and coefficients 306 

of fuel economy (Bi et al. 2011). We obtained the data on energy consumption from official 307 

sources (CESY 2013, CSY 2013, NSY, 2013). 308 

The non-energy industrial processes included cement, raw iron, crude steel, and 309 

ammonia synthesis processes. In the YRD, the data were available at monthly intervals. For 310 

the city of Nanjing, only annual statistics were available.  311 

 312 

2.4 Partitioning the net surface flux 313 

We partitioned the surface CO2 flux (FS) into three component fluxes according to the 314 

following mass conservation equations 315 

CS F P=F +F +FF                                                                      316 

(4) 317 

S FS = F FF + C FC+P FP       318 

 ( 13 13 13 13
S S F F C C P PC F = C F + C F + C F                                             319 

(5) 320 

where FF is the flux from fossil fuel combustion and industrial emission except cement 321 

production (termed “fossil plus”), FC is the flux due to cement production, FP is the biological 322 

flux, and δ13CF, δ13CC, and δ13CPp are the 13C value13C isotope composition of FF, FC and FP, 323 

respectively. These CO2 mass fluxes are obtained by dividing the total emission by the 324 

surface area within the geographic boundary of Nanjing or the YRD, having dimensions of 325 

mg CO2 m-2 s-1. We separated the cement source from other non-energy consumption 326 

industrial processes because its 13C/12Cisotopic ratio isignature is much higher. In these 327 
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equations, the monthly net surface flux (FS) and the biological flux (FP) are unknowns to be 328 

solved for, and all other terms are either provided by the atmospheric measurement or by the 329 

inventory calculation. The partitioning analysis was done for both Nanjing and the YRD 330 

using the nighttime and daytime observations, respectively. 331 

The δ13CF was weighted average of the isotope ratioδ13C signal of individual fuel types 332 

and industrial processes (Widory 2006; Table 2). The isotop delta valueic composition of CO2 333 

from cement production is provided by Tans (1981) and Anders (1994). We adoapt a value of 334 

(-28.2 ‰) for δ13CP for the YRD and Nanjing, on account of a linear relationship between 335 

δ13CP and tree age (Fessenden and Ehleringer 2002), a typical tree age in this region (40 336 

years) and an U-shaped relationship between δ13CP and annual precipitation (Pataki et al. 337 

2007). Our δ13CP is more negative than that reported for a boreal forest (-26.2 ‰; Pataki et al. 338 

2007) but is in closer agreement with the value reported for a Ginkgo tree in Nanjing (-339 

29.3 ‰; Sun et al. 2003). A summary of the isotopic ratiocompositions of the three source 340 

categories is given in Table 3.  341 

Uncertainties in the delta values of the different fuel types and industrial processes were 342 

based on the data found in the references listed in Table 2. The uncertainty in P was assumed 343 

to be ± 1.00 ‰ (Verdag et al. 2016). The mass flux terms FF and FC were assumed to have a 344 

10% uncertainty, which is typical of fossil fuel consumption data (Vardag et al. 2016). 345 

To partition the nighttime flux for Nanjing, we assumed that the nighttime FF was 20 % 346 

of the daily value. The parameter 20 % was determined by the dieurnal variation of the CO2 347 

flux observed with an eddy covariance system in Nanjing (Bai 2011) and in several other 348 

cities (Coutts et al. 2007, Song and Wang. 2011, Liu et al. 2012). At night, most of the 349 
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factories in the city were closed and the traffic flow was reduced to about 80 % of the 350 

daytime volume (Yang et al. 2011). 351 

The partitioning equations are explicit expression of the mass balance principle. But 352 

uncertainties in the isotope delta end members and the anthropogenic fluxes can propagate 353 

through these equations, causing uncertainties in the estimation of FS and FP. Here we used a 354 

Monte Carlo analysis to quantify the error propagation. The same analysis has been applied 355 

to the partitioning of lake water budgets from isotope end members (Jasechko et al. 2014). 356 

The procedure employed a Gaussian distribution for errors in the input variables and an 357 

ensemble of 10,000 realizations for each month. Errors in FS and FP were computed as one 358 

standard deviation of these realizations after excluding the top and bottom 50 extreme 359 

ensemble members.   360 

 361 

3. Results 362 

3.1. Temporal variations in the CO2 mole fraction and δ13C 363 

The monthly CO2 mole fraction during the summer was slightly lower than in the other 364 

seasons (Figure 2). The mean mole fraction was 446.7 mol mol-1ppm and 431.1 mol mol-365 

1ppm for January and July, respectively, giving a seasonal amplitude of 15.6 mol mol-1ppm. 366 

The mean CO2 mole fraction was 439.7 mol mol-1ppm during the whole experimental 367 

period (March 2013 to August 2015), which is 40.6 mol mol-1 ppm higher than the value 368 

observed and estimated at WLG for the same period. In 2014, the calendar year with 369 

complete data coverage, the mean CO2 mole fraction was 441.2 mol mol-1ppm, which is 370 

42.5 ppm higher than the WLG value for the same year.  371 
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The 13C/12C ratio 13C composition of atmospheric CO2 displayed a more clearlarger 372 

seasonal cycle than the mole fraction (Figure 2). The monthly mean value was (-9.07 ± 0.91)-373 

9.07 ‰ and (-7.63 ± 0.97-7.63 ‰) for January and July, respectively, with a seasonal 374 

amplitude of 1.44 ‰. The mean value for the whole experimental period was -8.48 ‰, which 375 

is the same as the WLG value (-8.48 ‰). The summertime (June to -August) δ13C was 376 

0.39 ‰ more enriched higher than the WLG background value.  377 

The strongest dielurnal variation in the CO2 mole fraction was observed in the autumn 378 

season (September to November) and the weakest in the winter season (December to 379 

February), with a dieurnal amplitude of 27.9 mol mol-1ppm and 13.4 mol mol-1ppm, 380 

respectively (Figure 3). In the summer season, the peak value was observed at 07:00 and the 381 

lowest value at 19:00. Contrary to the CO2 mole fraction, δ13C showed the lowest value in the 382 

early morning and the highest value in the afternoon in all the four seasons. The dieurnal 383 

amplitude was 1.36 ‰ in the summer and 0.66 ‰ in the winter.   384 

 385 

3.2 13C/12CIsotop ratioic composition of the surface sources (δ13CS) 386 

Figures 4 and 5 show an example of Applying the Miller-Tans approach applied to the month 387 

of January 2014. According to the slope parameter estimation, the 13C/12C ratio of the 388 

surfacewhole experimental period yielded an apparent sources wassignature of (-254.0175 ± 389 

0.9026) ‰ (mean ± 95 % confidence limitbound) for sources in the YRD (Figure 4) and (-390 

25.234.24 ± 0.7421) ‰ for sources in Nanjing (Figure 5). Strictly, this method is not accurate 391 

when applied over such an extensive period because the source signature varies seasonally, 392 

violating the condition of constant source signal under which the method can be used. So 393 
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these data plots are meant more to show the range of variations of the hourly observations 394 

than for determining the true annual mean source signatures.  395 

Figure 6 shows the monthly isotopic ratio13C signature calculated with the Miller-Tans 396 

method for the daytime and nighttimewhole observation period. The reader is reminded here 397 

that the results obtained for the daytime and the nighttime period represent sources in the 398 

YRD and in Nanjing, respectively. During the two and a half years of observation, the 399 

monthly δ13CS for the YRD was lower in the winter [(-24.37 ± 0.71) ‰] and higher in the 400 

summer [(-23.42 ± 1.79) ‰]. The seasonal difference for Nanjing was smaller than for the 401 

YRD [(-24.87 ± 0.51) ‰ in the winter (December to February) and -24.80 ± 1.79) ‰ in the 402 

summer months (June to August)]. . The sources in the YRD had slightly higher δS
 13C 403 

compositions than those in in Nanjing. The January mean value (mean of January 2014 and 404 

January 2015) was -24.13‰ and -24.78‰, and the mean value of the three August months 405 

was -20.67‰ and -22.76‰ for the YRD and Nanjing, respectively. The mean δS value of the 406 

whole observational period was (-24.37 ± 0.61)-23.26 ‰ and (-25.58 ± 0.44)-23.72 ‰ for the 407 

YRD and Nanjing, respectively. These mean values based on the monthly analysis were 408 

1.49‰ and 0.52‰ greater than the apparent source signatures derived from the application of 409 

the Miller-Tans method to the whole dataset (Figures 4 and 5). The monthly δ13CS for the 410 

YRD (Figure 6a) was highly correlated with the monthly atmospheric δ13C [(Figure 2; S = 411 

(2.29 ± 0.78) δ13C + (-5.71±6.37),  linear correlation coefficient = 0.4763, n = 30, p 412 

<0.001]). The correlation between the monthly δ13CS for Nanjing (Figure 6b) and the monthly 413 

atmospheric δ13C was weaknot as strong [(S = (2.39 ± 0.92) δ13C + (-3.71 ± 8.07), linear 414 

correlation coefficient = 0.0326, n = 30, p = 0.8722]). These correlation patterns suggest that 415 
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atmospheric δ13C was influenced more by surface sources at the regional scale than at the 416 

local (city) scale. 417 

     418 

3.3 Inventory data for anthropogenic sources 419 

The emission strength of anthropogenic sources and their 13C/12Cisotopic ratiossignature were 420 

calculated with the inventory method and the data found in the literature, as described in 421 

section 2.3. In the YRD, coal combustion was by far the largest source of anthropogenic CO2, 422 

contributing 70 % of the overall “fossil-plus” emission (Table 2). Here the “fossil-plus” 423 

emission includes contributions from all forms of fossil fuel and from non-cement industrial 424 

processes. The second and third largest source were ammonia synthesis and pig iron, with 425 

fractional contributions of about 9 %. The “fossil-plus” source contribution to the total 426 

anthropogenic emission was 91 %, with the remaining 9 % contributed by cement production 427 

(Table 2).  428 

In the Nanjing municipality, the fractional contribution of coal to the “fossil-plus” total 429 

was 52 %, lower than that for the YRD, and the other three major sources were ammonia 430 

synthesis (16 %), pig iron (13 %), and gasoline (11 %). The fractional contribution of fuel-431 

plus sources to the total anthropogenic emission was 96.4 % and the fractional contribution of 432 

cement production was 3.6 % (Table 2). The isotopic ratiosignature of the “fossil-plus” 433 

sources was 0.35 ‰ lower for Nanjing than for the YRD.  434 

The overall effective isotopic ratiosignature of the anthropogenic sources weighted by 435 

the source contributions was also lower for Nanjing than for the YRD (Table 3). The 436 

difference was 1.76 ‰ and was a result of lower fractional contributions in Nanjing of coal 437 
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combustion and cement production, which have relatively high 13C contents, and a higher 438 

fractional contribution of natural gas, which is the fuel type with the lowest 13C content.   439 

 440 

3.4. CO2 fluxes in YRD and Nanjing 441 

Figure 7 shows the biological flux FP and surface flux FS calculated from the mass balance, 442 

and the cement flux FC and “fossil-plus” FF. The FP flux obtained with the isotopic 443 

partitioning method for the YRD agreed with the seasonal phenology expected for plants in 444 

this region. It was near zero or slightly negative in the summer and generally positive in the 445 

winter, indicating uptake and release, respectively. The annual mean daytime biological flux 446 

was (-0.03 ±1 0.64) mg m-2 s-1 in the YRD in the calendar year 2014. The net surface flux FS 447 

was (0.17 ± 2.02) 0.16 mg m-2 s-1 in 2014. The standard deviations of these estimates are 448 

quite large. If the extreme standard deviations of Fp (5.16 mg m-2 s-1) and FS (22.00 mg m-2 s-449 

1) in March 2014 were excluded, the mean standard deviation of Fp would decrease to 0.23 450 

mg m-2 s-1for and that of FS to 0.20 mg m-2 s-1..  451 

In Nanjing, the biological flux was positive throughout the year (Figure 8). This is 452 

because the partitioning was done for the night hours when the natural ecosystems were a 453 

source of CO2 due to autotrophic and heterotrophic respiration. The flux was greater in the 454 

summer than in the winter (Figure 8). The annual mean nighttime biological flux for the 455 

calendar year 2014 was (0.06 ± 0.26)  0.03 mg m-2 s-1. The nighttime surface flux was (0.18 456 

± 0.22) 0.16 mg m-2 s-1 in 2014.. 457 

 458 

4 Discussion 459 
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4.1 CO2 mole fraction and δ13C seasonality 460 

The atmospheric CO2 mole fraction observed in Nanjing showed very small seasonal 461 

variation (summer versus winter difference of 7.9 mol mol-1 ppm, July versus January 462 

difference of 15.6 mol mol-1ppm), in comparison with the data published for other cities. 463 

The CO2 mole fraction difference between the cold and the warm season is about 66 mol 464 

mol-1ppm in Phoenix, USA (Idso et al. 2002). In Salt Lake City, USA, the CO2 mole fraction 465 

in the summer is about 31 mol mol-1ppm lower than in the winter (Pataki et al., 2003). In 466 

Chicago, USA, the CO2 mole fraction varied from 397 mol mol-1ppm in August 2011 to 427 467 

mol mol-1ppm in January 2012, showing a seasonal amplitude of 30 mol mol-1ppm (Moore 468 

and Jacobson 2015). In Beijing, China, the seasonal variation of atmospheric CO2 mole 469 

fraction is about 64.5 mol mol-1ppm (August versus January; Pang et al. 2016). However, a 470 

similar small seasonal amplitude of 5 mol mol-1ppm CO2 was observed in Pasadena, USA 471 

during 2006 to 2013, which was consistent with the seasonal variation of background and 472 

transport of emissions from fossil fuel combustion (Newman et al. 2016).which was 473 

consistence with the seasonal variation of background and emission from fossil fuel 474 

combustion (Miller et al. 2016). 475 

Several factors contributed to the weak seasonality in Nanjing. The climate in the YRD 476 

is relatively mild. The governmental energy policy prohibits winter heating in public 477 

buildings. Most residential buildings also lack space heating in the winter. This is in contrast 478 

to energy use patterns in northern cities in China and elsewhere. In London, UK, natural gas 479 

usage in the winter heating season is 29 % greater than in the non-heating autumn season 480 

(Helfter et al. 2011). In Salt Lake City, USA, energy consumption in the winter was 41 % 481 
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greater than in the summer (Bush et al, 2007). A similar seasonal trend of energy 482 

consumption has also been reported for Beijing (Pang et al, 2016). In Chicago, natural gas 483 

usage comprises varied 70 % to 80 % of total fossil fuel consumption in the winter and about 484 

50 % in the summer (Moore and Jacobson 2015). The weak energy use seasonality in the 485 

YRD partially explains why the observed CO2 mole fraction had a smaller seasonal 486 

amplitude (Figure 2) than reported for other northern cities.   487 

The weak seasonality of the observed mole fraction was also related to the low 488 

vegetation cover in the YRD and in Nanjing. The forest cover ratio is about 35 % in Nanjing 489 

and in the YRD, and the overall vegetation cover (forest plus other vegetation types) ratio in 490 

the major cities in the YRD is lower than 45 % (CESY, 2013; CSY, 2013). For comparison, 491 

the vegetation cover ratio is 56 % in Salt Lake City (Pataki et al. 2009) and 44 % in Chicago 492 

(Rose et al. 2003). Dense vegetation is known to deplete atmospheric CO2 in the summer 493 

season via photosynthetic uptake, amplifying the CO2 seasonal amplitude.   494 

Our δ13C seasonal amplitude (January versus July difference 1.44 ‰) was 4 times the 495 

amplitude observed or estimated at WLG (Figure 2) but agreed with those reported by most 496 

urban studies. For comparison, the seasonal amplitude of δ13Ca in Bangalore, India, was 0.89 497 

to 1.32 ‰ (Guha and Ghosh 2015). Similar amplitudes have also been reported for Chicago 498 

(January versus August difference 1.25 ‰; Moore and Jacobson, 2015) and Beijing (2.13 ‰; 499 

Pang et al. 2016). In Salt Lake City, the seasonal amplitude of δ13C was approximately 1.6 ‰ 500 

because of much more natural gas consumption for heating in the winter than in the summer 501 

(Pataki et al. 2006).    502 

 503 
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4.2 Influences of cement production on atmospheric δ13C 504 

The high summer δ13C was one of the most unique characteristics at our site. The daytime 505 

δ13C reached -6.90 ‰ in July 2013 and -7.21 ‰ in August 2014, which were 1.28 ‰ and 506 

0.95 ‰ higher than the WLG values. The highest monthly mean δ13C occurred in July: -507 

7.44 ‰ in July 2013, -7.99 ‰ in July 2014 and -7.46 ‰ in July 2015. These values were 508 

0.74 ‰, 0.16 ‰ and 0.77 ‰ higher than the WLG value reported for the same months.  509 

The high July values observed at our site cannot be fully explained by CO2 removal by 510 

plant photosynthesis. Photosynthesis and respiration are the two processes that dominate the 511 

13C/12C seasonality in plant-dominated landscapes, leading to higher δ13C values in the 512 

summer and lower values in the winter. For example, in Park Falls, Wisconsin, USA, a site in 513 

a heavily-forested landscape, δ13C was -7.75 ‰ in August 2011 and -8.77 ‰ in February 514 

2012 (Moore and Jacobson, 2015). For comparison, δ13C was -8.24‰ and -8.38 ‰ at the 515 

Mauna Loa Observatory and -8.02 ‰ and -8.66 ‰ at WLG in these two months, respectively. 516 

In other words, the photosynthetic effect raised the August δ13C by 0.5 ‰ above the 517 

background value, a smaller enrichment than observed at our site. Because of the low 518 

vegetation fraction, the summer photosynthetic CO2 uptake in the YRD and in Nanjing 519 

should be lower than at Park Falls. According to the Carbon Tracker inversion analysis 520 

(Peters et al. 2007), the net ecosystem production at the grid point where Parks Fall is located 521 

is -0.201 mg m-2 s-1 in July, 2014 but is only -0.059 mg m-2 s-1 at the grid point corresponding 522 

to the YRD region. We would expect from the photosynthetic effect alone that the 523 

summertime 13C enrichment at our site to be smaller, not greater than that observed at Parks 524 

Falls.  525 
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Furthermore, in a human-dominated landscape, the plant photosynthetic enhancement of 526 

13C is offset by the CO2 from fossil fuel combustion which has lower 13C/12C ratios than the 527 

atmospherecontents. In Chicago, the monthly mean δ13C peaked in August at -8.29 ‰ during 528 

the calendar year 2011, which is 0.05 ‰ lower than the WLG value for the same month. 529 

Similarly, in Beijing, the monthly mean δ13C peaked at -9.49 ‰ in August 2014, which is 530 

1.23 ‰ lower than the WLG value for the same month. 531 

We suggest that cement production was the contributing factor responsible for the high 532 

δ13C values in the summer. The evidence supporting this interpretation is provided by data in 533 

Table 3 and Figure 7. The  δ13C signaldelta value  of anthropogenic CO2 in the YRD would 534 

be (-26.36 ± 0.42)-26.42 ‰ without cement production and increased to (-23.95 ± 0.41)-535 

23.71 ‰ after inclusion of the cement source (Table 3). This delta  δ13C value is much 536 

higher than those reported for other urban lands, such as -30.7 ‰ for Los Angeles, USA 537 

(Newman et al. 2008) and about -31 ‰ for Salt Lake City, USA (Bush et al. 2007). The 538 

overall surface source 13C/12C  ratiosignal derived from atmospheric measurements (Figure 539 

6;, -24.37 ‰ and -24.58 ‰-23.26‰ and -23.72‰ for the YRD and Nanjing, respectively) 540 

was also more enriched than those obtained from atmospheric measurements in other cities, 541 

such as (-28.1 ± 0.8) ‰ for Chicago in August and September (Moore and Jacobson, 2015), -542 

32.4 ‰ to -27.4 ‰ for Salt Lake City in the growing season (Pataki et al. 2003), -27.00 ‰ 543 

for Beijing in the winter heating season (Pang et al. 2016), and -29.3 ‰ for Los Angeles, 544 

USA (Newman et al. 2008). 545 

The influence of cement production on atmospheric δ13C has also been suggested for at 546 

least two other urban sites. In Bangalore, India, δ13C is 0.05 ‰ higher than that observed at 547 
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an island station in the Indian Ocean, and cement production in southern India  is offered as 548 

a reason to explain the enrichment of urban δ13C (Guha and Ghosh 2015). The other urban 549 

site is Beijing, China, where the δ13C measurement may have been influenced by cement 550 

factories outside the city (Ren et al. 2015, Pang et al. 2016). 551 

 552 

4.3 Net surface and biological fluxes in the YRD 553 

As a human-dominated landscape, the YRD was a net source of CO2 on the monthly scale 554 

even in the growing season (FS, Figure 7). The seasonal trends of the net surface flux FS and 555 

the biological flux FP were highly correlated with each other because the anthropogenic 556 

source strengths were almost constant. The mean FS between March 2013 and February 2015 557 

was (0.19 ± 1.16)  0.17 mg m-2 s-1, which consisted of (0.156 ± 0.02)  mg m-2 s-1 from fossil 558 

combustion and industrial processes, (0.02 ± 0.002) mg m-2s-1 from cement production and 559 

(0.05 ± 1.31) -0.01 mg m-2 s-1 from biological activities. The total anthropogenic CO2 flux 560 

was (0.17± 0.02) 8 mg m-2 s-1 in the YRD, a 7067 % increase from the value of 0.10 mg m-2 s-561 

1 reported for 2009 (Shen et al. 2014). From 2009 to 2012, the GDP increased by 56 % 562 

according to the National Statistic Yearbook.  563 

For comparison, we extracted the flux data from the Carbon Tracker database for the 6 564 

by 6 pixels that cover the YRD region. The results show that the mean daytime (11:00 to 565 

17:00 local time) biological flux is slightly negative at -0.014 mg m-2 s-1 for 2014 (Peter et al. 566 

2007). Our estimate of FP for 2014 was (0.03 ± 0.64) mg m-2 s-1. As pointed out earlier, the Fp 567 

value for March 2014 was highly uncertain [(0.21± 5.16) mg m-2 s-1]; If we replace this value 568 

by the mean value of February and April 2014, the 2014 mean FP also indicates that the 569 
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region was a negligibly small biological sink of CO2would be reduced to ((0.02 ± 0.22) -570 

0.009 mg m-2 s-1). 571 

We conducted Monte Carlo simulations to assess the sensitivity of the partitioned fluxes 572 

to uncertainties in δ13CP and δ13CF. Errors in these parameters were assumed to follow a 573 

uniform distribution and varied in the range of ±1‰. The mean and standard deviation of 574 

FS were 0.167 and 0.003 mg m-2s-1, and those of FP were -0.005 and 0.003 mg m-2s-1, 575 

respectively for the YRD, based on an ensemble of 10,000 simulations. For Nanjing, the 576 

mean ± standard deviation of FS and FP was 0.209 ± 0.024 and 0.086 ± 0.022 mg m-2s, 577 

respectively. These mean flux values are essentially the same as those obtained with the 578 

default δ13CP and δ13CF values giving in Table 3 and the standard deviations represent 579 

uncertainties of the partitioned fluxes.  580 

Another source of uncertainty in our flux partitioning analysis is related to human breath 581 

(Affek and Eiler 2006). Using the method of Prairie and Duarte (2007), we estimated that 582 

human respiration flux was 0.006 and 0.013 mg m-2 s-1, or 3.7 % and 11.65 % of 583 

anthropogenic emission in the YRD and in Nanjing, respectively. The food diet in the region 584 

is predominantly C3 grains. By including this additional source in Equations 3 and 4 and by 585 

assuming that the isotopic ratiosignature of human respiration is the same as δ13CP shown in 586 

Table 3, FS and FP would increase by 0.008 and 0.001 mg m-2 s-1 in the YRD and by 0.018 mg 587 

m-2 s-1 and 0.005 mg m-2 s-1 in Nanjing, respectively.  588 

 589 

4.4 Comparison of the Miller-Tans and the Keeling method 590 
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By applying the Miller-Tans method to daytime and nighttime observations separately, we 591 

obtained the effective source ratiosignatures that are consistent with the inventory analysis for 592 

the YRD and for the Nanjing Municipality. The daytime measurement revealed that the 593 

13C/12C ratio of the sources were on average 0.2416 ‰ higher than more enrichedthat in 13C 594 

than the signature δ13CS obtained with the nighttime measurement. For comparison, the 595 

overall δ13CS of the anthropogenic sources in the YRD was also higher than that in Nanjing, 596 

the difference being 21.0176 ‰ (Table 2). The interpretation that the daytime observations 597 

capture the influence of surface sources in the YRD region is supported by a trajectory 598 

analysis and by an analysis of the atmospheric methane to CO2 emissions ratio observed at 599 

the same site (Shen et al. 2014). We note that the atmospheric measurements gave a smaller 600 

difference between the YRD and Nanjing than that obtained by the inventory data, likely 601 

because of different biological contributions between the two spatial scales.   602 

We also calculated the 13C/12C ratio of the surface sources with theWe argue that Keeling 603 

plot method. Using the daytime data, the Keeling result was lower and more variable than 604 

that inferred from the Miller-Tans method using the daytime data (Figure 6a). is not 605 

appropriate for daytime periods because the surface air is influenced by both the surface 606 

sources and by entrainment of the background air from above the boundary layer. If we 607 

applied the Keeling method to the daytime observations, the linear correlation coefficient was 608 

on average -0.898 which is weaker than the correlation coefficient obtained with the Miller-609 

Tans method (-0.956). The resulting mean δ13CS  two methods differed by an average 610 

ofwould be -1.510.61 ‰ (Supplementary Table S2) lower than the mean value shown in 611 
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Figure 6. The difference in δ13CS between the YRD (daytime observations, Keeling method) 612 

and Nanjing (nighttime observations, Miller-Tans method) would become too small (0.15‰).  613 

In comparison, the Keeling plot method showed reasonably good performance when 614 

applied to the nighttime observations. This is because surface inversion conditions effectively 615 

prevented mixing of the free atmospheric air with the surface air, so that the single-source 616 

assumption implicit in the Keeling plot method could bewas satisfied. If we applied Keeling 617 

plot method at monthly intervals to the nighttime data, the resulting δ13CS showed very 618 

similar month-to-month variations with would decrease to -24.24‰ for Nanjing from -619 

23.72‰, the value obtained with application of the Miller-Tans method to the nighttime 620 

observations (Figure 6b). The two method differed by an average of 0.21 ‰ (Supplementary 621 

Table S2).  622 

 623 

5. Conclusion  624 

We showed that the temporal changes of δ13C followed the seasonal patterns of 625 

anthropogenic and biologic CO2 emissions, with lower values in the winter than in the 626 

summer. An unusual feature that has not been seen in other urban environments is that the 627 

δ13C exceeded that of the background atmosphere in some of the summer months. The 628 

highest monthly δ 13C was -7.44 ‰ observed in July 2013, which was 0.74 ‰ greater than the 629 

WLG value for the same month. Evidence points to cement production as the key reason for 630 

why the atmospheric δ13C was higher than at the background site. In contrast to the isotope 631 

ratio13C signal, the CO2 mole fraction displayed very weak seasonality (July to January 632 

difference 15.6 mol mol-1ppm).  633 
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We hypothesized that the Miller-Tans method applied to the daytime and nighttime 634 

observations should yield the effective 13C/12C isotopic ratiosignature of surface sources at 635 

the regional (YRD) and the local (Nanjing) scale, respectively. According to the results of the 636 

Miller-Tans method, the effective source 13C/12C ratiosignal in the YRD was -24.37 ‰-637 

23.25‰, which was 0.2146 ‰ higher than that in the Nanjing Municipality. These results 638 

were consistent with inventory estimates of anthropogenic source ratiosignatures at these two 639 

spatial scales.  640 

By combining inventory data on anthropogenic carbonC sources and the atmospheric 641 

measurement of CO2 mole fraction and its13C/12C ratio 13C composition in an isotopic 642 

partitioning framework, we inferred that natural ecosystems in the YRD were a negligibly 643 

small source sink of atmospheric CO2, with an average flux of (0.02 ± 0.22) mg m-2 s-1-0.009 644 

mg m-2s-1 for 2014.. For comparison, tThe Carbon Tracker inverse analysis also reveals a 645 

small annual mean daytime biological flux (-0.014 mg m-2 s-1) for this region for 2014. 646 

 647 

Data availability： 648 

The atmospheric data are available upon request and from the Yale-NUIST Center website 649 

http://yncenter.sites.yale.edu/publications. 650 
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Figure 1. Dependence of the observed δ13C on the H2O mole fraction. The lines represent 985 

Equation 2. Error bars are ± one standard deviation. The data in the left panel was obtained 986 

on October 1, 2014 using a 439 mol mol-1ppm standard gas and the true δ13C value of -987 

32.8 ‰, and that in the right panel on June 10, 2015 using a 488mol mol-1-ppm standard 988 

gas and the true δ13C value of -34.1 ‰.  989 

 990 
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Figure 2. Monthly total CO2 mole fraction (upper panel) and δ13C (lower panel): Solid lines 992 

with circles: whole-day means; dashed lines with up triangles: daytime (10:00-16:00) means; 993 

dashed line with down triangles: nighttime (22:00-6:00) means; smooth solid lines, monthly 994 

means observed at WLG.  995 

996 
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Figure 3. Mean dieurnal variation of the CO2 mole fraction (upper panels) and the δ13C value 1000 

(bottom panels) between March, 2013 and August, 2015.  1001 
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Figure 4. Application of the Miller-Tans method to theall valid daytime (10:00-16:00) data 1005 

obtained in Januarybetween March, 2013 and August, 20145. Each data point is one hourly 1006 

mean. The solid line is the least squares regression geometric mean regression according to 1007 

Equation 31. Errors bounds on the regression coefficients are 95 % confidence intervals.  1008 

1009 
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Figure 5. Same as Figure 4 but for nighttime (22:00-6:00) data obtained in January 2014. 1013 

 1014 

 1015 

  1016 

Formatted: Left



47 
 

Figure 6. Time series of monthly 13C/12C ratiosignature of surface sources in the YRD 1017 

(ablack line) and in Nanjing (bgrey line), obtained from daytime and nighttime measurement, 1018 

respectively. The error bars are ± one standard deviation of thee Miller-Tans regression 1019 

coefficient.  1020 

1021 
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49 
 

Figure 7. Time series of monthly net surface CO2 flux (FS), biological CO2 flux (FP), 1026 

anthropogenic CO2 flux excluding cement emission (FF) and cement CO2 flux (Fc) in the 1027 

YRD. All the CO2 mass fluxes are in mg m-2 s-1. The flux terms FF and Fc are assumed to have 1028 

a 10 % uncertainty typical of fossil fuel consumption data. The partitioning results (FP and 1029 

FS) are based on the source 13C/12C  ratiosignature derived from daytime atmospheric 1030 

measurements. 1031 
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Figure 8. Time series of monthly net surface CO2 flux (FS), biological CO2 flux (FP), 1038 

anthropogenic CO2 flux excluding cement emission (FF) and cement CO2 flux (Fc) in  the 1039 

Nanjing. All the CO2 mass fluxes are in mg m-2 s-1. The flux terms FF and Fc are assumed to 1040 

have a 10 % uncertainty typical of fossil fuel consumption data. The partitioning results (FP 1041 

and FS) The results are based on the source 13C/12C ratiosignature derived from nighttime 1042 

atmospheric measurements. 1043 
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Table 1 Standard gases used for instrument calibration. The mean and standard deviation of 1049 

the CO2 mole fraction and δ13C were based on 6 and 5 repeated measurements, respectively.  1050 

ID CO2 (mol mol-

1ppm) 
δ13C (‰)  Period 

1 Low 381.89 ± 
0.99381.89 

-29.75 ± 0.27-
29.75 

Mar, 2013 - Aug, 2014 

1 High 502.35 ± 
0.28502.35 

-30.01 ± 0.18-
30.01 

Mar, 2013 - Aug, 2014 

2 Low 380.92 ± 
0.95380.92 

-29.75 ± 0.27-
29.75 

Sep, 2014 - Aug, 2015 

2 High 501.05 ± 
0.33501.05 

-30.01 ± 0.18-
30.01 

Sep, 2014 - Aug, 2015 
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Table 2 Percentage of “fossil-plus” sources and their δ13C values for the YRD and Nanjing. 1052 

The uncertainty in the total “fossil-plus” source is a weighted mean of the individual 1053 

uncertainties.  1054 

Sources 

Percentage (%) δ13C (‰)  

YRD Nanjing YRD Nanjing References 

Coal 70.0 52.3 

-25.46 ± 0.39-

25.46 

-25.46 ± 

0.39-25.46 

Duan, 1995, Widory 

2003Duan 1995, Widory 

2006 

Gasoline 2.1 11.4 

-28.69 ± 0.50-

28.80 

-28.69 ± 

0.50-28.80 

Widory and Javoy 

2003Widory and Javoy 

2003 

Diesel 3.2 1.6 

-28.93 ± 0.26-

29.80 

-28.93 ± 

0.26-29.80 Widory 2006Widory 2006 

Fuel oil 2.1 0.3 

-29.32 ± 0.15-

28.93 

-29.32 ± 

0.15-28.93 

Widory and Javoy 

2003Widory and Javoy 

2003 

Natural gas 2.7 5.0 

-39.06 ± 1.07-

39.50 

-39.06 ± 

1.07-39.50 

Widory 2003Pang et al. 

2016 

LPG 0.7 0.2 

-31.70 ± 0.40-

31.70 

-31.70 ± 

0.40-31.70 Widory 2006Widory 2006 

Pig iron 8.7 12.7 

-24.90 ± 0.40-

24.58 

-24.90 ± 

0.40-24.58 Pan 2007this study 

Crude steel 1.5 0.7 

-25.28 ± 0.40-

24.82 

-25.28 ± 

0.40-24.82 Wang 2013this study 

Ammonia synthesis 9.0 15.9 

-28.18 ± 0.55-

28.50 

-28.18 ± 

0.55-28.50 An 2012this study 

Total 100 100 

-26.36 ± 0.42-

26.07 

-26.947 ± 

0.46  2  
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Table 3. Inventory data for the isotopic composition of surface CO2 sources and their 1056 

percentage of contribution in the YRD and in Nanjing. Here the “fossil-plus” category 1057 

includes all non-cement anthropogenic emissions listed in Table 2. The cement isotopic ratio 1058 

is based on Andres et al. (1994). The uncertain range in the biological isotope ratio is based 1059 

on Vardag et al. (2016). 1060 

Sources 
YRD Nanjing 

δ13C (‰) Percentage (%) δ13C (‰) Percentage (%)

“Fossil-plus” -26.36 ± 0.42 -

26.07 

91.0 -26.97 ± 0.46 

-26.42 

96.4 

Cement 0 ± 0.30 0.20 9.0 0 ± 0.30 0.20 3.6 

Anthropogenic -23.99 ± 0.41 -

23.71 

100 -26.00 ± 0.45 

-25.47 

100 

Biological -28.20 ± 1.00-

28.2 

—— -28.20 ± 1.00-

28.2 

—— 
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