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We thank Referee #3 for their comments.

The primary change in the updated manuscript is a reprocessing of the TCCON tropospheric methane (CH$_4$) column-averaged dry-air mole fractions (DMFs), which is described in detail in added supplement, “Updates to Tropospheric Methane Data” (Appendix A). Although some of the regression statistics and comparisons have changed as a result of measurement updates, the main conclusions, the mismatch in tropospheric seasonality and the dependence of the stratospheric contribution error on
My first major concern is that the fluxes used for the "Base" case do not actually match the total column TCCON measurements all that well. This can be seen somewhat by the top row of scatter plots in Figure 4. The correlation between the the total column simulated by GEOS-Chem has a correlation with the TCCON measurements of 0.86, which is even a bit lower than the correlation of the tropospheric columns, which are arguably more relevant for flux inversions. But more worrying, in Figure 7 it can be seen that the seasonality of the total column across the TCCON northern hemisphere sites considered is completely wrong. This inability to capture the seasonal cycle in the total column means that only limited conclusions can be drawn from assessing the (slightly different) mismatch in the two parts of the column. Thus I think the main weakness of this paper is the choice of fluxes used for the forward simulation.

We chose to use the default emissions provided for the GEOS-Chem offline CH₄ simulation to demonstrate how systematic errors in the vertical profile of CH₄ (which are caused by parameters that do not vary interannually, namely OH fields and transport schemes) can alias into the optimized emissions resulting from an assimilation of total column measurements into an atmospheric inversion. This analysis is a sensitivity study on how model biases can alias into emissions optimization. Thus, the choice of emissions would not drive results unless those emissions are somehow causing the systematic biases. The aseasonal simulation was set up as an experiment to determine if the seasonality of emissions was causing the tropospheric phase lag observed in the base simulation. As Fig. 7 illustrates, the seasonal phase was consistent between simulations even as the amplitude changed, which demonstrates that the cho-
sen emissions fields do not drive the main result of this analysis.

These fluxes are only listed in terms of categories, with no itemization of which anthropogenic inventory (I guess EDGAR4.X?), which "other natural emissions", or which model was used for the very important seasonal wetland and rice fluxes. At very least this needs to be amended and clarified.

References were cited for the “default” offline CH$_4$ simulation, which included a description of these fluxes. We have since added details and references for each of the emissions categories have been added for the reader's convenience.

It’s fine that the fluxes are added to the model at 60 second increments, but I guess that aside from fires and wetlands/rice the fluxes are constant throughout the year? Or did you employ a diurnal or weekly or annual cycle?

The list of emissions, which were grouped by time evolution (annual, monthly, and daily), now includes additional details that should make the time scales of their variability more apparent to the reader.

And what about the OH fields? Is there a reference for where these came from? Have they been optimized via methyl chloroform or similar?

Optimized OH fields were not available for GEOS-Chem, which led to the OH sensitivity experiments to test the dependency of CH$_4$ DMFs on the magnitude, seasonality, and distribution of tropospheric OH. These experiments are described in Appendix B1, “Equilibrium Sensitivity Experiments”. The Northern to Southern Hemisphere ratio of 1.0 (monthly range of 0.975 – 1.02, applying a six month lag in the Southern Hemisphere) is consistent with the ratio of 0.97±0.12 found by Patra et al. (2014). The tropospheric OH are monthly-averaged output from a GEOS-Chem tropospheric chemistry
Simulation (Park et al., 2004). The description of tropospheric OH and stratospheric loss parameterization fields now include references.

What would have been a more relevant choice for this type of study would be to use optimized fluxes, resulting from an atmospheric inversion using the same model. There are a few groups working on methane inversions with GEOS-Chem, so such fluxes should not have been difficult to find through collaboration. Then you would have been able to start with a seasonal cycle in the column that is actually consistent at the TCCON sites, assuming that the TCCON sites were assimilated in the inversion. This would have made the analysis more relevant, and it would be my strongest recommendation for improving this study.

As you note, most of the recent optimized emissions that result from atmospheric inversions, especially those using GEOS-Chem as the forward model, assimilate TCCON total column measurements. Using these fluxes would make the measurement to model comparisons, and thus their correlations, no longer independent, and the statistics would be less meaningful.

Moreover, using optimized fluxes may not improve the seasonality of the mismatch. Fraser et al. (2011) compared TCCON total columns to GEOS-Chem run with posterior fluxes, which were derived from an inversion using GOSAT total columns and surface measurements, and found a seasonally-varying measurement-model mismatch that fell between $\pm 20$ ppb (Fig. 6 of that paper). We agree that work that compares optimized fluxes from atmospheric inversions that assimilate data at various vertical levels would be very informative, and this approach would be an important next step.

Another concern related to the choice of fluxes relates to the method used for the aseasonal simulation. The manuscript describes that the seasonal fluxes (fires, wetlands, and rice) were "disabled" (I assume this means set to zero?), and then...
the other fluxes were scaled up to maintain the fluxes and the approximate (but certainly not exact, as shown in Figure 11) latitudinal distribution. Why not simply use an annual mean of the variable fluxes? Then you are not changing two things at once (geographic distribution and temporal variability) and attempting to attribute the changes to only one of the factors.

We agree that producing aseasonal emissions by changing the seasonally varying fluxes to be constant throughout each year for each grid box would be ideal. Unfortunately, the model infrastructure made such a simulation difficult to execute as it required the emissions code to be re-written, risking differences due to compiling changes. Thus the scaling technique was developed as an alternative to assess first-order impacts of emissions seasonality. We have added this explicitly as a limitation that should be improved on in the future. However, most of the notable results, especially the phase lag in the tropospheric seasonality, are consistent between the model runs despite any differences in the spatial distribution of emissions. This demonstrates the robustness of our conclusions regardless of the emissions fields used. Additionally, the analyses comparing the base and aseasonal simulations are aggregated on zonal or hemispheric scales and therefore should not vary because of the spatial differences of their emissions at smaller scales.

My next major concern is related to the numerics of how the stratospheric and tropospheric model columns are divided. I do not understand how the stratospheric column-integrated dry air mole fractions have values around 30-100 ppb (from Figure 4). This seems very, very low. Looking at the prior profiles from Wunch et al. (2011), Figure 2, the stratospheric values of CH4 range from 500-1800 ppm. I am not sure if this can be explained by the weighting with the pressure-weighted averaging kernel, as the methane column averaging kernel is actually rather flat (from Figure 4, Wunch et al., 2011). Also from Figure 1 of Saad et al. (2014), the only mixing ratios of stratospheric methane less than
even 500 ppb seem to be over 40 km or so, which is far above even the highest tropopause. I had postulated that perhaps you had calculated the mixing ratio not in parts per million molecules of stratospheric air but rather of total column air (in which case it should have been explained). Although I would not advocate for such an approach, in that case the stratospheric partial column dry air mole fraction could be added directly to the tropospheric dry air mole fraction to get the total column dry air mole fraction. Looking again at Figure 4, this is clearly not the case: the tropospheric column is clearly larger than the total column. This needs to be clarified.

You correctly postulated that the stratospheric contribution is calculated in reference to the total column of air. This was done for both practical and conceptual reasons. TCCON $X_{CH_4}$ and $X^t_{CH_4}$ are processed to remove various spectroscopic biases and calibrated to in situ aircraft profiles, now described in Appendix A, “Updates to Tropospheric Methane Data.” Thus, using these column-averaged DMFs instead of the CH$_4$ columns in our proxy for stratospheric air ensures measurement biases are not the cause of any measurement-model mismatch.

Conceptually, because this paper focuses on how the model’s stratospheric contribution to the total column can alter the conclusions made about tropospheric trends, we determined that stratospheric CH$_4$ over the total column of air would be more relevant than the stratospheric partial column of CH$_4$. We agree that if the purpose of this work was to assess modeled stratospheric profiles, the stratospheric partial column would be more appropriate. Because the stratosphere has less CH$_4$, the stratospheric contribution depresses the total column value, so the tropospheric column average should be larger. We frame the stratospheric contribution as positive number to make the value more intuitive: a larger stratospheric contribution indicates the influence of the stratosphere on the total column is greater. The stratospheric contribution is also represented as a positive number for visual clarity; applying a sign change to the stratospheric contribution in Fig. 4 and adding it to $X^t_{CH_4}$ does reproduce $X_{CH_4}$. 

C6
We have updated the wording of the definition of the stratospheric contribution on p.5 l.21 to remove the ambiguity of how the stratospheric contribution is calculated. Additionally, we have added an appendix with the derivation of the stratospheric contribution, “Derivation of Stratospheric Contribution” (Appendix C). We have also changed usage of “stratosphere” to “stratospheric contribution” throughout the text for contexts in which the ambiguity could be confusing.

One other concern was the consistency of the model tropopause with that from the TCCON retrievals. You mention testing the impact of moving the tropopause model layer up one or two levels, but this does not allow for potential seasonal or regional variability in the match between the two. At very least the (latitude- and seasonal-dependent) correlation between the model and retrieval tropopause heights should be presented in some way.

Accurately representing GEOS-Chem’s tropospheric column for the purpose of comparison to measurements depends on setting the tropopause so that the calculation from model output is consistent with the way the model defines the troposphere. Shifting the tropopause level allowed us to test the degree to which calculating $X_{\text{CH}_4}^t$ using the daily average tropopause could bias the comparison. Because the vertical gradient of CH$_4$ is steepest across the UTLS, choosing a lower tropopause level would change the vertical integration much less than choosing a higher level. Thus, integrating to higher pressure levels would provide a better measure of sensitivity to the integration tropopause height chosen.

Additionally, GEOS-Chem sets the top of the troposphere one level below the vertical pressure level below the tropopause, which we thought could also introduce a bias. We ran a simulation setting the top of the troposphere at the level in which the tropopause exists (now listed in Appendix B1, “Equilibrium Sensitivity Experiments”), essentially shifting the tropopause up two levels, to determine if the choice of the definition of the tropopause changed the distribution of CH$_4$ concentrations. This change did not
improve measurement-model agreement and, as the newly added figure demonstrates, had almost no impact on the seasonality of $X_{CH_4}^t$ (Fig. 15 in the updated manuscript).

We consider other inconsistencies in the model tropopause, such as seasonal or zonal variability, as one of the model errors that can alias into $X_{CH_4}$ comparisons. The calibration of TCCON measurements to in situ aircraft profiles (Wunch et al., 2015) limits any bias that errors in the TCCON tropopause heights could induce in the comparisons with the model. Moreover, the difference between calibrated TCCON and integrated aircraft $X_{CH_4}$ and $X_{CH_4}^t$ values have no correlation to the tropopause heights used to generate the TCCON priors or computed from the aircraft temperature and pressure profiles (uncertainty-weighted $R^2 = 0$).

P3, second paragraph: This sounds like you’re describing atmospheric inversion while going out of your way not to call it "inversion". Or are you referring to optimization only by processed-based scaling of set spatial fields? Please clarify, and if you mean inversion, please say so.

We infer that the referee meant p.2 second paragraph and have added the term “atmospheric inversion” for clarity.

P2, L10: The reference to Stephens et al. (2007) here seems not to fit so well - this study was looking at aircraft profiles rather than column-integrated information.

The reference of Stephens et al. (2007) was included to illustrate the importance of assimilating observations that provide information about the vertical profile to accurately constrain chemical transport models. We agree that p.2 l.10 is not the appropriate location for this point and have moved the reference to the paragraph on p.2 l.22.

P4, L14: Although I mentioned it already above, there needs to be some citations...
to describe the model and fluxes used.

Citations and additional details for the GEOS-Chem offline CH₄ emissions, tropospheric OH, and stratospheric loss fields have been added.

P5, L9-10: In Appendix A1 I couldn’t find any real description of the OH sensitivity runs. Do your OH fields have seasonality? This experiment is insufficiently described.

We have added the following description of the “Updated OH” simulation (Table 2, Fig. 3) to Appendix B1, “Equilibrium Sensitivity Experiments”:

“The updated OH simulation used OH output from a 2012 GEOS-Chem standard chemistry simulation with extensive updates to the photochemical oxidation mechanisms of biogenic volatile organic compounds (VOCs), described in Bates et al. (2016) and references therein. These were converted to 3D monthly mean OH concentrations to conform to the infrastructure of the GEOS-Chem offline CH₄ tropospheric loss mechanism. The OH was then scaled by 90% to keep the lifetime above 8 years, and emissions were scaled by 112% to maintain the same balance between sources and sinks in the base simulation. Figure 14 provides zonal averages of the difference between the base and updated OH columns.”

We also ran several sensitivity experiments on different OH fields, which included scaling the default OH fields and using different scalings of the “Standard Chemistry + Biogenic VOCs” OH output. A table delineating these simulations has now been added to Appendix B1.

P5, L15: I was a bit confused here: are the means and medians for all values over the day, over just over those where TCCON measurements were made?
GEOS-Chem smoothed column-averaged DMFs were only calculated for days in which TCCON measurements were made and were smoothed using solar zenith angles, vertical scaling factors, and surface pressures for TCCON measurements used in the comparisons. The added discussion of the TCCON retrieval in Section 2.1 provides a description of the vertical scaling factor that clarifies subsequent references. To further lessen confusion, this sentence has been changed to, “For comparisons with column measurements, model vertical profiles were smoothed with corresponding TCCON CH₄ averaging kernels, interpolated for the daily mean solar zenith angles, and prior profiles, scaled with daily median vertical scaling factors and interpolated to the daily mean surface pressures measured at each site, following the methodology in Rodgers and Connor (2003) and Wunch et al. (2010).”

In general I found the use of "DMF" to mean "column-integrated dry air mole fraction" to be rather confusing. Flask measurements also measure dry air mole fraction, so DMF on its own does not tell the reader that an integrated column is being discussed. This is found throughout the manuscript and should be clarified.

The modifier “column-average” now precedes “DMF” unless referring to a surface or profile measurement to maintain consistency and avoid ambiguity.

Figure 3: The caption says that the stratosphere shows a seasonal cycle of 15 ppb at Park Falls, but in the figure looks like more like 30 ppb. Please explain. I was also surprised to see that Park Falls appears to have a larger seasonal cycle in the stratosphere than in the troposphere for the Base case. This doesn’t make sense to me. Please explain.

The text cites a seasonal amplitude of 15 ppb, referring to the peak amplitude of the seasonal cycle (i.e. the difference between the peak and the mean). The peak-to-
trough amplitude, which is twice the peak amplitude, would indeed be 30 ppb. We have changed the word “amplitude” to “range” and updated the values accordingly to reduce confusion.

The model's larger seasonal cycle of the stratospheric contribution compared to that of the tropospheric column does not agree with the measurements, as illustrated by Fig. 7. The stratospheric contribution is a function of the gradient across the tropopause and CH$_4$ loss in the stratosphere (Appendix C, “Derivation of Stratospheric Contribution”); thus, model errors in prescribed tropopause height, stratospheric chemistry, and stratospheric transport will impact the seasonal cycle of the stratospheric contribution.

**P7, L13-14: What about the significant figures on the slopes (e.g. 1.1±0.020).**

The extra significant figures on the slope errors were unintended and have been removed.

**P8, L5-7: I’m not sure that Figure 4 shows a good agreement between the stratospheric columns of TCCON and GEOS-Chem. Yes, the clump of points is closer to the 1:1 line, but it hardly forms a line at all. Is the correlation coefficient for this one station really notably higher?**

The wording indicating good agreement has been changed to, “fall most closely to the one-to-one line.” The spread across the one-to-one line seen at Lauder is partly due to seasonal variability, as the stratospheric loss parameterization in the model is monthly. Averaging GEOS-Chem daily values to correspond to the ACE-FTS and GEOS-Chem climatologies would make the relationship more compact.

**Figure 5: Again I’m confused about the calculation of the stratospheric column. For instance, we can see from Figure 4 that the stratospheric column simulated**
by GEOS-Chem is around 50 ppb. Then looking at Figure 5, ACE-FTS minus GEOS-Chem seems to show a difference of approximately -50 ppb around 45 degrees south. Does this mean that the ACE-FTS measurements are showing close to zero methane? In general there seems to be better agreement between TCCON and GEOS-Chem (Figure 4) than ACE-FTS and GEOS-Chem (Figure 5), but it is difficult to tell from the figures presented. Could you comment on this?

How do ACE-FTS and TCCON agree?

Figure 5 illustrates differences between the CH₄ profiles given by ACE-FTS and GEOS-Chem climatologies, not pressure-weighted column averages as in the TCCON comparison. As a point of reference, they correspond to the prior profiles from Wunch et al. (2011) you mentioned in previous comments. Thus, the ±150 ppb range appertains to the difference of the mean CH₄ mole fractions at each pressure level. The ACE-FTS climatology used in Fig. 5 is an older version of the measurements (v. 2.2, Jones et al., 2012), which could impact some of individual grid box differences. However, a comparison to the v.3.5 (which are used in the \( X_{\text{CH}_4}^t \) calculation) monthly mean CH₄ DMFs indicate that the data version likely would not change main features illustrated in Fig. 5.

Because the comparisons between TCCON and GEOS-Chem are for pressure-weighted column averages, the agreement is therefore not directly comparable to ACE-FTS mole fraction differences at individual pressure levels. Agreement between TCCON and ACE-FTS is difficult to quantify because ACE-FTS retrievals provide vertical information solely in the upper atmosphere, and TCCON retrievals provide column averages that, due to the pressure weighting, are dominated by the troposphere. However, ACE-FTS is one of the various platforms used in the development of the empirical model that generates TCCON priors (Wunch et al., 2015), and the stratospheric CH₄ profiles it measures are used in the calculation of the TCCON tropospheric CH₄ product (Saad et al., 2014).

Figure 7: I am very surprised to see that the aseasonal simulations have higher
seasonal cycles in both the stratosphere and the stratosphere than the base case. Are you sure of this result? What role does the (potential) seasonality of the OH sink have here?

The larger seasonal amplitude of the aseasonal $X_{CH_4}^t$ is indeed a notable result. The greatest differences, from August through October, result from dampening the large summer wetland fluxes that balance high summer OH concentrations in the base simulation. The larger variance across sites that we note is also indicative that the seasonal amplitude does not increase as drastically at the sub-tropical sites. (We did not include the figure with all site seasonalities because it was visually chaotic, given the many Northern Hemisphere sites.)

The second largest difference, during the spring, could also be a result of the source/sink balance: the aseasonal simulation introduces fluxes in the winter, when the OH concentrations are lowest. As we mention on p.10 l.18, the model may also have an error in phase with the seasonal emissions that produces the reasonable seasonal cycle amplitude in the base simulation troposphere (Fig. 7). We have added to that paragraph a discussion of the interaction between emissions and OH loss.

While the seasonal amplitude of the mean Northern Hemisphere stratospheric contribution is larger for the aseasonal versus base simulation, the maximum difference of their means is only about 2 ppb, which is within the $1\sigma$ standard deviations across sites. This similarity further demonstrates the insensitivity of the model’s stratosphere to chosen emissions.

And what about the sampling throughout the year? Are there enough measurements at Bremen in December and January, or is part of this seasonality a question of shifting sampling throughout the year? Related to this: I assume you are only considering days on which there are TCCON measurements in the model analysis?
The seasonality of GEOS-Chem is computed from the smoothed pressure-weighted column-averaged DMFs, which incorporate the TCCON scaled prior profiles (see Appendix B3, “Model Smoothing for Measurement Comparisons”) and thus require us to consider days on which TCCON measurements exist. While the number of measurements per month is variable throughout the year, all high latitude sites have a time series long enough to extract detrended monthly mean information. Moreover, the sites that are most susceptible to low winter sampling are the five in Europe, which are located in adjacent GEOS-Chem grid boxes. Because we average the seasonality across the Northern Hemisphere, the aggregate of these high-latitude sites would remove any impact that fewer winter measurements have. Figure 1 plots the Northern Hemispheric seasonality without the sites north of 50°N, Bialystok and Bremen, for comparison. The only sites that are not included in the Northern Hemisphere seasonality are those which began taking measurements less than a year before the end of the model run: Saga and Réunion Island. We have rectified this omission in the text.

Another surprise here is that seasonal cycle of the tropospheric and stratospheric columns in the aseasonal case are essentially in phase, yet when the total column is considered, a bimodal seasonal cycle is found. How can this be?

The stratospheric contribution is the amount by which the stratosphere decreases the total column average (via stratospheric loss and transport). Thus, the stratospheric contribution has an inverse effect on $X_{CH_4}$ relative to $X^t_{CH_4}$, and the balance between the stratospheric contribution and $X^t_{CH_4}$ causes the seasonality in $X_{CH_4}$. We define the stratospheric contribution more explicitly and include its derivation in Appendix C to prevent confusion.

P10, L11: I disagree with this statement: it seems that the seasonal cycle of the modelled stratospheric columns precede the seasonal cycle of TCCON by a good month.
The comparison of the stratospheric seasonality is difficult to assess by eye, but the stratospheric contributions of TCCON and GEOS-Chem are in phase, which is illustrated by the shared inflections point in June and December.

**Figure 8:** The smoothing carried out here is not informative. Why not a box and whiskers plot to show how variable the data really are? Also, Park Falls is rather a tricky station with quite a lot of local influence and not a clear seasonal cycle. Perhaps another station would be more informative?

Park Falls was chosen because of the TCCON sites that also have surface observations, the $X_{\text{CH}_4}$ seasonality most closely matches the Northern Hemisphere mean shown in Fig. 7; thus Fig. 8 provides a good basis to compare surface and tropospheric column measurements. While the site does have a complicated seasonality near the surface, we find it notable that GEOS-Chem is able to capture several of those features, especially the local minimum in October, but still deviates from the observations, as we note on p.10 l.8. The box and whisker plots with superimposed observations and model data were difficult to follow visually. Instead, to show the variability, we have added to Fig. 8 lower and upper bounds denoting the 25th and 75th percentiles, respectively, of detrended data for each month.

**Also, is the temporal sampling of the model consistent with that of the rather sparse flasks?**

We had compared more frequent "Programmable Flask Package" (PFP) measurements, which have been measured at Park Falls since 2006, and found only slight differences in the seasonal cycle. Because we could not find equivalent in situ NOAA measurements, which we chose because they are on the same calibration scale as TCCON (Wunch et al., 2010), in the Southern Hemisphere, we only plot the flask measurements. Figure 2 plots Fig. 8 with the higher resolution flask data included for your
In a broader sense I’m not sure what the real message here is. We see already in Figure 7 that the GEOS-Chem run does a very poor job of representing the seasonal cycle in the NH column: would you expect it to be better at the surface?

We included surface measurements (a) to demonstrate that the seasonality that we see is not due to some unknown bias in the $X_{\text{CH}_4}$ measurements and (b) to test whether the phase shift could be due to vertical transport, which would create a smaller lag at the surface, or horizontal transport, which is our hypothesis.

**Figure 9: Please label the plots (especially upper panel).**

The upper panel of Fig. 9 is now labeled.

**Figure 10: The y-axis should have the same scale for the top and bottom figures, even if only part of the range is shown.**

The y-axes of the two subfigures in Fig. 10 have been scaled so that the latitude grid boxes are equal.

I was also not quite sure about the units here. $10^6$ kg is 0.001 Tg, so the bright yellow ($10 \times 10^6$ kg CH4) is 0.01 Tg CH4. But then in Figure 11 the increments between the seasonal and aseasonal run seem to be rather on the order of 1 Tg CH4 mo$^{-1}$, which is two orders of magnitude higher. Or have I missed something here?

Figure 10 shows the zonally averaged wetland emissions, while Fig. 11 displays the total difference in emissions. The units in Fig. 10a have been changed to Gg, and the description of units in the caption of Fig. 11 has been changed from “Tg” to “summed
over each zonal band, in Tg·mo$^{-1}$ to prevent confusion.

P13, L5-6: I did not quite understand the description of what you did here. You write "derived by calculating the total emissions resulting from an increase of 1 ppb of CH$_4$ in each surface grid box". Do you mean by calculating the emissions required to cause a 1 ppb increase in each surface grid box? How often were you adding this increment? Monthly? Do you consider the effect that these emissions have on the concentrations of neighboring grid boxes? Is there a reference that explains this procedure in a bit more detail? Based on what is written here, I could not reproduce the experiment.

To show the true change in posterior emissions associated with a phase lag, the gain matrix would need to be derived for all grid boxes in the model. Because we did not have the actual sensitivity of CH$_4$ to wetland concentrations, which varies spatially depending on proximity to sources, we estimated that sensitivity as the mass of CH$_4$ associated with a 1 ppb increase in CH$_4$ in the surface grid box. The change in posterior emissions was then calculated as the product of this sensitivity and the fraction of the monthly mean emissions from wetlands in each surface grid box. Figure 10b mapped the difference between this change in posterior wetland emissions and the value in the same grid box three months prior, summed for each zonal band. Because this approach does not include any of the information about transport (as would exist in the linear operator that transforms model emissions to concentrations), we are not able to consider neighboring grid boxes. We have since updated the calculation as the sensitivity to 1 ppb increase in CH$_4$ over the tropospheric column, as the focus on this analysis is the assimilation of column data.

P14, L8: I don’t think you have convincingly shown that the seasonal lag is a function of transport, and not, say, your sink, or the spatial distribution of the fluxes.
The sensitivity experiments we ran tested the model’s response to a number of different emissions, OH, and meteorology fields. The seasonal phase shift in the tropospheric column appeared in all simulations, although the seasonal cycle amplitude and the shape of the springtime maximum varies. We have added a table describing these simulations and a figure that plots the tropospheric seasonality, as well as deviations from the base simulation, of each of these simulations to Appendix B1, “Equilibrium Sensitivity Experiments.” We have also removed the sentence in the conclusion referred to by this comment.

P15, L1-2: While I agree that prescribing the stratospheric CH4 fields based on satellite observations might help, this will lead to transport that is not mass conserving, which is a problem for flux inversion. Please comment.

The insensitivity of the stratosphere to perturbations in tropospheric CH4 suggest that prescribed stratospheric CH4 would not need complicated adjustment to enforce mass conservation. We agree that the mechanism by which a model would set these CH4 fields in the stratosphere would require careful consideration of how best to ensure the conservation of mass. For example, the stratospheric fields could be scaled according to the mass flux from the troposphere. As models develop their representation of stratosphere-troposphere exchange, however, the conservation of mass will become a more complicated problem. In addition to the UCX mechanism we suggested, a variety of linear schemes for stratospheric CH4 have been tested for other models, such as Slimcat (Monge-Sanz et al., 2013).

Perhaps also mention that MIPAS and ACE-FTS are both good candidates for such an approach, but the former is not flying right now, and the latter has already been flying for 11 years and there is no replacement in sight.

This sentence now reads, “satellite observations from ACE-FTS, MIPAS (von Clarmann
et al., 2009), or a compilation of remote sensing instruments (Buchwitz et al., 2015).” While stratospheric CH$_4$ fields for specific years would be ideal, even a monthly climat-ology with a secular increase applied would be an improvement on the current loss parameterization, which are monthly fields that do not vary interannually.

Typographical/language comments:
P3, L9: add "the" before "assimilation"
Table 1: The sign on the latitude of Darwin is wrong in this table.
P4, L11: Add degree symbol on both 4 and 5.
P5, L5: "data WERE available" (plural)
P5, L13: "and initial conditions" -> "and used as initial conditions"
There is no reference to Appendix A2 in the text.
P5, L18: "test the dependence of our results ON the"
p6, L1, L5, and a few other places: "emissions seasonality" isn’t quite right. It should either be "the emissions’ sensitivity" or "the seasonality of the emissions".
p11, L6: emissions -> emission

The above changes were made, and Appendix A2 (now B2) is now referenced in Section 2.2.1
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Fig. 1. Detrended seasonality of TCCON (black diamonds), GEOS-Chem base (red circles), and GEOS-Chem aseasonal (blue squares) CH$_4$ column-averaged DMFs, averaged across Northern Hemisphere sites, except Bialystok, Bremen, Saga, and Réunion Island. Error bars denote the 1σ standard deviation across sites.
Fig. 2. NOAA tall tower PFP flask (black dashed line), NOAA surface flask (black solid line), and GEOS-Chem surface level (red solid line) seasonality of CH$_4$ DMFs over 2005-2011 at Park Falls, WI, USA and Baring Head, NZ. PFP data is courtesy of Arlyn Andrews (NOAA): Andrews, A.E., E. Dlugokencky, and P.M. Lang (2008), Methane Dry Air Mole Fractions from the NOAA ESRL Surface Network using Programmable Flask Packages (PFP), 1992-2008, Version: 2013-07-03.
Fig. 3. Please see caption on Fig. 1.
Fig. 4. Please see caption on Fig. 2.