Response to reviewers by D. R. Bowdalo et al.

The authors thank the referees greatly for their comments on the manuscript. We have
modified the paper based on all their suggestions and certainty feel this has improved the

paper.

Reviewer 1

Major comments

“You place a lot of emphasis on macroweather, a relatively new term that I wasn’t even
aware of. The term does not appear in the AMS Glossary
(http://glossary.ametsoc.org/index.php?title=Special: AllPages /M), and I had to read about
it here: http://www.cambridgeblog.org/2013/09/expect-macroweather/. Please provide a
definition of macroweather and state how it differs from climate. Along these same lines,
your description of turbulence and macroweather at the end of page 4 seem to be out-
side the standard definitions. Looking at the various definitions of turbulence in the AMS
Glossary (http://glossary.ametsoc.org/w /index.php?title=Special: AllPages&from=Tipping-
bucket-+rain+gauge) turbulence seems most applicable to the microscale (e.g. it is calculated
using the Reynolds number which describes viscosity). The term eddy is also most often
used in reference to small scale motions. And here you seem to imply that macroweather
encompasses the definitions of synoptic-scale troughs and anticyclones. But from my reading
of Lovejoy’s description, macroweather is more a time scale than a physical weather system.
For example I would not refer to a single synoptic scale trough passing over Europe in the
span of 3 days as macroweather, but I would consider a series of troughs and anticyclones
passing over Europe during a month to be macroweather. Finally, where do the approxi-
mately 5-year ozone fluctuations caused by ENSO fall in the time-scale from macroweather
to climate? For example, Lin et al. show that ozone at Mauna Loa and across the western
USA is strongly affected by ENSO.”

We have revised Section 3.1 for enhanced clarity, including more detailed descriptions of the
spectral weather, macroweather and climate regimes and altering terminology (i.e eddy). We
base a lot of the terminology in this section on the work of Lovejoy & Schertzer, 2013b. We
have also added comments about longer term oscillations such as ENSO.

“Page 4 lines 21-24 Here you introduce the concept of your analysis using figure 2, but it
does not show everything you are describing. For example you mention a scale up to 3000
days, but your figure doesn’t even go to 2000. You also mention peaks at 1/3 day and 1/2
and 1/3 year, but I simply cannot distinguish such peaks. Either provide a figure that shows
these peaks, or change the description.”



We have amended the text description to more accurately reflect Figure 2.

“Page 6 line 1 What physical process does the 4th harmonic represent... or the other har-
monics?”

The harmonics do not necessarily independently represent any specific physical processes,
rather they are a result of the periodicity of ozone on annual/daily timescales not being
purely sinusoidal. This can be demonstrated by the FFT representation of a square wave,
which results in a set of characteristic odd harmonics. It has been suggested the 2nd har-
monic for marine boundary layer sites has a sole independent forcing, Parrish et al., 2016,
however the harmonics do not have to have independent forcings by nature, they are a prod-
uct of the mathematics.

“Page 6 line 16 The EPA AQS database has hundreds of present-day sites for which many
years of data are available. Yet this analysis uses just a subset. What were the criteria for
limiting the AQS sites?”

The number of EPA AQS sites used is significantly reduced due to a number of stringent
data quality checks (i.e identification of urban sites) that are outlined in Sofen et al., 2016.
We have altered our description to highlight this.

“Page 7 lines 19 Here you almost dismissed one of the most important topics in global ozone
analysis, the determination of the seasonal peak. You describe the timing of ozone at pol-
luted sites as being ‘suggested’. Knowledge of the timing is far more than a suggestion; we
know exactly when the peaks occur just from looking at the data. The hard part is actually
doing this type of analysis for many sites around the world. But fortunately you now have
the analysis to show when this happens. The basic reasons for the timing of the peaks is
understood as the peaks in the eastern US are now occurring earlier due to changes in emis-
sions as shown by Clifton et al. 2014. There is also lengthy discussion of this topic in Cooper
et al. 2014, who show that heavily polluted sites in the US, Europe, and especially China,
still have summertime peaks. Figure 7 of Cooper et al 2014 shows the month during which
tropospheric column ozone peaks, according to the OMI/MLS satellite product, which can
be compared to your surface plot.”

We appreciate this is clumsily worded and have altered the description to include references
which give detailed discussion on the seasonality of ozone.

Minor comments

“Page 1 line 17 Krupa and Kickert is a very outdated reference for the impacts of ozone on
vegetation, please find something more recent and authoritative. You also need a current
reference describing the impact of ozone on human health.”

Reference replaced.

“Page 2 line 4 You cite Stevenson and Young for an ozone lifetime of months, but they
conclude that it’s about 22 days. Please correct.”
Corrected.



“Page 2 line 27 . . .this decomposition yields a number.. ”

Amended.

“Page 3 line 25, commas would really help here: If strong periodicity exists on a frequency,
not an integer integral on the span of the time series, then..”
Added commas.

“Page 4 line 12, too many stills: will still be underestimated as there are still no frequencies.”
Amended.

“Page 4 line 19 Here and throughout the paper, ozone is measured in units of ppbv and
needs to be reported as such, not as ppb.”
Changed all instances of ppb to ppbv.

“Page 5, line 7 What do you mean by eddy?”
As referenced above, we have changed the terminology and description in Section 3.1 for
enhanced clarity.

“Page 6 line 1 as it is the highest harmonic for which we find significance.”
Changed.

“Page 6 line 2 Here you give two stations as examples, but you tell the reader absolutely
nothing about these stations, so what is the reader supposed to learn?”
Edited to add context.

“Page 6 line 21 which leads to an over representation of northern continental mid-latitude
locations and an under representation of other areas of world.”
Amended.

“Page 6 line 28 Homogeneity”
Amended.

“Page 7 line 3 Many of your readers won’t know where Cape Grim or Cape Point are located,
so please add some description.”
Added geographical description.

“Page 7 line 4 ...production and loss.”
Amended.

“Page 7 line 19 Better to say baseline sites rather than clean sites.”
Amended.

“Page 8 line 24 Stratosphere/troposphere exchange”
Amended.



“Page 9 line 4 Therefore, on some timescales the model cannot be expected to interpret the
observed variability, and this limitation should be considered when preparing model experi-
ments.”

Amended.

“Page 11 line 20 Here the discussion is on East Asian emissions but papers by Creilson and
Eckhardt are cited which focus instead on the North Atlantic. Unless these papers specifi-
cally address the impact of East Asia they should be deleted.”

Removed erroneous papers.

“Page 12 line 6 Do you mean lower rather than less?”
Amended.

Reviewer 2

Specific comments

“l1. p. 3, lines 3-11: Without proper context, the authors seem to be implying that this is
the first time the LSP has been applied to air quality data. It would be useful to cite other
papers that have utilized the LSP to analyze air quality data, such as Dutton et al., Tem-
poral patterns in daily measurements of inorganic and organic speciated PM2.5 in Denver,
Atmos Environ. 2010; 44(7): 987-998.”

We have added references citing other papers that make use of the LSP for air quality data
analysis.

“2. p. 4, line 17: Specify the temporal resolution of the surface ozone data from Cape Verde,
and describe the location in terms of where it is, its climate, and degree of human develop-
ment. Why Cape Verde? Including a contrasting site with nearly opposite characteristics
would provide a nice counterexample.”

We have added detail outlining the temporal resolution of the data and the geographical char-
acteristics of Cape Verde. Cape Verde is run and maintained by the atmospheric chemistry
group at the University of York, thus it provides a readily accessible dataset that precludes
us having to deal with data privacy issues associated with the display of other datasets. As
requested we have added a contrasting continental site situated in California.

“3. p. 5, lines 13-18: This paragraph seems like it would fit better in section 3.2, Annual
and daily cycles, and some of it is redundant with material in that section.”

We have moved this paragraph to section 3.2, and reworded the section to remove redundant
information.

“4. p. 5, lines 13-14: ‘From Fig. 2 it is evident that there are significant peaks at the
annual and half annual timescales, and at the daily, half daily, and third daily timescales.’



If amplitudes above the 99th percentile are defined to be significant, then I do not see ‘sig-
nificant peaks’ at the half annual (~182 days) or third daily (~0.3 days) timescale. There
are certainly peaks in amplitude above the red line at periods of 365 days, 1 day, and 0.5
days in Fig. 2.7

We have amended the description to more accurately reflect Figure 2.

“5. p. 5, line 32: The distinction between ‘seasonal’ vs. ‘annual’ cycle is not clear throughout
the paper, and this would be a good place to distinguish between the two terms rigorously,
or to state that they mean the same thing. Yashayaev and Zveryaev, Climate of the sea-
sonal cycle in the North Pacific and the North Atlantic oceans, Journal of Climatology 2001;
21(4): 401-417 did a nice job of defining the annual cycle as the first harmonic only and the
seasonal cycle as the sum of the annual, half annual, and harmonics.”

We attempted originally our work to make the same distinction as suggested in Section 3.2.1,
the ‘seasonal’ cycle for example refers to the summation of all seasonal harmonics. We have
reworded this section to attempt to make this distinction clearer.

“6. p. 6, line 28: The large variance from the seasonal cycle at the Antarctic and continental
Southern Hemisphere sites may also be due to low anthropogenic influence, in addition to
spatial homogeneousness.”

Added additional description.

“7. p. 9, line 11: ‘Regions with significant annual cycles...” This is an example of where the
distinction between annual and seasonal cycles is unclear.”
We have attempted to make this distinction clearer in Section 3.2.1 as referenced above.

Technical corrections

N

“8. p. 8, line 6: ‘peak’ should be ‘peaks’.
Amended.

“9. Fig. 5: Define the abbreviations NA, EU, AS, and ROW.”
Added definitions.
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Abstract. Models of atmospheric composition play an essential role in our scientific understanding of atmospheric processes
and in providing policy strategies to deal with societally relevant problems such as climate change, air quality and ecosystem
degradation. The fidelity of these models needs to be assessed against observations to ensure that errors in model formulations
are found and that model limitations are understood. A range of approaches are necessary for these comparisons. Here, we
apply a spectral analysis methodology for this comparison. We use the Lomb-Scargle Periodogram, a method similar to a
Fourier transform, but better suited to dealing with the gapped datasets typical of observational data. We apply this method-
ology to long-term hourly ozone observations and the equivalent model (GEOS-Chem) output. We show that the spectrally
transformed observational data shows a distinct power spectrum with regimes indicative of meteorological processes (weather,
macroweather) and specific peaks observed at the daily and annual timescales together with corresponding harmonic peaks
at half, third etc. of these frequencies. Model output shows corresponding features. A comparison between the amplitude and
phase of these peaks introduces a new comparison methodology between model and measurements. We focus on the amplitude
and phase of diurnal and seasonal cycles and present observational/model comparisons and discuss model performance. We
find large biases notably for the seasonal cycle in the mid-latitude northern hemisphere where the amplitudes are generally
overestimated by up to 16 ppbppby, and phases are too late on the order of 1-5 months. This spectral methodology can be

applied to a range of model-measurement applications and is highly suitable for Multimodel Intercomparison Projects (MIPs).

1 Introduction

Ozone (O3) at the surface is a pollutant, harmful to both human and plant health (Kruapa-and-Kiekert; +1989:-WHO;2605)(WHO, 2005; Fow]

It is the dominant source of the hydroxyl radical (OH) (Levy, 1972), which controls the concentration of key climate gases
(CHy4, HCFCs etc.) and is an important climate gas in its own right (Forster et al., 2007).

The main sources of Og in the troposphere are from photochemical production and transport from the stratosphere. It is
lost through dry deposition and photochemical loss (Monks et al., 2000; Stevenson et al., 2006; Monks et al., 2015). In the
troposphere O3 photochemical production is driven by the emission of precursors: nitrogen oxides (NOx), carbon monoxide

(CO), methane (CH,4) and volatile organic compounds (VOCs) which in the presence of appropriately energetic photons can
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lead to a complex set of reactions which ultimately produce Og in a non-linear fashion (Ehhalt, 1999; Jenkin and Clemitshaw,
2000; Monks, 2005).

Our understanding of tropospheric ozone comes from observations of the spatial and temporal distribution of ozone and its

precursors together with numerical simulations. Given the lifetime of tropospheric ozone (months){Stevensonetal;2006;Younget-al;20-

days) (Stevenson et al., 2006), global models either online (Chemistry Transport Models - CTMs) or offline (Earth System
Models - ESMs) are particularly useful and are used extensively. An assessment of model fidelity is essential to find errors
in processes, to evaluate where model processes are inadequate and to understand when models provide useful predictive
capabilities.

Depending on the emphasis of the study, a range of methodologies have been applied to model-measurement comparisons
for ozone. Many have used comparisons to ‘long-term’ surface ozone observations as a basis (Tanimoto et al., 2005; Jonson
et al., 2006; Oltmans et al., 2006; Derwent et al., 2008; Cooper et al., 2012; Logan et al., 2012; Hess and Zbinden, 2013;
Oltmans et al., 2013; Parrish et al., 2013, 2014). Typically, these observations are averaged onto a monthly timescale and
compared to a similarly averaged model output, and the two compared as a function of time. This offers some advantages. The
averaged measurement and modelled datasets are small, making comparisons compact and easy to understand. It also removes
the short-term variability (< monthly) that may not be of interest to the researchers.

However, this approach also suffers from a range of limitations. Processes occurring on timescales shorter than the monthly
include photochemistry, deposition, transport and emission, all of which are important to the success of the model. By focusing
on the monthly variability alone other timescales are ignored which may lead to insufficiently robust analysis of model perfor-
mance. What is required is a methodology to assess model fidelity on a range of timescales simultaneously. Spectral methods
offer this approach but for atmospheric chemistry have only been used in a small number of studies, and specifically for ozone
in a limited sense, fitting standalone sine waves to time series (Schnell et al., 2015) and applied to a small selection of coarse
monthly average data (Parrish et al., 2016).

In this paper we introduce a methodology for the spectral analysis of observations of atmospheric composition data (Sect.
2). We describe this methodology for a-single-site-two contrasting sites (Sect. 3). We then show this methodology applied to a
range of surface ozone observations sites (Sect. 4), and applied to a CTM (Sect. 5). We then compare these results and finally

discuss potential reasons for biases (Sect. 6).

2 Spectral methods

The decomposition of a time-series into a set of orthogonal periodic functions was first suggested by Joseph Fourier. Classically
this decomposition is-inte-yields a number of sinusoidal waves each with an associated amplitude and phase. This technique
is used extensively in disciplines such as engineering and geophysics. Using a computer to compute this decomposition,
traditionally by correlation of basis functions with a time series, is termed the Discrete Fourier Transform (DFT). However,
this method is computationally intense which led to the development of the Fast Fourier Transform (FFT). One of the limitations

of the FFT is that it is cannot accurately handle datasets with irregular time intervals. Some kind of interpolation is needed to
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provide data on a regular time interval which biases results (particularly at high frequencies) (Press et al., 1992; Schulz and
Stattegger, 1997; Musial et al., 2011; Rehfeld et al., 2011). Atmospheric observations inherently have irregular time intervals
due to instrumental issues (power breaks, instrument failures, calibration times etc.) so another numerical method is needed.
The Lomb-Scargle Periodogram (LSP) is a spectral analysis method designed to handle gapped datasets (Lomb, 1976; Scar-
gle, 1982; Horne and Baliunas, 1986; Press and Rybicki, 1989; Press et al., 1992), which has been applied in a small number
of instances to air quality data (Dutton et al., 2010; Stefan et al., 2010). It can be formulated as a modified DFT (Scargle, 1982;
Press et al., 1992), and also equivalently by the least squares of fit of sine and cosine waveforms to a time series centred around
zero (Lomb, 1976). Using the modified DFT methodology, for an equally spaced time series, taking the magnitude squared of
the dot products of a time series (centred around zero) with cosine and sine waveforms at set frequencies gives a spectrum that
is an estimate of the power contributing to the original data. In the presence of data gaps, the sine and cosine model functions
are modified to be exactly orthogonal by an additional phase parameter © (Scargle, 1982), making the estimation invariant to
shifts in time of the input time series (i.e. data gaps). It is commonly represented in its normalised form (termed Power Spectral

Density), e.g (Press et al., 1992), as:
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where y(t;) is the observable at time ¢;, w is the angular frequency, and o2 is the variance of the time series. The phase offset
O is calculated with the four quadrant inverse tangent, shown by Eq. (2). Additionally, the DFT is modified so when data gaps
exist the distribution of the normalised spectrum for pure Gaussian noise is exponential, equivalent to that of the equal spaced

case.
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The LSP does not output any phase information natively. However, Hocke (1998) gave a method to modify the LSP algorithm
to output real and imaginary components or amplitude and phase, as resultant from the Fourier transform, which we apply in

our work.
2.1 Spectral leakage

There are some problems in accurately identifying the amplitude and phase of periodic components. The main issue is termed
‘spectral leakage’. Typically, Lomb-Scargle methods calculate power at integer frequencies equally spaced between 1 (total
span of time series) and one-half of the average sampling frequency (termed ‘average Nyquist frequency’), reflecting the
Fourier frequencies. If strong periodicity exists on a frequency, not an integer integral on the span of the time series, then

its power would lie between two of the frequencies, resulting in leakage of that power throughout the rest of the spectrum.
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Atmospheric time series are not typically integer year long. For example, if the time series was 10.5 years long the spectrum
would consist of the periods: 10.5, 5.25, 3.5, 2.1, ...,,1.16 1.05, 0.955 years etc. Therefore, if large variability were contained
on exactly a 1 year cycle, the LSP would spread that power throughout the spectrum.

Spectral leakage results from an assumption in spectral analysis methods that the time record is infinitely long. The transform
assumes that the finite dataset is one period of an infinite periodic signal. Therefore, when the periodicity of interest is non-
harmonic with the total span of the time record, there is a discontinuity, which results in leakage in the spectral domain (Horne
and Baliunas, 1986).

To ensure the power leakage from multiple periodic components does not contaminate the entire spectrum, the input time
series can be multiplied by a window function (Harris, 1978). The window is shaped so that it is zero at beginning and end,
and has some defined shape in between. The window effectively changes the shape of the leakage in the frequency domain,
limiting its impact to only a few frequencies around the peak frequency, providing a trade-off between peak resolution (the
width of the peak) and spectral leakage (the amplitude of the tails of the leakage), with different windows altering the peaks
of the spectrum in different ways. In this study a Hanning window was chosen as it offers an acceptable trade-off between
resolution and spectral leakage (Harris, 1978).

Although the shape of the leakage can be altered, the peak amplitude will still be underestimated stil-as there are stilt
no frequencies that estimate exactly at the exact frequency of interest. However, the LSP methodology (unlike the FFT) can
estimate at any frequency, allowing the exact capturing of the top of the peak. Thus, if significant cycles are known a-priori

(e.g. annual, daily etc.) their sinusoids can be calculated very accurately.

3 Lomb-Scargle Periodogram of surface ozone

Figure 1 shows the time series of hourly surface ozone mixing ratio-ratios collected at Cape Verde (Carpenter et al., 2010)

and Lompoc together with equivalent model output (see Sect. 5). Cape Verde (16.51° N, 24.52° W), is a small remote island
country consisting of 10 islands situated in the tropical eastern North Atlantic Ocean, 570 km off the West Affican coast. It
represents one of the only ozone measurement stations in the tropics, and is relatively undeveloped, making it one of the small
number of baseline oceanic measurement sites also. It is maintained by the atmospheric chemistry group at the University of

York, and thus presents a readily available dataset for analysis. Lompoc (34.73° N, 120.43° W), is a EPA AQS rural continental
site located on the US Californian west coast. Using the Lomb-Scargle methodology, this-time-series-the time series at Cape

Verde and Lompoc can be transformed into a number of sinusoidal waves at a range of periods with differing amplitudes and
phases. In Fig. 2 we show the amplitude (ppbppby) of these waves as a function of their period (days).

The speetrum-spectra for both sites shown in Fig. 2 has-have a range of characteristic features. There are broadly linear
regions from O-1-days-2 hours to 10 days and from 10 days to 3066-the last period of 1826 days. There are also sets of peaks
which occur at characteristic timescales (i.c. 1 day —-day;—-day-ete-and 1 year,—-year——yearete:). We will initially discuss

the identification of these linear regimes and then discuss the identification of the peaks.
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3.1 Meteorological regimes

Figure 2 shows two distinct linear regimes for both sites’ spectra in the value of the amplitude of the waves making up the LSP,
which meet at around 10 days. Very similar spectra are seen in physical parameters in the atmosphere (Lovejoy and Schertzer,

2013a, b). There are 3 main scaling regimes of meteorological variability (Lovejoy and Schertzer, 2013a, b): ‘weather’,

‘macroweather’ and ‘climate’, with each regime being the outcome of different dynamical processes. Kelmogoerov(199+a;-b)-suggested

Weather processes range from microscale local turbulence to planetary scale weather systems, with the temporal lifetimes
of these features roughly proportional to their spatial scale (Lovejoy and Schertzer, 2013b). The variability induced on O3 also
scales accordingly to these, thus the weather regime for O3 is represented by a steep spectral gradient (on the log-log spectrum -
Fig. 2) from 2 hours to ~10 days, after which there is a sharp transition to a flatter gradient. The change in the gradient at around
10 days is physically caused by the sun ' i is-eissi iseos i
the-weather-and-maeroweatheris-due-to-thefinite size of the Earth giving a physiecal-limit to the turpoverlifetime of the biggest
planetary scale Mmﬂwﬂﬁwmwm 10 days —After-which-there
he-the flat spectral gradient is

as-planetary scale weather systems, being no
more than low-frequency weather, with no new dynamical elements or forcing mechanism, the statistics of this regime being
well captured by unforced “control” runs of General Circulation Models (Lovejoy and Schertzer, 2013a). The regime has been
shown for metrological spectra to extend out to 10-100 years, and is termed ‘macroweather” (Lovejoy and Schertzer, 2013b).
The final regime is characterised by a steep increase from the flat macroweather gradient between 10-100 years caused by new.
(internal) low-frequency nonlinear interactions or (external) solar, volcanic or anthropogenic forcings, and represents long term
changes of the macroweather. Human induced changes would be termed “climate change’. As our work only uses time series
of 5 years in length we do not see evidence of any climate regime for our spectra. We thus we end up with 2 regimes to describe
the impact of meteorology on surface O3 variability: weather and-macroweather(2 hours - 10 days) and macroweather (> 10

days).
These regimes can be described by fitting a model of two joint piecewise linear functions in log-log space to the spectrum

(minimising the residuals). We set the transition point at 10 days, as the theoretically-maximum-turnover—time-theoretical
maximum lifetime for the largest eddiesplanetary scale weather systems (Lovejoy and Schertzer, 2013b). We only use periods
less than 100 days, for the few points beyond this value are noisy and can often introduce significant variability into this fitting.
Figure-The upper panels of Fig. 2 shows-the-linear fit-show the linear fits (green line) to the observed surface O3 spectra for
both Cape Verde and Lompoc.

To find periods which deviate from thisfitthese fits, we scale this-modet-the fitted models by percentiles of the Chi-Squared
probability distribution to obtain false-alarm levels (Schulz and Mudelsee, 2002). Peaks exceeding these false-alarm levels

indicate non-model components in the time series, and should be considered significant (Schulz and Mudelsee, 2002). Here,



10

15

20

25

30

we take frequencies that have an amplitude above the 99th percent confidence level to be significant. Our attention now focuses

on these significant frequencies, namely the annual and daily peaks (and their harmonics).
3.2 Annual and daily cycles

From Fig. 2 it is evident that there are significant peaks at-the-anntal-and-half-annual-timeseales—-and-at-the-daily-on annual
and daily timescales for both Cape Verde and Lompoc. There are also additional significant harmonic peaks (1 daily for Cape

Verde; 3. 1. i vk daily ti 2. it i1l L L - daily and  annual for Lompoc). These periodic

cycles are driven by the planetary processes of the Earth’s rotation around its own axis and its rotation around the sun both of
which changes the predominant driving force for the atmosphere, solar radiation, Variability in solar radiation is not sinusoidal
in nature, and the atmosphere is not linear in its response. Thus any harmonics are a product of the non-sinusoidal shape of
the daily and annual cycles of ozone (Valenzuela and Pontt, 2009). Parrish et al. (2016) finds that the annual and half-annual
cycles are enough to characterise the seasonal variability of marine boundary layer O3, and that the forcing responsible for the
half-annual cycle a-priori is attributable to the 2nd harmonic of the photolysis rate of O, It is important to note however, that

the the harmonics do not have to have independent physical forcings. The power of the harmonics can simply be a function of
the mathematics.

For the surface ozone observational dataset described in Sect. 4 (Sofen et al., 2016) we find almost all sites show significant
peaks at the fundamentals (and most harmonics) of the annual and daily timescales. It is notable that we do not find any sites

that show significance of a 7 day cycle (Altshuler et al., 1995; Marr and Harley, 2002; Beirle et al., 2003). Application of

this approach to longer time series may also allow the investigation of other characteristic timescales such as NAO or ENSO
(Ziemke et al., 2015).

3.2.1 Definition of ’seasonal’ and ’diurnal’ cycles

For all of the sites investigated the amplitude of the daily cycle is always significantly larger than any of its harmonics. However,

this is not true for the annual cycle, as the magnitude of the half-annual-eyele-ean-often-half-annual cycle can sometimes

compete with that of the annual cycle. Parrish-et-al-2016)-found-the-fundamental-and2nd-harmenie-terms—solelycharaeterise
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the-seasonal-eyele formarine-boundary-layer-sites—To bring together the fundamental and the harmonics the-we superpose the
fundamental and the harmonic signals (dewn-to-the-4th-harmenie—quarter-cyele)-to-ereate-a-to create ‘seasonal’ and ‘diurnal’
eyelecycles. We show an example of this in Fig. 3, where the average, 1st (fundamental), 2nd, 3rd and 4th harmonics are

superposed to create the net waveform. We choose to superpose down to the 12th harmonic for the diurnal cycle, and 4th

harmonic as-itis-the-highestharmoniefor the seasonal cycle as they are the highest harmonics for each periodicity that we find
significance at-(i-e—the-seasenal-eyelesin-Montanden{473°N;-6:833°E);-and Bukit Ketotabang(0:2°-S;10032°>E)(> 99th

ercent confidence level). We characterise these-eyeles-with-an-the superposed cycles with their amplitude being half the peak
to trough height and their phase being the timing of the maxima. We modify the LSP code to ensure we estimate precisely

at 1 and-day (and 2nd to 12th harmonics) and 365.25 days preeisely—(and 2nd, 3rd and 4th harmonics) ;-to ensure accurate

estimation of these cycles. From this point onwards all references to the ‘seasonal’ or ‘diurnal’ cycle refer to the superposition
of the respective fundamental and harmonics, and any ‘annual’ and ‘daily’ references refer to solely the fundamental terms.

3.2.2 Fraction of total variance associated with a periodicity

The significance of the diurnal or seasonal cycles varies by location. We can calculate the fraction-of-the-variance-explained

i fractional variance (¢) that both periodic waveforms contribute to the raw time series variance.
We calculate this by extending both periodic waveforms to be the span of the raw time series, and take the fraction of the
” of each waveform to the time series o2, Going further, superposing the extended diurnal and seasonal waveforms gives a
periodic waveform representative of the total periodic o, In the same way as previous, we take the fraction of the total periodic

a2 to the time series o2. Removing the total periodic waveform (including gaps) from the raw time series gives a time series
which is solely derived of the weather and macroweather ‘noise’. The variances —e2—of these periodic and noise time series

are essentially additive so that o%(diurnal) + o%(seasonal) + o2(noise) = o2 (timeseries).

4 Application to observations

We apply these methods to an updated hourly version of the long-term surface ozone dataset in{Sefen-et-al52016)-The-datais

from Sofen et al. (2016), compiled for the task of model evaluation. The dataset applies multiple stringent data quality checks:

removing urban sites, duplicate sites, coarse and partial year data and obvious outliers. The data is originally drawn from the
AirBase, CAPMON, CASTNET, EANET, EMEP, EPA AQS, NAPS, SEARCH and WMO GAW monitoring networks (see

{Sefenetal;20146)-Sofen et al. (2016) and references therein for details), and for simplicity we choose the period between
2005 and 2010 as this represents the most comprehensively observed time period. We exclude sites with data gaps of more

than 365 days in this period and additionally sites with data gaps greater than 60 days in 3 or more years. We additionally limit
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the sites to be below 1.5km from sea-level. Figure 4 shows the location of the 710 valid sites. Most of the sites are from the
US EPA AQS and EU AirBase datasets which leads to an over represent-representation of northern continental mid-latitude
locations and underrepresent-an under representation of other areas of world.

We now investigate these observations in the context of the Lomb-Scargle derived diurnal and seasonal cycles.
4.1 Significance of seasonal and diurnal cycle

Figure 5 shows the fraction of the variance at each site that is explained by the seasonal, diurnal and the combined total periodic
waveform. For most locations the seasonal cycle represents a much larger fractional variance than the diurnal cycle.

The greatest contribution to total variance from the seasonal cycle is for the Antarctic site (85%) and the oceanic and
continental Southern Hemisphere (SH) sites (40-6630-60%). This reflects the spatial-hemogeneeusness-lack of anthropogenic
influence and spatial homogeneity of these regions leading to small spatial gradients in O3. Without spatial gradients to advect,
weather systems cannot induce much variability, thus diurnal and seasonal variability dominates. For high NOx regions in
the North Eastern US, Southern and Central Europe and Japan (Fig. 13c), the seasonal cycle contributes 30-50% of the total
variance. In Southern Central US contribution from the seasonal cycle to the total variability is very small (2-10%).

For the oceanic, polar and sites in low NOx areas in the extra-tropics (i.e. Cape Point -Cape-Grinn-the(34.21° S, 18.29°
E) - the most south-westerly point of Africa) the diurnal cycle is negligible. These diurnal cycles are typically small as ozone
production #and loss in these low NOx environments is small. However, it is a major contributor (36-5020-40%) to the total
variability for some low latitude regions in North America and Europe where high NOx concentrations and photolysis rates
lead to significant diurnal cycles.

Superposition of the diurnal and seasonal cycles gives a measure of the fraction of total variance induced from periodicity.
For most sites the percentage contribution is between 40 and 60%. The highest value being for the Antarctic site (85%). The
site with the lowest % contribution from periodicity is in Indonesia (15%), almost on the equator, where there is very little
variability in the solar radiation.

From this analysis it is evident that forcing of the atmosphere from seasonal and diurnal processes (changes in solar irradi-
ation, chemistry, emissions etc.) are for responsible for the most part for around 50% of the variability seen in these sites. The
remaining 50% of the variability is attributable to changes on the weather or macroweather timescales due to processes such
as boundary layer mixing, synoptic systems, changing emissions etc. We now describe in more detail the seasonal and diurnal

cycles seen at different locations.
4.2 Seasonal cycle

The seasonal cycle of ozone has been subject to much discussion
In general,

mid-latitude continental sites in the late 2000’s show a springtime maxima, which has shifted from a broad summertime peak

in the 1990’s (Cooper et al., 2014). This change is strongly associated with NOx emission reductions in Europe and North

America due to air quality legislation (Parrish et al., 2013; Clifton et al., 2014), however some of the most polluted urban sites
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still show a summertime peak (Cooper et al., 2014). Extra-tropical elean-baseline sites show a consistent winter-spring maxima
and tropical elean-sites-show-baseline sites a small winter maxima.

Our findings are consistent with the literature. The upper panels of Fig. 6 show the amplitude of the seasonal waveform for
the observations. In general, most amplitudes are in the range of 0-15-ppb-—Highly-poltuted-sites-5-15 ppby. Sites influenced by
highly polluted outflow such as the Central Valley in the US and the Po Valley in Italy show large amplitudes (up to 23-ppb22
ppby). High amplitudes can also be seen in the Asian sites downwind of China, particularly to the south of Japan (up to 23
pPbDDbY).

The maxima in the observed seasonal waveforms (upper panels of Fig. 7) occurs in the spring (April, May) for most of the
continental sites with a tendency for later peaks in Seuth-East-Southern Europe. The small number of continental sites in the
Southern Hemisphere (SH) show peaks 3-5-3-6 months out of phase compared to the Northern Hemisphere (NH), peaking in

the SH mid-winter-to-earty-spring-Jaly-late-winter to spring (August - SeptemberOctober). The SH oceanic site, American
Samoa +(14.27° S, 170.13° W), has a winter phase (July), whereas the two NH oceanic sites have springtime phases (March

AAANAAAARAAARSNAAAAARL
and April). This is suggestive that the lower pollution associated with the SH sites generally leads to an earlier seasonal peak

in 03.
4.3 Diurnal cycle

The upper panels of Fig. 8 show the observational amplitudes of the diurnal cycle. In most of the locations this is smalin
the range of 0-15 ppb)-ppby, with a tendency for larger amplitudes towards the tropics --where solar radiation is more intense.
There are also higher amplitudes in regions with higher NOx emissions (Fig. 13¢c), with again the Central and Po Valleys being
evident.

Significant differences between sites can be seen in the phases of the diurnal cycle (upper panels of Fig. 9). €lean-Baseline
sites (i.e. American Samoa;+4-300°-5;-170:700>-W) show a phase which peak-peaks close to dawn, reflecting photochemical
ozone-O3 destruction during the day and ezene-O3 build up at night. Peluted-Continental sites (i.e. Payerne; 46-817°-N:-6:933%
ELompoc) show maxima in the early afternoon due to photochemical ozone production during the day.

The amplitude and phase of the diurnal and seasonal waveforms give a compact method of summarising much of the

variability seen in surface ozone sites. We now explore how a Chemistry Transport Model (CTM) simulates these observations.

5 Model perspective

GEOS-Chem is a global 3-D CTM driven by assimilated meteorological observations from the Goddard Earth Observing
System (GEOS) of the NASA Global Modelling Assimilation Office (GMAQ). The basic model is described in (Bey et al.,
2001). We run version v9.01.03, using GEOS5 analysed meteorology at 2°x2.5° resolution run for 5 years between 2005 and
2010, outputting surface hourly O3 in each gridbox. Global anthropogenic emissions of CO, NOx, and SO are from the
global EDGAR v3.2 inventory (Olivier et al., 2005). Global anthropogenic emissions of Non-Methane VOCs (NMVOCs)
are from the RETRO monthly global inventory for the year 2000, as described by Hu et al. (2015), except for ethane (Xiao
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et al., 2008) and global biofuel emissions (Yevich and Logan, 2003). Inventories are scaled for individual years on the basis
of economic data. Regional inventories are used in certain regions where there is improved information, as described by van
Donkelaar et al. (2008). There are also inputs of NOx from additional sources i.e. aircraft (Wang et al., 1998), ships (Vinken
et al., 2011) and biomass burning (Giglio et al., 2010). Inputs from lightning and soil NOx are calculated online (Yienger
and Levy, 1995; Murray et al., 2012). Biogenic VOC emissions are from the global MEGAN v2.1 inventory (also calculated
online) (Guenther et al., 2006). StratespherieStratosphere/tropespherie-troposphere exchange is handled as a parameterised
climatological representation of species sources and sinks, (McLinden et al., 2000; Murray et al., 2012). Boundary layer
mixing is parameterised using a non-local scheme which considers different states of mixing within the boundary layer as

5.1 Modelled power spectrum

The power speetrum-spectra for the modelled surface ezene-O3 at Cape Verde is—shewn-in-and Lompoc are shown in the
lower panels of Fig. 2. As in-the-observed-speetrum-for the observed spectra the weather and macroweather regimes are visibly
separated at around 10 days. The model underestimates the amplitude on the shortest timescales for both sites (< 3 days).
This is unsurprising given the model spatial scale (2°x2.5°, approx. 250km) and the timescale for model meteorological field

updates (3 or 6 hours).

on-the-timeseale-of-heurs—As the timescale increases, the power in the model increases until it is comparable to that observed.
This occurs at roughly 3 days. After this point the model appears to well simulate the power spectrum for both the weather and
macroweather regimes. Thus care needs to be taken in interpreting output of this model on timescales of less than around 3
days as much of the meteorological variability will be missing. In general this will be true for all models. Therefore, on some
timescales the model cannot be expected to interpret the observed variability—When-preparing-model-experiments-this-, and
this limitation should be considered when preparing model experiments.

As with the observations there are peaks at 365.25 days and 1 day with appropriate harmonics. As per the observations we
superpose the daily and annual fundamentals with their harmonics to produce seasonal and diurnal signals which we describe

with a phase and amplitude. We now investigate the amplitude and phase of the modelled diurnal and seasonal cycles.
5.2 Seasonal cycle

The lowest panel of Fig. 6 shows the modelled amplitude for the seasonal cycle in surface ozone. As with the observations, the
model shows large amplitudes over regions with significant anthropogenic NOx emissions (Fig. 13¢c) such as North America,
Europe and Asia (up to 26 ppbppbyv). Regions with significant annual-seasonal cycles in the NOx emissions, such as from
biomass burning in the Amazon and Central Africa also have large cycles (up to 27 ppbppby). These large amplitudes can be
seen to extend away from the source regions into the Pacific and Indian oceans. Over the remote tropical oceans the seasonal
cycle is very small (4ppbl ppbv). Due to a scarcity of observations, many of these features are unobserved.

Figure 7 shows the global seasonal phase of modelled surface O3 (lower panel). There are distinct bands of phases. Over

polluted NH continental regions a July-September maximum is calculated, with the cleaner northern extra-tropics showing

10
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a April-May maximum and the clean tropics a December-February maximum. In the SH there is a September-December

maximum for continental regions, and a July-September maximum over the oceans and Antarctica.
5.3 Diurnal cycle

The largest diurnal amplitudes (lower panel of Fig. 8) are found in Eastern China (up to 29-ppb28 ppbv) where the emissions
of NOx are greatest. This leads to large daily-diurnal photochemical production of O3 but also large titration by NO at night.

High diurnal amplitudes are also found over the polluted North East US (13-17 ppbppbyv), Central Europe (10-13 ppbppby) and
India (11-15 ppbppby). Again, regions with significant annual-seasonal cycles in the NOx emissions from biomass burning
also have large amplitudes i.e. Amazon, Indonesia and Central Africa.

Figure 9 shows the global diurnal phases of modelled surface O3 (lower panel). As with the observations the 2 distinct clean
and polluted regimes emerge. The polluted areas almost all have diurnal cycle peaking at 14:00 or 15:00. This band includes
all continental regions (except Greenland and polar regions). It also includes a band across the Northern Pacific and Northern
Atlantic Oceans. The clean areas almost all have a phase at 08:00, the exception being a circumpolar band of phases which
peak at 04:00 around Antarctica. The diurnal phase at the poles looks incoherent, which is predominantly due to the very small

amplitudes in these regions, thus the phase becomes practically irrelevant.

6 Model - Measurement comparisons

The previous sections investigate the absolute amplitude and phase of the seasonal and diurnal cycle. In this section we use

these parameters to investigate model performance against observations.
6.1 Seasonal cycle

Figure 10 shows the polar representation of the seasonal cycle for the observations, model and the difference between the
two. North American and European site seasonal amplitudes are on average overestimated, (up to 16 ppbppbv). The seasonal
phase also shows biases with most sites‘ phases in North America and Europe peaking 1-5 months later than the observations,
in mid-late summer rather than mid-late spring. Seasonal amplitudes for the African, Antarctic, Arctic, Asian, Oceania and
oceanic sites are all underestimated (up to 10 ppbppbyv) but their phases show generally good agreement with the observations.

Figure 11 shows the spatial distribution of the difference for the seasonal amplitudes and phases. The biggest model overes-
timations for the amplitudes (upper panels) are in regions with high very O3 precursors, i.e. North East US (up to 16 ppbppbv)
and mainland Central Europe (to to +6-ppbl1 ppbv); both generally at sites inland, away from oceanic influence. In contrast, it
is the coastal and oceanic sites where the model underestimations are greatest, with the largest coming in Asia (5-10 ppbppbv)
and Eastern Canada (up to 8 ppbppbv).

The lower panels of Fig. 11 show in mainland Europe the seasonal phases are generally 2-3-1-3 months too late in the

model and 2-4 months too late in the North East/South East US. The biggest phase differences come in the Central South US

11
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with the model phases approximately 4-5 months too late (a region where the seasonal cycle contributes very little to the total

vartabilityvariance, Fig. 5).
6.2 Diurnal cycle

Figure 10 also shows the polar representation of the diurnal cycle observations, model and difference. The model has some skill
in determining the diurnal amplitudes. There is on average an overestimation of North American, European and Asian diurnal
amplitudes (up to 17 ppbppbv). Amplitudes for the clean oceanic sites are well estimated, with the rest of the sites in Oceania,
Africa, Antarctic and Arctic displaying reasonable agreement. The model has generally good skill for simulating the diurnal
phases (ignoring the polar sites), however notable biases show in the oceanic and Asian sites with the model up to 5 hours
late, and up 4 hours early respectively for the groupings. Additionally for the North American and European groupings, the
model simulates the vast majority of phases in a narrow band, where there is a broader grouping of phases in the observations.
This may represent issues with the timing of processes such as i i
%MWMM

Spatially, Fig. 12 upper panels, the biggest overestimations in the amplitudes are again in regions with high emissions of
O3 precursors: Central Valley US (up to 17 ppbppbv), North East US (up to 43-ppb14 ppbv), Japan (up to 11 ppbppbv) and
mainland Central Europe (up to 11 ppbppbv). The biggest underestimations come in coastal regions i.e. West Coast US (up to

11 ppbppbyv) and Southern Europe (up to 10 ppbppbv).
The lower panels of Fig. 12 show the model in the high NOx emitting regions of North East US and Central Europe to have

too early a phase also (- 1-2 hours). The largest phase offsets (excluding polar sites) are found in the oceanic sites of Bermuda

and American Samoa (+4-3 and +5 hours).
6.3 Possible causes of biases

A range of model biases are evident in this analysis. These may be explained by a range of model errors/uncertainties in
the emissions, deposition, chemistry, photolysis rates, boundary layer mixing, stratospheric transport, tropospheric transport,
resolution etc.

The most discussed uncertainties lie in the emissions. Probably the most accurate emission estimates are for North America
and Europe, but even here significant uncertainties exist. Anderson et al. (2014) finds the anthropogenic US National Emis-
sions Inventory (NEI) 2005 NOx emissions (projected to 2011) in the Mid-East US to be 51-70% too high compared with
measurements taken on the DISCOVER-AQ field campaign. The NEI 2011 emissions appear to overestimated by an even
larger margin. Vestreng et al. (2009) finds +8-25% uncertainties in European NOx emissions. Stein et al. (2014) also recently
found wintertime systematic underestimates in NH CO by a global CTM, best offset by increases in winter CO road traffic
emissions together with an improved CO dry deposition scheme.

As anthropogenic NOx decreases, the relative importance of lightning and soil NOx is much greater and the importance

of low-NOx isoprene chemistry increases (Palmer, 2003; Fiore et al., 2014). Millet et al. (2008) show the MEGAN v2.1
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biogenic emission inventory in the US (Guenther et al., 2006) overestimates emissions of isoprene in areas where it specifies
high emission factors.

Reduced winter/early-spring photochemical removal by NO titration (Jonson et al., 2006); efficient transport of enhanced
springtime O3 from East Asia
as well as earlier peak stratospheric-tropospheric exchange to the surface, may be synergistic factors along with reduced emis-
sions in bringing about a springtime ozone maximum for NH mid-latitude continental sites (Parrish et al., 2013).

We attempt to correlate seasonal model O3 amplitude and phase biases with average 2005-2010 model NOx, Fig. 13. For
the seasonal cycle the greatest overestimates of the amplitude generally correlate with the highest NOx concentrations in the
model (panel a), however this is not true for the largest biases in the phase (panel b). Although the phase biases are not linear
with NOx emissions, from the amplitude biases it is clear that evaluation of NOx emissions would be a sensible place to start

in trying to correct biases.

7 Conclusions

We have used a Lomb-Scargle methodology to spectrally analyse surface ozone. We find spectra with distinct relationships
between amplitude and period due to meteorological processes (weather and macroweather) as well as peaks at 1 and 365.25
day timescales (and harmonics). The amplitude and phase of the periodicity associated with these timescales varies significantly
between sites.

A comparison between model output and measured surface ozone spectra shows a model underestimate of the amplitudes at
high frequencies due the spatial and temporal scales inherent in the model.

A comparison between of the periodic components for model and measurements shows model biases in the seasonal cycle
in the mid-latitude NH, where there is a general overestimate of the seasonal amplitudes in North America and Europe of up to
16 ppbppby, together with delayed phase maxima by 1-5 months. We show the amplitude biases may be related to errors in the

emissions of NOx. We find less-lower biases for the diurnal cycle but show the majority of amplitudes in Europe and North

America to be overestimated, by up to +7ppb17ppbyv.

This methodology has significant scope for future use. It can be applied to a range of model-measurement applications and
the associated metrics are highly suitable for Multimodel Intercomparison Projects (MIPs). We aim to apply this methodology
to the ACCMIP and CCMI MIPs to explore differences in chemistry between the different CTM/ESMs.
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Figure 1. Time series of surface O3 at Cape Verde (16.51° N, 24.52° W) and Lompoc (34.73° N, 120.43° W) for the observations (black)
and the GEOS-Chem model (red), between 2006-2012.
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Figure 2. Lomb-Scargle Periodgram spectra for surface O3 at Cape Verde (16.51° N, 24.52° W) and Lompoc (34.73° N, 120.43° W),
between 2006-2012. The upper panel-panels shows the observed data speetrum-spectra together with chi-squared false-alarm levels for

significant periodicity based on a-linear piecewise fit-fits to the speetrumspectra. The lowest-panel-compares-lower panels compare the
spectra of the observations (black) and the GEOS-Chem model (red).
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Figure 3. Example of spectral superposition of the average, fundamental frequency and its-the harmonics for a frequency of interest.
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Figure 4. Map of surface sites reporting surface O3 between 2005-2010 used in this study, coloured by the providing data network.

21



20 40 60 80 100
% of Total Variance

Figure 5. Observational fractional variance of time series by site from diurnal, seasonal and total periodicity.

NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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Figure 6. Seasonal amplitudes of observations (upper panels) and model (lower panel).

NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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Figure 7. Seasonal phases of observations (upper panels) and model (lower panel).
NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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Figure 8. Diurnal amplitudes of observations (upper panels) and model (lower panel).

NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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Figure 9. Diurnal phases of observations (upper panels) and model (lower panel).

NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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Figure 10. Polar plot of the diurnal and seasonal amplitudes and phases for observations and the GEOS-Chem model, and the differences

between them. Circle colour indicates the location of the site.
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Figure 11. Seasonal amplitude (upper panel) and phase (lower panel) differences between observations and the GEOS-Chem model.

NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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Figure 12. Diurnal amplitude (upper panel) and phase (lower panel) differences between observations and the GEOS-Chem model.

NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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Figure 13. (a) Seasonal amplitude bias vs 2005-2010 Average GEOS-Chem model NOx, (b) Seasonal phase bias vs 2005-2010 Average
GEOS-Chem model NOx, (c) 2005-2010 Average GEOS-Chem model NOx by observational site,

NA= North America, EU = Europe, AS = Asia, ROW = Rest of World.
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