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Turnbull et al: Response to reviewers on revised manuscript 1 
Comments from the editor and reviewers are in bold type, our responses are in plain type. 2 
The marked up manuscript and tables/figures are included in this document following the 3 
point-by-point response. 4 
 5 
Editor:  I have now considered the revised manuscript and all three reviewers. It is 6 
clear that the manuscript is much improved as a result of the revisions. However, 7 
the reviewers are still split in their opinions though noticeably less so than before. I 8 
would like you to address the points the reviewers raise, especially those by 9 
reviewers 2 and 3. If you wish to send a point-by-point response before revising the 10 
paper, that will be fine. If not, please submit your response with a revised 11 
manuscript.  12 
 13 
To give you some guidance, I think some restructuring would make the paper much 14 
more readable. Section 3.5 could become a new section (4. Data validation), and 3.6 15 
could form part of the new section 5.2 (Seasonal variability) which should lead to 16 
some reduction in overall length. I sympathise with reviewer 2’s comment about the 17 
balance (and redundancy) between the main manuscript and the supplementary 18 
information. I would think that much of the curve fitting text would be better in the 19 
supplementary information as it underlies, rather than adds to, the main findings. It 20 

would make the paper more accessible to the non-specialist such as myself.    21 
We changed Section 3.5 and it’s subsections (3.5.1, 3.5.2 and 3.5.3) to Section 4 Data 22 
Validation with Subsections 4.1, 4.2 and 4.3 as suggested.   23 
Moving section 3.6 Smooth Curve Fit to the results section was problematic, since we 24 
discuss the smooth curve in (renamed) Section 4 Data Validation.  Therefore, we left this 25 
section in the methods (renumbered as section 3.5), but substantially shortened the main 26 
text and moved the rest to the supplementary material (supplementary section 5.4).  We 27 
also made some minor changes in (renumbered) Section 5.2 Seasonal Variability in the 28 
Wellington Record to be consistent with the changes in the methods sections. 29 
 30 
I also sympathise with reviewer 2’s comment about Section 3.7 and the use of 31 
NAME as you do not refer to the analysis much in the text. I suggest zooming in on 32 
Figure 5. That could make it easier to assess the possibility of local contamination. If 33 
the suggested calculation can be done, that would be good. However I say that not 34 
knowing how hard it is to do.  35 
We removed this section – we had considered doing so after the first round of reviews, 36 
and with these new reviews, we decided to indeed remove it.  As for the suggested 37 
calculation, i is reasonably complex and time consuming, and given that the influence is 38 
quite small, we felt it was beyond the scope of this paper to add that analysis. 39 
 40 
The other comments are more detailed and I look forward to your addressing them 41 
either in a revised manuscript or in your response.  42 
 43 
Reviewer 1 (Samuel Hammer):   44 
No changes suggested or made. 45 
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 46 
Reviewer 3 (John Miller): 47 
a) Regarding gap-filling of time series for ccgcrv, there is a web site describing 48 

ccgcrv where one can also download all the code. 49 
www.esrl.noaa.gov/gmd/ccgg/mbl/crvfit/� 50 

Thank you, we added a link to the website in the text. 51 
 52 
b) The hypothesis that a change in the land carbon sink could explain changes in 53 

the D14C latitude gradient is unrealistic considering that D14C is a quantity 54 
designed to factor out net fluxes from the land biosphere. line 647 of new pdf  55 

We agree, and have added a statement to this sentence “although this latter is less likely 56 
since Δ14CO2 is much less sensitive to biospheric fluxes than to either ocean or fossil fuel 57 
fluxes (e.g. Levin et al., 2010; Turnbull et al., 2009).” 58 
 59 
c) WLG is still being used as a site code in Fig. 4.  60 
Fixed.  Thank you. 61 
 62 
Reviewer 2: 63 
We especially thank this reviewer for a very thorough review of the paper and some very 64 
insightful comments.  We hope that the changes we have made have captured the 65 
reviewer’s intent.  66 
 67 
The authors have made some improvements and removed some unsupported 68 
statements in the revision. However, the abstract and conclusions are unchanged 69 
from the original version. These both include the misleading and unsupported 70 
statements about the Southern Ocean influence on the interhemispheric gradient 71 
noted in the first review, and they both need to be revised to remove these and to 72 
focus on the new results reported here.  73 
We revised the abstract and conclusions to include the alternative (although less likely) 74 
explanations for the developing interhemispheric gradient. 75 
 76 
The paper has a strange organization that mixes results (for comparison and 77 
validation of measurements) into the Methods section, and the Results and 78 
Discussion section is dominated by discussion (most of the data has been presented 79 
before and there is no new analysis of the causes of observed cycles, trend and 80 
gradient). The authors should revise the organization to have a Results section 81 
which is clearly showing new results from this analysis including the comparison 82 
and validation of measurements.  83 
We reorganized the sections following the editor’s recommendations – see comments 84 
above. 85 
 86 
The Results section should clearly report revisions to the Wellington record that 87 
were made since Currie 2009 and new observations of the BHD D14C trend over 88 
2005-14 (an interesting new result that is not currently included in the paper), in 89 
addition to the analysis of seasonal cycles and estimates of interhemispheric 90 
gradients with other stations already included.  91 
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We added a paragraph to section 5.1 discussing the recent BHD trend, and included a 92 
calculation showing that the Suess Effect is increasing and cannot explain the slowing in 93 
the BHD trend.   94 
 95 
Then the Results and Discussion section should be renamed Discussion, and 96 
shortened.  97 
We have followed the editor’s suggestions for reorganization (see above). 98 
 99 
Section 3.7: I still find this analysis and figure to not be very useful. Why don’t the 100 
authors use the footprints to calculate fossil fuel CO2 from local combustion to 101 
make this point more clearly? In any case, please note here that the model 102 
simulations are only used to detect local influences of fossil fuel combustion and 103 
potential seasonality  104 
We thought this through, and ultimately agreed that removing this information and figure 105 
was the best choice.  Instead we have simply referenced Steinkamp et al., 2017, where the 106 
BHD footprints are discussed in some detail.  We did consider using the footprints to 107 
calculate the fossil fuel CO2 from local combustion, but this is a fairly major undertaking 108 
since it requires spatially and temporally explicit fossil fuel emissions for New Zealand.  109 
Since the influence is small, this appears to us excessive for this paper. 110 
 111 
Section 4.2: This section is too long and it does not give a clear impression of the 112 
drivers of the seasonal cycle. Following the recommendation above for 113 
reorganization, the seasonal cycle results should be separated from the discussion, 114 
which can be shorted to a couple of paragraphs.  115 
We extended this section in the first round of revisions, specifically to address questions 116 
that this reviewer raised.  Shortening this section would necessitate removing this added 117 
discussion and we not done so.  118 
 119 
Ocean exchange needs to be mentioned as an influence. The authors do not mention 120 
the analysis of Levin 2010 on seasonality at CGO, who found stratosphere-121 
troposphere exchange and oceanic exchange were the main contributors.  122 
Levin et al 2010 argued that seasonal variability in transport (cross-equator and strat-trop) 123 
were the main drivers and this is already stated in the text.   124 
 125 
Also, Randerson 2002 Fig 6 for the 1980s.  126 
We discuss the 1980s period and compare with the Randerson results in this section 127 
already.  No changes. 128 
 129 
The authors should be careful not to over-interpret the data in this section. Are the 130 
authors stating that the biosphere is the primary contributor to the seasonal cycle at 131 
BHD in the 1980s-90s when they say “This is consistent with a change in sign of the 132 
terrestrial biosphere contribution as the bomb 14C pulse began to return to the 133 
atmosphere from the biosphere (Randerson et al., 2002)”? Why would the biosphere 134 
contribution be strongest in winter?  135 
We added some words to explain that the seasonality in atmospheric transport convolved 136 
with the flip in biosphere seasonality could drive the change. 137 



 4 

 138 
L471 Also shown in Graven et al. 2012, La Jolla trend  139 
Added this reference. 140 
 141 
L578-580 It’s strange to introduce Cape Grim here, when it has already been 142 
referred to several times and compared to BHD data in the previous section.  143 
We added the Cape Grim info where Cape Grim is first discussed in the paper.  We also 144 
left it here to help the reader follow where all the sites are. 145 
 146 
This comparison with other sites should be introduced in the Methods rather than 147 
midway through the Results and Discussion. Did the authors consider laboratory 148 
offsets between the three laboratories?  149 
We have opted to leave this section where it is, rather than adding another section in the 150 
methods.  We did consider laboratory offsets and differences, and this is discussed 151 
briefly. 152 
 153 
L593-601 This is not a new or robust estimate of the exchange time and needs to be 154 
deleted. Many studies have noted the delay of about a year between the peak D14C 155 
in the two hemispheres, e.g. Nydal 1966, with Lal and Rama 1966 providing a more 156 
rigorous estimate than offered here.  157 
In preparing this paper, we were surprised how little published information there actually 158 
is on the use of the 14C bomb spike to look at interhemispheric exchange time, since it is 159 
“common knowledge” that this is one of the applications of bomb 14C measurements.  160 
Following this comment, we re-read those early papers, and they estimated exchange 161 
times of about 1.7 years.  In neither case did they include data beyond 1964, which means 162 
that they did not capture the appearance of the bomb 14C peak in the Southern 163 
Hemisphere. 164 
 165 
L633 Levin et al. 2010 also attribute the change to the (Southern) Ocean  166 
Agreed, and re-reading the text, we feel this is already stated sufficiently. 167 
 168 
L636 Where is it shown that the interhemispheric gradient develops rapidly? From 169 
Levin 2010, Fig 6i there appears to be a clear trend over 1985-2005, albeit with 170 
interannual variation. No such figure is included here. 171 
We added a reference to figure 5, where this is shown.  Note also that the development 172 
and continuation of this gradient is clearer with the longer records shown here than in 173 
either the Graven or Levin papers. 174 
 175 
L638-651 should be deleted and replaced with one sentence such as “The 176 
interhemispheric gradient may also be influenced by the apparent reorganization of 177 
Southern Ocean carbon exchange in the early 2000s (Landschützer et al., 2015), 178 
which is postulated to be associated with changes in upwelling of deep water 179 
(DeVries et al., 2017) to which atmospheric Δ14CO2 is highly sensitive (Rodgers et 180 
al., 2011; Graven et al., 2012b).”  181 
We disagree on this point.  The most likely explanation for the interhemispheric 14C 182 
gradient is Southern Ocean upwelling, and there is wide interest in the possibilities of 183 
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using 14C to understand Southern Ocean carbon cycling.  Thus we think it deserves more 184 
than one sentence to explain the rationale.  185 
 186 
For “aging”, it may be better to say “dating”  187 
We think the reviewer is referring to “aging” of recent materials.  We have retained the 188 
word “aging” since “dating” is not normally used for post-bomb radiocarbon age 189 
determination. 190 
 191 
The authors argue for retaining the data with large scatter over 1995-2005, but 192 
these data flagged “T” and the smoothed record over this period need to at least 193 
include larger uncertainties. The two smoothed records provided “BHD” and 194 
“BHDCGO” differ by up to 10 per mil, but the reported uncertainties are about 2 195 
per mil. Shouldn’t the RMSE of 5 per mil over this period be incorporated in the 196 
uncertainty of the smoothed record of BHDCGO?  197 
There are many possible strategies for evaluating uncertainties.  Our view is that for this 198 
work it is most appropriate to report uncertainties based on the dataset itself, rather than 199 
attempting to incorporate biases diagnosed from other datasets.  The atmospheric 200 
radiocarbon community is in the process of strengthening intercomparisons between 201 
laboratories and developing harmonized global and regional datasets.  Uncertainty 202 
analysis from comparison of multiple records such as that suggested here will be 203 
incorporated into that future work. 204 
 205 
Can more information be provided on the “additional error term, determined from 206 
the long-term repeatability of secondary standard materials”? The Turnbull 2016 207 
reference appears to report only recent secondary standard measurements since 208 
2011. 209 
This additional error term has been added to measurements for all Rafter AMS 210 
measurements, but the methodology had never been published prior to the Turnbull et al 211 
2015 paper.  A longer discussion is included in the supplementary material and we added 212 
a reference to that in the main text. 213 
 214 
The excel spreadsheet refers to WLG in the header text on several sheets.� 215 
Fixed. Thank you. 216 
 217 
It seems unnecessary to repeat so much text from the paper in the supplement.� 218 
The supplement includes more detail of the dataset than is in the paper, and we feel that it 219 
becomes difficult to follow if users need to jump between the main paper and the 220 
supplement to get all the information, therefore we prefer to include all the detail in the 221 
supplement. 222 
 223 
Supplement does not define “trend” and “fit” reported in the spreadsheet. “Trend” 224 
suggests a rate of change rather than deseasonalized data. 225 
We moved the bulk of the information on the smooth curve fits from the main paper into 226 
the supplementary material and added into comments there to indicate how “trend” and 227 
“fit” are defined in the datasets. 228 
  229 
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1.		Abstract	240 
We present 60 years of Δ14CO2 measurements from Wellington, New Zealand (41°S, 241 
175°E).  The record has been extended and fully revised.  New measurements have been 242 
used to evaluate the existing record and to replace original measurements where 243 
warranted.  This is the earliest direct atmospheric Δ14CO2 record and records the rise of 244 
the 14C “bomb spike”, the subsequent decline in Δ14CO2 as bomb 14C moved throughout 245 
the carbon cycle and increasing fossil fuel CO2 emissions further decreased atmospheric 246 
Δ14CO2.  The initially large seasonal cycle in the 1960s reduces in amplitude and 247 
eventually reverses in phase, resulting in a small seasonal cycle of about 2 ‰ in the 248 
2000s.  The seasonal cycle at Wellington is dominated by the seasonality of cross-249 
tropopause transport, and differs slightly from that at Cape Grim, Australia, which is 250 
influenced by anthropogenic sources in winter.  Δ14CO2 at Cape Grim and Wellington 251 
show very similar trends, with significant differences only during periods of known 252 
measurement uncertainty.  In contrast, similar clean air sites in Northern Hemisphere 253 
show a higher and earlier bomb 14C peak, consistent with a 1.4-year interhemispheric 254 
exchange time.  From the 1970s until the early 2000s, the Northern and Southern 255 
Hemisphere Δ14CO2 were quite similar, apparently due to the balance of 14C-free fossil 256 
fuel CO2 emissions in the north and 14C-depleted ocean upwelling in the south.  The 257 
Southern Hemisphere sites show a consistent and marked elevation above the Northern 258 
Hemisphere sites since the early 2000s, which is most likely due to reduced upwelling of 259 
14C-depleted and carbon-rich deep waters in the Southern Ocean, although an 260 
underestimate of fossil fuel CO2 emissions or changes in biospheric exchange are also 261 
possible explanations.  This developing Δ14CO2 interhemispheric gradient is consistent 262 
with recent studies that indicate a reinvigorated Southern Ocean carbon sink since the 263 
mid-2000s, and suggests that upwelling of deep waters plays an important role in this 264 
change.   	265 
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2.		Introduction	266 
Measurements of radiocarbon in atmospheric carbon dioxide (Δ14CO2) have long been 267 
used as a key to understanding the global carbon cycle.  The first atmospheric Δ14CO2 268 
measurements were begun at Wellington, New Zealand in 1954 (Rafter, 1955; Rafter et 269 
al., 1959), aiming to better understand carbon exchange processes (Otago Daily Times, 270 
1957).  Northern Hemisphere Δ14CO2 measurements began a few years later in 1962, in 271 
Norway (Nydal and Løvseth, 1983) and 1959 in Austria (Levin et al., 1985).  272 
 273 
14C is a cosmogenic nuclide produced naturally in the upper atmosphere through neutron 274 
spallation, reacts rapidly to form 14CO and then oxidizes to 14CO2 over a period of 1- 2 275 
months, after which it moves throughout the global carbon cycle.  Natural 14C production 276 
is roughly balanced by radioactive decay, which mostly occurs in the carbon-rich and 277 
slowly overturning ocean carbon reservoir and to a lesser extent in the faster cycling 278 
terrestrial carbon reservoir.  The perturbations to Δ14CO2 from atmospheric nuclear 279 
weapons testing in the mid-20th century and additions of 14C-free CO2 from fossil fuel 280 
burning have both provided tools to investigate CO2 sources and sinks.   281 
 282 
Penetration of bomb-14C into the oceans has been used to understand ocean carbon uptake 283 
processes (Oeschger et al., 1975; Broecker et al., 1985; Key et al., 2004; Naegler et al., 284 
2006; Sweeney et al., 2007). Terrestrial biosphere carbon residence times and exchange 285 
processes have also been widely investigated using bomb-14C (e.g. Trumbore et al., 2000; 286 
Naegler et al., 2009).  Stratospheric residence times, cross-tropopause transport and 287 
interhemispheric exchange can also be examined with atmospheric Δ14CO2 observations 288 
(Kjellström et al., 2000; Kanu et al., 2015).   289 
 290 
The Suess Effect, the decrease in atmospheric Δ14CO2 due to the addition of 14C-free 291 
fossil fuel CO2, was first identified in 1955 (Suess, 1955).  It has subsequently been 292 
refined (Meijer et al., 1996; Levin et al., 2003; Turnbull et al., 2006) and used to 293 
investigate fossil fuel CO2 additions at various scales (e.g. Turnbull et al., 2009a; Djuricin 294 
et al., 2010; Miller et al., 2012; Lopez et al., 2013; Turnbull et al., 2015).   295 
 296 
The full atmospheric 14C budget has been investigated using long term Δ14CO2 records in 297 
conjunction with atmospheric transport models (Caldiera et al., 1998; Randerson et al., 298 
2002; Naegler et al., 2006; Turnbull et al., 2009b; Levin et al., 2010).  These have shown 299 
changing controls on Δ14CO2 through time.  Prior to nuclear weapons testing, natural 300 
cosmogenic production added 14C in the upper atmosphere, which reacted to CO2 and 301 
moved throughout the atmosphere and the carbon cycle.  The short carbon residence time 302 
in the biosphere meant that biospheric exchange processes had only a small influence on 303 
Δ14CO2, whereas the ocean exerted a stronger influence due to radioactive decay during 304 
its much longer (and temporally varying) turnover time.  The addition of bomb 14C in the 305 
1950s and 1960s almost doubled the atmospheric 14C content.  This meant that both the 306 
ocean and biosphere were very 14C-poor relative to the atmosphere in the two decades 307 
following the atmospheric test ban treaty.  As the bomb-14C was distributed throughout 308 
the carbon cycle, this impact weakened, and by the 1990s, the additions of fossil fuel CO2 309 
became the largest contributor to the Δ14CO2 trend (Randerson et al., 2002; Turnbull et 310 
al., 2007; Levin et al., 2010; Graven et al., 2012). 311 
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 312 
The long-term Δ14CO2 records have been crucial in all of these findings, and the 313 
Wellington Δ14CO2 record is of special importance, being the oldest direct atmospheric 314 
trace gas record, even predating the CO2 mole fraction record started at Mauna Loa in 315 
1958 (Keeling, 1961; Keeling and Whorf, 2005). It is the only Southern Hemisphere 316 
record recording the bomb spike.  Several short Southern Hemisphere records do exist 317 
(Manning et al., 1990; Meijer et al., 2006; Graven et al., 2012b; Hua and Barbetti, 2013), 318 
and some longer records began in the 1980s (Levin et al., 2010).  Over the more than 60 319 
years of measurement, there have necessarily been changes in how the Wellington 320 
samples are collected and measured.  There are no comparable records during the first 30 321 
years of measurement, so that the data quality has not been independently evaluated.  322 
Comparison with other records since the mid-1980s has suggested that there may be 323 
biases in some parts of the Wellington record (Currie et al., 2011). 324 
 325 
Here we present a revised and extended Wellington atmospheric 14CO2 record, spanning 326 
60 years from December 1954 to December 2014.  We detail the different sampling, 327 
preparation and measurement techniques used through the record, compare with new tree 328 
ring measurements, discuss revisions to the previously published data and provide a final 329 
dataset with accompanying smooth curve fit.   330 
 331 
In the results and discussion, we revisit the key findings that the Wellington 14CO2 record 332 
has provided over the years and expand with new findings based on the most recent part 333 
of the record. The most recent publication of this dataset included data to 2005 (Currie et 334 
al., 2011) and showed periods of variability and a seasonal cycle at Wellington that differ 335 
markedly from the independent Cape Grim, Tasmania 14CO2 record at a similar southern 336 
latitude (Levin et al., 2010).  Here we add complementary new data to investigate these 337 
differences, fill gaps and extend the record to near-present.  338 

3.		Methods	339 
Over 60 years of measurement, a number of different sample collection, preparation, 340 
measurement and reporting methods have been used.  In this section, we give an 341 
overview of the various methods and changes through time, and they are summarized in 342 
table 1.  Full details of the sampling methods used through time are provided in the 343 
supplementary material, compiling methodological information documented in previous 344 
reports on the Wellington record (Rafter and Fergusson, 1959; Manning et al., 1990; 345 
Currie et al., 2011) along with methods newly applied in this new extension and 346 
refinement of the dataset.   347 
 348 
3.1.		Sampling	sites	349 
Samples from 15 December 1954 – 5 June 1987 were collected at Makara (Lowe, 1974), 350 
on the south-west coast of the North Island of New Zealand (MAK, 41.25°S, 174.69°E, 351 
300 m asl). Samples since 8 July 1988 have been collected at Baring Head (Brailsford et 352 
al., 2012) on the South Coast of the lower North Island and 23 km southeast of Makara 353 
(BHD, 41.41°S, 174.87°E, 80 m asl) (figure 1).  We also discuss tree ring samples 354 
collected from Eastbourne, 12 km north of Baring Head on Wellington Harbour. 355 
 356 
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3.2.		Collection	methods	357 
3.2.1.		NaOH	absorption	358 
The primary collection method is static absorption of CO2 into nominally CO2-free 0.5 or 359 
1 M sodium hydroxide (NaOH) solution, which is left exposed to air at the sampling site 360 
providing an integrated sample over a period of ~2 weeks (section S3.1; Rafter, 1955).  361 
From 1954-1995, ~ 2 L NaOH solution was exposed to air in a large (~450 cm2 surface 362 
area) Pyrex® tray.  Since 1995, wide-mouth high-density polyethylene (HDPE) bottles 363 
containing ~200 mL NaOH solution were left open inside a Stevenson meteorological 364 
screen; the depth of the solution in the bottles remained the same as that in the previously 365 
used trays. No significant difference has been observed between the two methods (Currie 366 
et al., 2011).  A few early (1954-1970) samples were collected using different vessels, air 367 
pumped through the NaOH (vs. passive absorption), or NaOH was replaced with barium 368 
hydroxide (Rafter, 1955; Manning et al., 1990). CO2 is extracted from the NaOH solution 369 
by acidification followed by cryogenic distillation (Rafter and Fergusson, 1959; Currie et 370 
al., 2011).  Static NaOH absorption necessarily fractionates relative to CO2 in the 371 
atmosphere.  Typical d13C values are -15 to -25 ‰ for these samples, and this is corrected 372 
for in the data analysis. 373 
 374 
3.2.2.		Whole	air	flasks	375 
In this study, we use whole air flask samples collected at Baring Head to supplement 376 
and/or replace NaOH samples.  Flasks of whole air are collected by flushing ambient air 377 
through the flask for several minutes then filled to slightly over ambient pressure.  Most 378 
flasks were collected during southerly, clean air conditions (Stephens et al., 2013).  CO2 379 
is extracted cryogenically (Turnbull et al., 2015).  For whole air samples collected from 380 
1984-1993, the extracted CO2 was archived until 2012. We evaluated the quality of this 381 
archived CO2 using two methods.  Tubes with major leakage were readily detected by air 382 
present in the tube and were discarded.  δ13C from all the remaining samples was in 383 
agreement with δ13C measured from separate flasks collected at Baring Head and 384 
measured for δ13C by Scripps Institution of Oceanography at close to the time of 385 
collection (http://scrippsco2.ucsd.edu/data/nzd).   Whole air samples collected since 2013 386 
are analyzed for δ13C and other trace gases and isotopes at NIWA (Ferretti et al., 2000) 387 
and for the 14CO2 measurement, CO2 is extracted from whole air at Rafter Radiocarbon 388 
Laboratory (Turnbull et al., 2015). 389 
 390 
3.2.3.		Tree	rings	391 
When trees photosynthesize, they faithfully record the Δ14C of ambient CO2 in their 392 
cellulose, the structural component of wood.  Annual tree rings therefore provide a 393 
summertime (approximately September – April in the Southern Hemisphere) daytime 394 
average Δ14CO2.  Photosynthetic uptake varies during the daylight hours depending on 395 
factors including growth period, sunlight, and temperature (Bozhinova et al., 2013), 396 
resulting in a somewhat different effective sampling pattern than the 1-2 week NaOH 397 
solution collections. We show in section 3.5.1. that at the Wellington location this 398 
difference is negligible. Note that we assign the mean age of each ring as January 1 of the 399 
year in which growth finished (i.e. the mean age of a ring growing from September – 400 
April), whereas dendrochronologists assign the “ring year” as the year in which ring 401 
growth started (i.e. the previous year). 402 
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 403 
We collected cores from three trees close to the Baring Head site.  A pine (Pinus radiata) 404 
located 10 m from the Baring Head sampling station (figure 1) yielded rings back to 1986 405 
(Norris, 2015).  A longer record was obtained from two New Zealand kauri (Agathis 406 
australis) specimens planted in 1919 and 1920, located 20 m from one another in 407 
Eastbourne, 12 km from Baring Head (figure 1).  Kauri is a long-lived high-density 408 
softwood species that has been widely used in dendrochronology and radiocarbon 409 
calibration studies (e.g. Hogg et al., 2013).  410 
 411 
Annual rings were counted from each core. Shifting the Eastbourne record by one year in 412 
either direction moves the 14C bomb spike maximum out of phase with the NaOH-based 413 
Wellington Δ14CO2 record (supplementary figure S1), confirming that the ring counts are 414 
correct.  For the Baring Head pine, rings go back to only 1986, and we verify them by 415 
comparing with the Eastbourne record.  They show an insignificant mean difference of -416 
0.4 ± 0.8 ‰ (supplementary figure S1). 417 
 418 
In practice, it is difficult to ensure that one annual ring is sampled without losing any 419 
material from that ring, and no wood from surrounding rings is included.  To evaluate the 420 
potential bias from this source, we measured replicate samples from different cores from 421 
the same tree (Baring Head) or two different trees (Eastbourne).  For samples collected 422 
since 1985, all these replicates are consistent within their assigned uncertainties 423 
(supplementary figure S2).  However, for three replicates from Eastbourne in 1963, 1965 424 
and 1971, we see large differences of 9.2, 44.5 and 4.9 ‰, which we attribute to small 425 
differences in sampling of the rings that were magnified by the rapid change in Δ14C of 426 
up to 200 ‰ yr-1 during this period.  Thus, the tree ring Δ14C values during this period 427 
should be treated with caution. 428 
 429 
Cellulose was isolated from whole tree rings by first removing labile organics with 430 
solvent washes, then oxidation to isolate the cellulose from other materials (Norris, 2015; 431 
Hua et al., 2000).  The cellulose was combusted and the CO2 purified following standard 432 
methods in the Rafter Radiocarbon Laboratory (Baisden et al., 2013). 433 
 434 
3.3.		14C	measurement		435 
Static NaOH samples were measured by conventional decay counting on the CO2 gas 436 
from 1954 – 1995 (Manning et al., 1990; Currie et al., 2011) and these are identified by 437 
their unique “NZ” numbers. All measurements made since 1995, including recent 438 
measurements of flask samples collected in the 1980s and 1990s, were reduced to 439 
graphite, measured by accelerator mass spectrometry (AMS), and are identified by their 440 
unique “NZA” numbers.  The LG1 graphitization system was used from 1995 to 2011 441 
(NZA < 50,000) (Lowe et al., 1987), and replaced with the RG20 graphite system in 2011 442 
(NZA > 50,000) (Turnbull et al., 2015).  Samples measured by AMS were stored for up 443 
to three years between sample collection and extraction/graphitization/measurement. 444 
 445 
For samples collected from 1995 to 2010, an EN Tandem AMS was used for 446 
measurement (NZA < 35,000, Zondervan and Sparks, 1996). Until 2005 (NZA <30,000, 447 
including all previously reported Wellington 14CO2 data), only 13C and 14C were 448 



 11 

measured on the EN Tandem system, so the normalization correction for isotopic 449 
fractionation (Stuiver and Polach, 1977) was performed using an offline isotope ratio 450 
mass spectrometer d13C value. The data reported from 2005 onwards (NZA > 30,000) 451 
show a reduction in scatter reflecting the addition of online 12C measurement in the EN 452 
Tandem system in 2005.  This allows direct online correction for isotopic fractionation 453 
that may occur during sample preparation and in the AMS system (Zondervan et al., 454 
2015), and results in improved long-term repeatability.  Fractionation in the AMS system 455 
may vary in sign depending on the particular conditions, but incomplete graphitization 456 
biases the graphite towards lighter isotopes, which, if undiagnosed, will bias Δ14C high.  457 
The LG1 graphitisation system used during this period did not directly evaluate whether 458 
graphitization was complete, so it is possible or even likely that there was a high bias in 459 
the 1995 – 2005 measurements. This is further discussed in section 3.5.3.  460 
 461 
For all EN Tandem samples, a single large aliquot of extracted CO2 was split into four 462 
separately graphitized and measured targets and the results of all four were averaged. We 463 
have revisited the multi-target averaging, applying a consistent criterion to exclude 464 
outliers and using a weighted mean of the retained measurements (supplementary 465 
material).  This results in differences of up to 5 ‰ relative to the values reported by 466 
Currie et al. (2011) and is discussed in more detail in the supplementary material.   467 
 468 
In 2010, the EN Tandem was replaced with a National Electrostatics Corporation AMS, 469 
dubbed XCAMS (NZA > 34,000). XCAMS measures all three carbon isotopes, such that 470 
the normalization correction is performed using the AMS measured 13C values 471 
(Zondervan et al., 2015). XCAMS measurements are made on single graphite targets 472 
measured to high precision of typically 1.8 ‰ (Turnbull et al., 2015). 473 
 474 
3.4.		Results	format	475 
NaOH samples are collected over a period of typically two weeks, and sometimes much 476 
longer.  We report the date of collection as the average of the start and end dates.  In 477 
cases where the end date was not recorded, we use the start date.  For a few samples, the 478 
sampling dates were not recorded or are ambiguous, and those results have been excluded 479 
from the reported dataset.   480 
 481 
Results are reported here as F14C (Reimer et al., 2004) and D14C (Turnbull et al., 2007).  482 
F14C is corrected for isotopic fractionation and blank corrected.  We calculated F14C from 483 
the original measurement data recorded in our databases, and updated a handful of 484 
records where transcription errors were found.  D14C is derived from F14C, and corrected 485 
for radioactive decay since the time of collection; this is slightly different from Δ14C as 486 
defined by Stuiver and Polach (1977) that is corrected to the date of measurement.  Δ14C 487 
has been recalculated using the date of collection for all results, resulting in changes of a 488 
few tenths of permil in most D14C values relative to those reported by Currie et al. (2011) 489 
and Manning et al. (1990).  Uncertainties are reported based on the counting statistical 490 
uncertainty and for AMS measurements we add an additional error term, determined from 491 
the long-term repeatability of secondary standard materials (Turnbull et al., 2015; 492 
supplementary section 5.3).  Samples for which changes have been made relative to the 493 
previously published results are indicated by the quality flag provided in the 494 
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supplementary dataset.  Where more than one measurement was made for a given date, 495 
we report the weighted mean (Bevington and Robinson, 2003) of all measurements.  496 
 497 
3.5.		Smooth	curve	fits	498 
In addition to the raw measured Δ14CO2 values, we calculate a smooth curve fit and 499 
deseasonalized trend from the Wellington Δ14C and F14C datasets.  The deseasonalized 500 
trend may be more useful than the raw data for aging of recent materials (e.g. Reimer et 501 
al., 2004; Hua et al., 2013).  Acknowledging that the 1995-2005 period is variable and 502 
possibly biased in the Wellington record (section 4.3), we also provide in the 503 
supplementary material an alternative mid-latitude Southern Hemisphere smooth curve fit 504 
and deseasonalized trend in which the Wellington data for 1995-2005 has been removed 505 
and replaced with the Cape Grim, Tasmania data for that period (Levin et al., 2010). 506 
 507 
Curvefitting is particularly challenging for the Δ14CO2 record, since (a) there are data 508 
gaps and inconsistent sampling frequency, (b) the growth rate and trend vary dramatically 509 
and (c) the seasonal cycle changes both in magnitude and phase (Section 5.2). We chose 510 
to use the CCGCRV fitting procedure (Thoning et al., 1989; 511 
www.esrl.noaa.gov/gmd/ccgg/mbl/crvfit/), which can readily handle the data gaps, 512 
inconsistent sampling frequency, and rapid changes in the trend.  To address the changing 513 
seasonal cycle, we make separate fits to the record for five time periods: 1954-1965, 514 
1966-1979, 1980-1989, 1990-2004, 2005-2014.  These divisions were chosen based on 515 
major changes in the raw observational growth rate, seasonal cycle and data quality 516 
(supplementary section 6). For each time period, we use CCGCRV with one linear and 517 
two harmonic terms and fit residuals are added back using a low-pass filter with an 80-518 
day cutoff in the frequency domain.  At each transition, we overlapped a two-year period 519 
and linearly interpolated the two fits across that two-year period to smooth the transitions 520 
caused by end effects.  The one-sigma uncertainty on the smoothed curve and 521 
deseasonalized trend were determined using a Monte Carlo technique. Further details of 522 
the fitting procedure and choice of time period cutoffs are provided in the supplementary 523 
material. 524 
 525 
The mean difference between the fitted curve and the measured Δ14CO2 values is 3.8 ‰, 526 
consistent with the typical measurement uncertainty for the full dataset.  Further, the 527 
residuals are highest for the early period (1954-1970) at 6 ‰, consistent with the larger 528 
measurement errors at that time of ~6 ‰.  The residuals improve as the measurement 529 
errors reduce, such that since 2005, the mean residual is 2 ‰, consistent with the reported 530 
2 ‰ uncertainties.  The exception is the 1995- 2005 period where the mean residual 531 
difference of 5 ‰ is substantially higher than the mean reported uncertainty of 2.5 ‰, 532 
reflecting the apparent larger scatter during this period (Section 4.3).   533 

4.		Data	validation	534 
4.1.		Tree	ring	comparison	535 
Over the more than 60 years of the Wellington Δ14CO2 record, there have necessarily 536 
been many changes in methodology, and the tree rings provide a way to validate the full 537 
record, albeit with lower resolution.  Due to the possible sampling biases in the tree rings 538 

Deleted: 3.5539 
Formatted: Heading 1

Deleted: 3.5540 



 13 

(section 3.2.3.), we do not include them in the final updated record, but use them to 541 
validate the existing measurements. 542 
 543 
During the rapid Δ14CO2 change in the early 1960s, there are some differences between 544 
the kauri tree ring and Wellington Δ14CO2 records (Figure 2).  The 1963 and 1964 tree 545 
ring samples are slightly lower than the concurrent Δ14CO2 samples.   The peak Δ14CO2 546 
measurement in the tree rings is 30 ‰ lower than the smoothed Δ14CO2 record, and 547 
100‰ lower than the two highest Δ14CO2 measurements in 1965.  These differences are 548 
likely due to small errors in sampling of the rings, which will be most apparent during 549 
periods of rapid change.  550 
 551 
Prior to 1960 and from the peak of the bomb spike in 1965 until 1990, there is remarkable 552 
agreement between the tree rings and Wellington Δ14CO2 record, with the variability 553 
replicated in both records.  And since 2005, there is excellent agreement across all the 554 
different records.  Some differences are observed in 1990-1993 and 1995-2005, which we 555 
discuss in the following sections. 556 
 557 
4.2.		1990-1993	anomaly	558 
An anomaly in the gas counting measurements between 1990 and 1993 has previously 559 
been noted (figures 2, 3) as a deviation from the Cape Grim Δ14CO2 record (CGO, 560 
40.68°S, 144.68°E, 94 m asl, Levin et al., 2010) during the same period.  Cape Grim is at 561 
similar latitude, and observes a mixture of air from the mid-latitude Southern Ocean 562 
sector and mainland Australia (Ziehn et al., 2014; Law et al., 2010).  The Wellington and 563 
Cape Grim records overlap during almost all other periods (figure 3).   564 
 565 
We use archived CO2 from flask samples to evaluate this period of deviation. First, the 566 
recent flask samples collected since 2013 (n=12) agree very well with the NaOH static 567 
samples from the same period (figure 2), indicating that despite the difference in 568 
sampling period for the two methods, flask samples reflect the Δ14CO2 observed in the 569 
longer-term NaOH static samples.  We then selected a subset of archived 1984 - 1992 570 
extracted CO2 samples for measurement, mostly from Southerly wind conditions, but 571 
including a few from other wind conditions. These flask Δ14CO2 measurements do not 572 
exhibit the anomaly seen in the NaOH static samples (figure 2), implying that the 573 
deviation observed in the original NaOH static samples may be a consequence of 574 
sampling, storage or measurement errors.  Annual tree rings from both the kauri and pine 575 
follow the flask measurements for this period (figure 2), confirming that the NaOH static 576 
samples are anomalous.   577 
 578 
The 1990-1993 period was characterized by major changes in New Zealand science, both 579 
in the organizational structure and personnel.  Although we are unable to exactly 580 
reconstruct events at that time, we hypothesize that the NaOH solution was prepared 581 
slightly differently, perhaps omitting the barium chloride precipitation step for these 582 
samples.  This would result in contaminating CO2 absorbed on the NaOH before the 583 
solution was prepared.  Since atmospheric Δ14CO2 is declining, this would result in 584 
higher Δ14CO2 observed in these samples than in the ambient air. Another possibility is 585 
that there were known issues with the background contamination in the proportional 586 
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counters during this period that could result in a high bias Δ14CO2. In any case, these 589 
values are anomalous and we remove the original NaOH static sample measurements 590 
between 1990 and 1993 and replace them with the new flask measurements for the same 591 
period.  592 
 593 
4.3.		1995-2005	variability	594 
As already discussed in section 3.3, the measurement method was changed from gas 595 
counting to AMS for samples collected in 1995 and thereafter.  During the first ten years 596 
of AMS measurements, the record is much noisier than during any other period (figure 597 
2).  Until 2005, offline d13C measurements on the evolved CO2 were used in the 598 
normalization correction. In 2005, online 12C measurement was added to the AMS 599 
system, allowing online AMS measurement of the d13C value and accounting for any 600 
fractionation during sample preparation and AMS measurement (Zondervan et al., 2015; 601 
see also section 3.3).  This substantially improved the measurement accuracy and the 602 
noise in the Δ14CO2 record immediately reduced as can be seen in the lower panel of 603 
figure 2. Therefore, we suspect that the variability and apparent high bias in the 1995-604 
2005 period of the Δ14CO2 record is due to measurement uncertainty and bias rather than 605 
atmospheric variability. 606 
 607 
The remaining NaOH solution for all samples collected since 1995 has been archived, 608 
and typically only every second sample collected was measured, with the remainder 609 
archived without extraction.  In 2011-2016, we revisited the 1995-2005 period, 610 
remeasuring some samples that had previously been measured and some that had never 611 
been measured for a total of 52 new analyses.   612 
 613 
The new measurements for this time period do show reduced scatter over the original 614 
analyses, particularly for the period from 1998-2001 where the original analyses appear 615 
anomalously low and in 2002-2003 when the original analyses appear anomalously high.  616 
Yet there remain a number of both low and high outliers in the new measurements.  617 
These are present in both the samples that were remeasured and in those for which this 618 
was the first extraction of the sample.  This suggests that a subset of the archived sample 619 
bottles were either contaminated at the time of collection, or that some bottles were 620 
insufficiently sealed, causing contamination with more recent CO2 during storage.  621 
Comparison with the tree ring measurements and with the Cape Grim record (Levin et al., 622 
2010) suggest that the measurements during this period may, on average, be biased high 623 
as well as having additional scatter (figure 3). Nonetheless, in the absence of better data, 624 
we retain both the original and remeasured NaOH sample results in the full Wellington 625 
record, with a special flag to allow users to easily remove the questionable results if they 626 
prefer.  We also provide a smoothed fit that excludes these data (section 3.6). 627 
 628 

5.		Results	and	Discussion	629 
5.1.		Variability	in	the	Wellington	record	through	time	630 
The Wellington Δ14CO2 record begins in December 1954, at a roughly pre-industrial 631 
Δ14CO2 level of -20 ‰ (figure 2).  From 1955, Δ14CO2 increased rapidly, near doubling 632 
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to 700 ‰ in 1965 at Wellington, due to the production of 14C during atmospheric nuclear 641 
weapons tests.  Nuclear tests in the early 1950s contributed to the rise, then a hiatus in 642 
testing in the late 1950s led to a plateau in Wellington Δ14CO2 before a series of very 643 
large atmospheric tests in the early 1960s led to further increases (Rafter and Ferguson, 644 
1959; Manning et al., 1990).   645 
 646 
Most atmospheric nuclear weapons testing ceased in 1963, and the Wellington Δ14CO2 647 
record peaks in 1965 then begins to decline, at first rapidly at -30 ‰ yr-1 in the 1970s and 648 
gradually slowing to -5 ‰ yr-1 after 2005.  The initial rapid decline has been attributed 649 
primarily to the uptake of the excess radiocarbon into the oceans, and to a lesser extent, 650 
uptake into the terrestrial biosphere (Naegler et al 2006; Randerson et al., 2002; Manning 651 
et al., 1990; Stuiver and Quay 1981). The short residence time of carbon in the biosphere 652 
means that from the 1980s, the terrestrial biosphere changed from a 14C sink to a 14C 653 
source as the bomb pulse was re-released (Randerson et al., 2002; Levin et al., 2010).   654 
 655 
Natural cosmogenic production of 14C damps the rate of decline since the bomb peak by 656 
~5 ‰ yr-1 in Δ14CO2; this may vary with the solar cycle, but there is no known long-term 657 
trend in this component of the signal (Turnbull et al., 2009; Naegler et al., 2006).  There 658 
is also a small positive contribution from the nuclear industry which emits 14C to the 659 
atmosphere, and this has increased from zero in the 1950s to 0.5 – 1 ‰ yr-1 in the last 660 
decade (Turnbull et al., 2009b; Levin et al., 2010; Graven and Gruber, 2011).   661 
 662 
The Suess Effect, the decrease in atmospheric Δ14CO2 due to the addition of 14C-free 663 
fossil fuel CO2 to the atmosphere (Suess, 1955; Tans, 1979; Levin et al., 2003), was first 664 
recognized in 1955 and has played a role throughout the record.  Although the magnitude 665 
of fossil fuel CO2 emissions has grown through time, when convolved with the declining 666 
atmospheric Δ14CO2 history, the impact on Δ14CO2 stayed roughly constant at -10 ‰ yr-1 667 
from the 1970s to the mid-2000s (Randerson et al., 2002; Levin et al., 2010; Graven et 668 
al., 2012).  Yet the continued increase in fossil fuel CO2 emissions has slightly increased 669 
the impact of fossil fuel CO2 in the last few years, to about -12 ‰ yr-1 in 2014 (using 670 
annual global fossil fuel CO2 estimates from CDIAC (Boden et al., 2017)).  Since the 671 
1990s, the Suess Effect has been the largest driver of the ongoing negative growth rate 672 
(Turnbull et al., 2009b; Levin et al., 2010). 673 
 674 
The most recent part of the Wellington Δ14CO2 record from 2005 – 2014 is reported here 675 
for the first time.  It shows a continuing downward trend in Δ14CO2 of -5 ‰ yr-1, a slight 676 
slowing in the negative trend relative to the 1990 – 2004 period which had a trend of 677 
5.8 ‰ yr-1.  This slight slowing in the downward Δ14CO2 trend is opposite of what might 678 
be expected due to the Suess Effect alone.  Possible explanations are a slowing of the rate 679 
of uptake of 14C into the oceans, an increase in the return rate of bomb 14C to the 680 
atmosphere from the biosphere, and a secular increase in 14C production. 681 
 682 
5.2		Seasonal	variability	in	the	Wellington	record	683 
We determine the changing seasonal cycle from smooth curve fits to five separate periods 684 
of the record (1954-1965, 1966-1979, 1980-1989, 1990-2004, 2005-2014, figure 4 top 685 
panel).  This subdivision is necessary to allow the seasonal cycle to vary through time 686 
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since the CCGCRV curve fitting routine assigns a single set of harmonics to the time 693 
period fitted (see section 3.5).   The choice of time periods is discussed in supplementary 694 
section 6. We also created detrended, fitted Δ14CO2 seasonal cycles by subtracting the 695 
deseasonalised trend from the observations. Comparison with the detrended, fitted 696 
seasonal cycle determined from the smooth curve fits (figure 4 bottom panel) shows that 697 
the smooth curve fit, as might be expected, does not capture the largest deviations from 698 
the trend seen in the observations, but represents the changing seasonal cycle quite well. 699 
 700 
The 1966-1979 period shows a strong seasonal cycle (figure 4) with a consistent phase 701 
and an amplitude that varies from a maximum in 1966 of 30‰ gradually declining to 702 
3 ‰ in 1979, with a mean amplitude of about 6 ‰.  This is primarily attributed to 703 
seasonally varying stratosphere – troposphere exchange bringing bomb 14C into the 704 
troposphere (Manning et al., 1990; Randerson et al., 2002). Manning et al. (1990) were 705 
unable to simulate the correct phasing of the seasonal cycle, apparently because their 706 
model distributed bomb 14C production throughout both Northern and Southern 707 
stratosphere.  In fact, the majority of the bomb 14C was produced in the Northern 708 
Hemisphere stratosphere (Enting et al., 1982). Randerson et al (2002) were able to match 709 
the amplitude of the Wellington seasonal cycle during this time period, although their 710 
model was out of phase with the observations by about 1.5 months. They attribute the 711 
seasonal cycle during this period mostly to the seasonality in Northern Hemisphere 712 
stratosphere – troposphere exchange with a phase lag caused by cross-equator exchange 713 
into the Southern Hemisphere. The seasonal cycle kept the same phase but gradually 714 
decreased in amplitude until the late 1970s, attributed to the declining disequilibrium 715 
between the stratosphere and troposphere as the bomb 14C moved throughout the carbon 716 
reservoirs. 717 
 718 
Between 1978 and 1980 the seasonal cycle weakened, and then reversed during the 719 
1980s, with a maximum in winter (June – August) and amplitude of about 2 ‰.  The 720 
detrended observations show that this change in phase is not an artifact of the fitting 721 
method (bottom panel of figure 4).  This result is comparable to that obtained by 722 
Manning et al. (1990) and Currie et al. (2011), who both used a seasonal trend loess 723 
(STL) procedure to determine the seasonal cycle from the same data.  This is consistent 724 
with the seasonality in atmospheric transport convolving with a change in sign of the 725 
terrestrial biosphere contribution as the bomb 14C pulse began to return to the atmosphere 726 
from the biosphere (Randerson et al., 2002).  727 
 728 
The Wellington Δ14CO2 seasonal cycle declined in the 1990s, and the larger variability in 729 
the observations between 1995 and 2005 makes it difficult to discern a seasonal cycle 730 
during that period.  Since 2005, the more precise measurements allow us to detect a small 731 
seasonal cycle with amplitude of about 2 ‰ (figure 4).  We compare the seasonal cycle at 732 
Wellington from 2005 – 2015 with the seasonal cycle at Cape Grim, Australia from 1995-733 
2010.  There is no significant difference in the seasonal cycle at either site if we select 734 
only the overlapping time period of 2005-2010.  Both sites show a similar magnitude 735 
seasonal cycle during this period, and Cape Grim shows a maximum in March – April 736 
that has been attributed primarily to the seasonality of atmospheric transport of Northern 737 
Hemisphere fossil fuel emissions to the Southern troposphere (Levin et al., 2010). This 738 
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maxima at Cape Grim coincides with a seasonal maximum in the Wellington record.  742 
However, Wellington Δ14CO2 exhibits a second maximum in the austral spring (October) 743 
that is not apparent at Cape Grim.  744 
 745 
Recent work has shown that during the winter, the Cape Grim station is influenced by air 746 
coming off the Australian mainland including the city of Melbourne (Ziehn et al., 2014), 747 
which would act to reduce Δ14CO2 at Cape Grim relative to Southern Ocean clean air.  748 
This shift is shown to be the result of seasonal variations in atmospheric transport. The 749 
two-week integrated sampling used for Δ14CO2 at both Cape Grim and Baring Head 750 
means that in contrast to other species, Δ14CO2 measurements cannot be screened to 751 
remove these pollution events.   752 
 753 
In contrast, the Baring Head location near Wellington does not show significant seasonal 754 
variation in atmospheric transport (Steinkamp et al., 2017) and Baring Head is less likely 755 
than Cape Grim to be influenced by anthropogenic emissions in any season.  Air is 756 
typically from the ocean, and the local geography means that the urban emission plume 757 
from Wellington and its northern suburbs of Lower Hutt very rarely passes over Baring 758 
Head (figure 1) and the typically high wind speeds further reduce the influence of the 759 
local urban area (Stephens et al., 2013).  During the austral autumn, there is some land 760 
influence from the Christchurch region in the South Island, but emissions from 761 
Christchurch are much smaller than the Melbourne emissions influencing Cape Grim: 762 
State of Victoria fossil fuel CO2 emissions for 2013 were 23 MtC whereas Wellington 763 
and Christchurch each emitted 0.4 MtC of fossil fuel CO2 in 2013 (Boden et al., 2017; 764 
AECOM, 2016; Australian Government, 2016).    765 
 766 
Although broad-scale flow from the west is common, the local topography means that 767 
local air flow is almost always either southerly or northerly (Stephens et al., 2013), but 768 
during rare (<5% of the time) westerly wind events, fossil fuel emissions from 769 
Wellington do appear to cause enhancements of up to 2 ppm in CO2 (Stephens et al., 770 
2013), which would decrease Δ14CO2 by ~1 ‰ during such an event.  Yet there is no 771 
evidence of seasonality in the infrequent westerly events.  Northerly conditions bring a 772 
terrestrial biosphere influence that elevates CO2 by about 1 ppm (Stephens et al., 2013), 773 
which could result in a maximum increase in Δ14CO2 of ~0.2‰ relative to background 774 
conditions, but there is no evidence that this influence is seasonally variable either.  Thus, 775 
although there are some local influences on the Baring Head Δ14CO2, none of these 776 
appear to be seasonally dependent and instead, the observed Baring Head Δ14CO2 777 
maximum in spring in the recent part of the record may be explained by the seasonal 778 
maximum in cross-tropopause exchange bringing 14C-enriched air at this time of year.  779 
 780 
5.3.		Comparison	with	other	atmospheric	Δ14CO2	records	781 
We compare the Wellington Δ14CO2 record with several other Δ14CO2 records, located as 782 
indicated in figure 1.  First, we compare with measurements from Cape Grim, Australia 783 
(CGO, 40.68°S, 144.68°E, 94 m asl).  Cape Grim is at similar latitude to Wellington and 784 
also frequently receives air from the Southern Ocean (Levin et al., 2010).  Samples are 785 
collected by a similar method to the Wellington record using NaOH absorption and are 786 
measured by gas counting to ~2 ‰ precision.   Next, we compare with mid-latitude high-787 
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altitude clean air sites in the Northern Hemisphere. The Vermunt, Austria (VER, 792 
47.07°N, 9.57°E, 1800 m asl) record began in 1958, only a few years after the Wellington 793 
record began, and in the 1980s the site was moved to Jungfraujoch, Switzerland (JFJ, 794 
46.55°N, 7.98°E, 3450 m asl); these measurements are made in the same manner and by 795 
the same laboratory as the Cape Grim record (Levin et al., 2013).  We also consider the 796 
Niwot Ridge, USA Δ14CO2 record (NWR, 40.05°N, 105.59°W, 3523 m asl), which began 797 
in 2003 (Turnbull et al., 2007; Lehman et al., 2013). Niwot Ridge is also a mid-latitude 798 
high-altitude site, but samples are collected as whole air in flasks and measured by AMS 799 
in a similar manner to that described for the Wellington flask samples. Thus, we are 800 
comparing two independent Southern Hemisphere records with two independent 801 
Northern Hemisphere records, with the two hemispheres tied together by the common 802 
measurement laboratory used for Cape Grim and Jungfraujoch. Results from all records 803 
are compared in figure 5. 804 
 805 
The Wellington and Cape Grim records are generally consistent with one another (Figure 806 
3), with the exception of the 1995-2005 period, when the Wellington record is slightly 807 
higher, apparently due to bias in the Wellington record (discussed in section 3.5.3.).  808 
Differences between the sites are smaller than the measurement uncertainty for all other 809 
periods (table 2). This implies that Δ14CO2 is homogeneous across Southern Hemisphere 810 
clean air sites within the same latitude band, at least since the 1980s when the two records 811 
overlap.  Similarly, the high altitude, mid-latitude Northern Hemisphere sites are 812 
consistent with one another, although there are some differences in seasonal cycles in 813 
recent years (Turnbull et al., 2009b). 814 
 815 
The bomb spike maximum is higher and earlier in the Northern Hemisphere records 816 
(figure 5), consistent with the production of most bomb 14C in the Northern Hemisphere 817 
stratosphere.  We make a new, simple estimate of the interhemispheric exchange time 818 
during the 1963 – 1965 period using the difference in the timing of the Northern and 819 
Southern Hemisphere bomb peaks.  The first maximum of the bomb peak was in July 820 
1963 in the Northern Hemisphere and January 1965 in the Southern Hemisphere, a 1.4 821 
year offset, implying a 1.4 year exchange time.  This is consistent with other more 822 
detailed interhemispheric exchange time estimates that have been determined from long-823 
term measurements of SF6 of 1.3 to 1.4 years (Geller at el., 1997; Patra et al., 2011).  824 
 825 
Northern Hemisphere Δ14CO2 remains higher than Southern Hemisphere Δ14CO2 by 826 
about 20 ‰ until 1972.  Although most nuclear weapons testing ceased in 1963, a few 827 
smaller tests continued in the late 1960s, contributing to this continued interhemispheric 828 
offset (Enting, 1982).  The interhemispheric gradient disappeared within about 1.5 years 829 
after atmospheric testing essentially stopped in 1970.  Except periods of noisy data from 830 
Vermunt in the late 1970s and Wellington in 1995-2005, there are only small (<2 ‰) 831 
interhemispheric gradients from 1972 until 2002 (figure 5, table 2). 832 
 833 
As previously noted by Levin et al. (2010) using a shorter dataset, an interhemispheric 834 
gradient of 5-7 ‰ develops in 2002, with the Southern Hemisphere sites higher than the 835 
Northern Hemisphere sites (table 2).  We choose 1986 – 1990 and 2005 – 2013 as time 836 
periods to compare, to avoid the periods where the Wellington record is noisy (1995 – 837 
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2005) and where we substituted flask measurements from 1990 – 1993.  In 1986 – 1990, 841 
there is less than 2 ‰ difference between Wellington and either Cape Grim or 842 
Jungfraujoch.  There is also no difference between the Cape Grim and Jungfraujoch 843 
records during this time period.   The Wellington and Cape Grim records still agree 844 
within 2 ‰ after 2005, but both Jungfraujoch and Niwot Ridge diverge from Wellington, 845 
by 4.8 ± 2.7 and 6.9 ± 2.5 ‰, respectively; Jungfraujoch and Niwot Ridge are not 846 
significantly different from one another.  This new interhemispheric gradient is robust, 847 
being consistent amongst the sites measured by three different research groups each with 848 
their own methods.  It is not an artifact of interlaboratory offsets, since Cape Grim and 849 
Jungfraujoch measurements are made by the same group using the same sampling and 850 
measurement methods, and the Wellington and Niwot Ridge measurements (measured by 851 
different techniques) agree well with the other sites at similar latitude (Cape Grim and 852 
Jungfraujoch respectively).  This developing gradient is also apparent in the larger 853 
sampling network of Levin et al (2010) and in a separate Δ14CO2 sampling network 854 
(Graven et al., 2012), although that dataset extends only to 2007.   855 
 856 
Graven et al. (2012) demonstrated that increasing (mostly Northern Hemisphere) fossil 857 
fuel CO2 emissions cannot explain this Δ14CO2 interhemispheric gradient, and instead, 858 
they postulated that 14C uptake into the Southern Ocean reduced over time.  Levin et al. 859 
(2010) were able to roughly replicate this interhemispheric gradient in their GRACE 860 
model by tuning the terrestrial biosphere fluxes to match the observed global average 861 
atmospheric CO2 and Δ14CO2 records.  Where the observations suggest the rapid 862 
development of an interhemispheric gradient in the early 2000’s (figure 5), the GRACE 863 
model simulates a more gradual transition over a period of roughly two decades.  864 
Independent evidence suggests that the Southern Ocean is more likely to be responsible 865 
for this rapid shift in the atmospheric Δ14CO2 gradient.  That is, an apparent 866 
reorganization of Southern Ocean carbon exchange in the early 2000s (Landschützer et 867 
al., 2015) is postulated to be associated with changes in upwelling of deep water 868 
(DeVries et al., 2017), to which atmospheric Δ14CO2 is highly sensitive (Rodgers et al., 869 
2011; Graven et al., 2012b).  The observed Δ14CO2 interhemispheric gradient is 870 
consistent with these postulated changes in upwelling.  Other possible explanations for 871 
this new interhemispheric Δ14CO2 gradient are substantial underreporting of Northern 872 
Hemisphere fossil CO2 emissions (e.g. Francey et al., 2013) or changes in the land carbon 873 
sink (Wang et al., 2013; Sitch et al., 2015), although this latter is less likely since Δ14CO2 874 
is much less sensitive to biospheric fluxes than to either ocean or fossil fuel fluxes (e.g. 875 
Levin et al., 2010; Turnbull et al., 2009). Given the limited spatial coverage of the current 876 
Δ14CO2 observing network, it is not possible to robustly determine which of these 877 
processes causes the interhemispheric gradient. This could be achieved with more 878 
observations of the spatial and temporal variations of atmospheric Δ14CO2. 879 

6.		Conclusions	880 
The 60 year-long Wellington Δ14CO2 record has been revised and extended to 2014.  881 
Most revisions were minor, but we particularly note that the earlier reported 1990-1993 882 
measurements have been entirely replaced with new measurements. A second period 883 
form 1995-2005 has poorer data quality than the rest of the record, and may also be 884 
biased high by a few permil.  These data have been revised substantially, and new 885 
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measurements have been added to this period, but we were unable to definitively identify 887 
or correct for bias, so the data have been retained, albeit with caution.  We further 888 
validated the record by comparison with tree ring samples collected from the Baring 889 
Head sampling location and from nearby Eastbourne, Wellington; both tree ring records 890 
show excellent agreement with the original record, and indicate that there are no other 891 
periods where the original measurements are problematic. 892 
 893 
The Wellington Δ14CO2 time series records the history of atmospheric nuclear weapons 894 
testing and the subsequent decline of Δ14CO2 as the bomb 14C moved throughout the 895 
carbon cycle, and 14C-free fossil fuel emissions further decreased Δ14CO2.  The timing of 896 
the first appearance of the bomb-14C peak at Wellington is consistent with other recent 897 
estimates of interhemispheric exchange time at 1.4 years.   898 
 899 
The seasonal cycle at Wellington evolves through the record, apparently dominated by 900 
the seasonality of cross-tropopause transport, which drives a changing seasonal cycle 901 
through time. In the early post-bomb period, the seasonally variable movement of bomb 902 
14C from the Northern Stratosphere through the Northern Troposphere to the Southern 903 
Troposphere appears to be the dominant control on the seasonal cycle at Wellington.  The 904 
seasonal cycle reversed in later years, possibly due to a change in sign of the terrestrial 905 
biosphere Δ14C signal.  In recent years, the seasonal cycle has an amplitude of only 2 ‰, 906 
with a maximum in the austral spring.  Cape Grim exhibits a similar seasonal cycle 907 
magnitude, but appears to be very slightly influenced by a terrestrial/anthropogenic signal 908 
during the austral winter that is not apparent at Wellington. 909 
 910 
During the 1980s and 1990s, Δ14CO2 was similar at mid-latitude clean air sites in both 911 
hemispheres, but since the early 2000s, the Northern Hemisphere Δ14CO2 has dropped 912 
below the Southern Hemisphere by 5-7 ‰.  The control on this changing 913 
interhemispheric gradient cannot be robustly determined from the existing sparse Δ14CO2 914 
observations, but may be due to a change in Southern Ocean dynamics reducing 915 
upwelling of old, 14C-poor deep waters, consistent with recent evidence for an increasing 916 
Southern Ocean carbon sink.  Alternative explanations are an underestimate of Northern 917 
Hemisphere fossil fuel CO2 emissions, or a changing land carbon sink.  This implies that 918 
ongoing and expanded Southern Hemisphere Δ14CO2 observations and modelling may 919 
provide a fundamental constraint on our understanding of Southern Ocean dynamics and 920 
exchange processes. 921 
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10.		Tables	1187 
 1188 
 1189 
 1190 
Sampling	Date	
Range	

Sample	ID	
NZ/NZA	

Site	 collection	
method	

Measurement	method	

1954-1986	 0-7500	 MAK	 tray	 Gas	counting	
1987-1994	 7500-8400	 BHD	 tray	 Gas	counting	
1995-2004	 8400-30000	 BHD	 bottle	 AMS	ENTandem	13C	14C	
2005-2009	 30000-34000	 BHD	 bottle	 AMS	ENTandem	12C	13C	14C	
2010-2011	 34000-50000	 BHD	 bottle	 AMS	XCAMS	
2012-present	 50000-	 BHD	 bottle	 AMS	XCAMS/RG20	

Table 1. Wellington 14CO2 measurement methods through time.  Gas counting samples 1191 
are identified by NZ numbers, AMS samples by NZA numbers.  NZ and NZA numbers 1192 
do not ovelap.  Sites are Makara (MAK) and Baring Head (BHD).  Collection and 1193 
measurement methods are described in detail in the text.   1194 
 1195 
 1196 
 1197 
Site difference Time period Δ14CO2 difference (‰) 
BHD-CGO 1986-1990 1.8 ± 2.5 
BHD-CGO 2005-2013 1.3 ± 3.4 
BHD-JFJ 1986-1990 0.8 ± 3.9 
BHD-JFJ 2005-2013 4.8 ± 2.7 
BHD-NWR 2005-2013 6.9 ± 2.5 

 1198 
Table 2.  Δ14CO2 gradients between sites, determined as the mean of the monthly 1199 
differences for each time period.  Errors are the standard deviation of the monthly 1200 
differences.  1201 
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11.		Figures	1202 
 1203 
 1204 

1205 
Figure 1. Sampling locations. Top: Makara (1954-1986) and Baring Head (1987 – 1206 
present) air sampling sites, the location of the Eastbourne tree samples, and the urbanized 1207 
areas of Wellington, Porirua and the Hutt Valley. Bottom left: world location showing 1208 
Wellington and other sampling sites discussed in the text.  Bottom right: close up of the 1209 
Baring Head site showing the relative positions of the air (NaOH) and tree sampling 1210 
locations.  1211 
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 1212 
Figure 2.  Wellington 14CO2 record showing all collection and measurement methods for 1213 
the full record (top) and zoomed in for the period since 1980 (bottom).  Tree rings (green) 1214 
and outliers (grey pluses) are excluded from the reported final dataset.  Black line is the 1215 
smooth curve fit to the final dataset. 1216 
  1217 
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 1218 
 1219 
Figure 3.  Comparison of the final Wellington and Cape Grim (Levin et al., 2010) Δ14CO2 1220 
records.  Wellington tree ring measurements are also shown.  1221 
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 1222 

 1223 
Figure 4.  Detrended seasonal cycle in the Wellington Δ14CO2 record.  Top: BHD 1224 
monthly detrended seasonal cycle averaged over four time periods as described in the text 1225 
and the CGO (Levin et al., 2010) detrended seasonal cycle.  Error bars are the standard 1226 
deviation of all years averaged.  Points for each time period are slightly offset for clarity.  1227 
Bottom: full seasonal cycle record determined separately for each time period shown in 1228 
the top panel plus 1954-1965 (black) and detrended observations without any smoothing 1229 
(grey).   1230 Deleted: Page Break1231 

1232 
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 1233 

 1234 
 1235 
Figure 5.  Comparison of Wellington and other atmospheric Δ14CO2 records (Levin et al., 1236 
2010; Turnbull et al., 2007; Lehman et al., 2013). 1237 
 1238 
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Supplementary material: Sixty years of radiocarbon dioxide 1 
measurements at Wellington, New Zealand 1954 – 2014 2 

 3 

Wellington	14CO2	record	methods	and	updates	4 
An overview of the measurement methods and summary table is given in the main paper 5 
(table 1).  This supplementary material provides full details of the sampling methods used 6 
through time, compiling methodological information provided in previous reports on the 7 
Wellington record (Rafter and Fergusson 1959, Manning et al., 1990, Currie et al., 2011) 8 
along with methods newly applied in this new extension and refinement of the dataset.  9 
This supplementary material intentionally contains some repetition from the main paper 10 
so that all methodological details are available in a single document for users of the 11 
dataset. 12 
 13 
1.		Sampling	sites	14 
Samples from 1954 – 5 June 1987 were collected at Makara, on the west coast of the 15 
North Island (MAK, 41.25°S, 174.69°E, 300 m asl). The sampling site was moved to 16 
Baring Head on the South Coast of the North Island and 23 km southeast of Makara 17 
(BHD, 41.41°S, 174.87°E, 80 m asl).  All samples since 8 July 1988 have been 18 
collected at Baring Head (figure 1).  A set of tree ring samples was collected from two 19 
kauri trees from Nikau St, Eastbourne (NIK, 41.31°S, 174.89°E, 5 m asl).  Sampling site 20 
for each sample is included in the dataset.  The overall dataset uses site code BHD to be 21 
consistent with other greenhouse gas and isotope measurements from Baring Head. 22 
 23 
2.	Date	of	collection	24 
Samples are collected over a period of several weeks, so the date of collection is 25 
determined as the middle of the sampling period.  In some cases, the dates of start and 26 
end were not recorded or there is ambiguity as to whether the date recorded is the middle 27 
date, start date or end date. 28 
 29 
For gas counting records, usually the date of collection was taken from Currie et al. 30 
(2011).  These are usually the same as the dates reported in Manning and Melhuish 31 
(1990), but some samples reported at the end of the Manning and Melhuish (1990) 32 
dataset used the start date as date of collection (rather than the mean date), and this was 33 
corrected in Currie et al. (2011).  For the present update, additional sample date 34 
information for a number of early measurements (1950s-1970s) was recorded in a 35 
comment field in the GNS Science radiocarbon database (RLIMS), and the date of 36 
collection was re-determined from this information. 37 
 38 
For the AMS measurements starting in 1995, the date of collection was not included in 39 
RLIMS in most cases.  We used Currie et al. (2011) and a separate sampling spreadsheet 40 
log kept at NIWA to determine the date of collection.  41 
 42 
For samples where both start and end dates were recorded, the mean date is used as the 43 
date of collection.  Where only the start date was recorded, we use two options.  For 44 
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samples measured by gas counting, we use the start date (as the number of days exposed 45 
was variable). For samples measured by AMS (dates after 1995), there are only a few for 46 
which the end date is missing: 47 
• For NZA9240 (start date 1/4/96), NZA11523 (start date 15/6/96) and NZA11524 48 

(start date 1/12/99).  We assume a 14-day collection period since most other samples 49 
during this period were collected over 14 days.   50 

• NZA14572 (start date 11/9/00) and NZA14573 (start date 22/9/00).  We assume the 51 
end date is the same date as the start date for the following sample, which give days 52 
exposed of 11 and 18 days respectively. 53 

 54 
3.		Collection	methods	55 
3.1.		Static	NaOH	absorption	56 
The primary collection method is static absorption of CO2 into sodium hydroxide 57 
(NaOH) solution, which is left exposed to air at the sampling site for ~2 weeks.  58 
The NaOH solution is first prepared to remove any CO2 that was initially present when 59 
making up the solution.  The standard preparation method involves bubbling CO2-free air 60 
or nitrogen through deionized water for ~5 hours.  We continue using this step, although 61 
it may be unnecessary since any initially-present CO2 is removed in the following steps.  62 
NaOH pellets are then added to make 0.5 or 1 M.  The NaOH pellets always absorb some 63 
ambient CO2 when exposed to air, inevitably introducing some CO2 contamination during 64 
the preparation, and this is removed from the solution by the addition of ~ 1 g barium 65 
chloride (0.004 mol) in ~50 mL of bubbled, deionized water.  Any carbonate is 66 
precipitated as barium carbonate and the resultant nominally carbonate-free solution is 67 
decanted into smaller bottles under a stream of CO2-free air or nitrogen.  Since 2015, a 68 
further step adds 0.2 mL of 85% phosphoric acid to the solution after the barium chloride 69 
precipitation step.  Any remaining barium is then precipitated as barium phosphate, 70 
ensuring that all the CO2 absorbed during sample collection remains as carbonate rather 71 
than precipitating out as barium carbonate.  The resulting solution is stored in sealed 72 
bottles until ready for use.  73 
 74 
From 1954-1995, ~ 2 L of the 0.5 M NaOH solution was poured into a large (~450 cm2 75 
surface area) Pyrex® tray and left exposed to air for 1 - 2 weeks.  Some early (1954-76 
1970) samples may have been collected using different vessels.  In a few early samples, 77 
air may have been pumped through the solution rather than passive absorption (Manning 78 
et al., 1990). Two samples were collected using Ba(OH)2 rather than NaOH, in 1957 and 79 
1958.  As these are not outliers, they are included in the dataset, with a comment and flag. 80 
 81 
Beginning in 1995, when the measurement technique changed from gas counting to AMS 82 
measurement (see section 3), the large trays were replaced with high density polyethylene 83 
(HDPE) bottles containing ~200 mL 0.5 M NaOH solution, with the depth of liquid kept 84 
the same as it was in the previously used trays.  The lid is removed and the bottle is left 85 
open inside a Stevenson meteorological screen for ~2 weeks.  Date of opening and 86 
closing bottle is recorded.  The two methods (large tray and small bottle) have been 87 
compared, with no significant difference observed between the two methods (Currie et al., 88 
2011). 89 
 90 
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Static NaOH absorption necessarily fractionates relative to CO2 in the atmosphere; 91 
typical d13C values are -15 to -25 ‰ for these samples.  This is corrected for in the data 92 
analysis. 93 
 94 
3.2.		Whole	air	flask	samples	95 
Flasks of whole air are collected by flushing ambient air through the flask for several 96 
minutes.  The flask is then closed and allowed to fill to slightly over ambient pressure.  97 
All flask samples presented here were collected at the Baring Head site.  Most of those 98 
collected during 1984 – 1993 were collected during southerly, clean air, conditions 99 
(Stephens et al., 2013).  Flasks collected since 2013 were all collected during southerly 100 
conditions. 101 
 102 
3.3.		Tree	rings	103 
When trees photosynthesize, they faithfully record the Δ14C of ambient CO2 in their 104 
cellulose, the structural component of wood.  Annual tree rings therefore provide a 105 
summertime (approximately September – April in the Southern Hemisphere) daytime 106 
average Δ14CO2.  Photosynthetic uptake varies during the daylight hours depending on 107 
factors including growth period, sunlight, and temperature (Bozhinova et al., 2013).  For 108 
the Wellington location with typically high wind speeds and little short-term variability in 109 
CO2 and other trace gases, this variability in photosynthesis is likely not a big impact on 110 
Δ14CO2.  The ring age we assign differs from standard nomenclature for Southern 111 
Hemisphere dendrochronology.  We assign the mean age of the ring as January 1 of the 112 
year in which growth finished (i.e. the mean age of a ring growing from September – 113 
April), whereas dendrochronologists assign the “ring year” is as the year in which ring 114 
growth started (i.e. the previous year). 115 
 116 
We collected cores from three trees close to the Baring Head site.  A pine (Pinus radiata) 117 
located 10 m from the Baring Head sampling station (figure 1) yielded rings back to 1986 118 
(Norris, 2015). New Zealand kauri (Agathis australis) is a long-lived hardwood species 119 
that has been widely used in dendrochronology and radiocarbon calibration studies (Hogg 120 
et al., 2013).  The rings of this species are well defined and seldom missing, making this 121 
an ideal species for our comparison. We collected cores from two specimens planted in 122 
1919 and 1920, located 20 m from one another in Eastbourne, 12 km from Baring Head 123 
(figure 1).   124 
 125 
We evaluated the ring counts by the timing of the 14C bomb spike.  Shifting the 126 
Eastbourne record by one year in either direction moves the maximum in the tree ring 127 
record out of phase with the final Wellington Δ14CO2 record (figure S1), confirming that 128 
the ring counts are correct.  For the Baring Head pine, rings go back to only 1986, so we 129 
compare with the Eastbourne record, and find that the two records agree very well, with 130 
an insignificant mean difference of -0.4 ± 0.8 ‰ (figure S1). 131 
 132 
Sampling of the tree rings for 14C analysis is also a potential source of bias; ideally only 133 
the full ring for a given year would be sampled.  In practice, it is difficult to ensure that 134 
the full ring is isolated without losing any material from that ring and no wood from the 135 
surrounding rings is included.  To evaluate this, we measured replicate samples different 136 
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cores from the same tree (Baring Head pine) or two different trees (Eastbourne kauri).  137 
For samples collected since 1985, all these replicates are consistent within their 138 
uncertainties (figure S2).  We also tested shifting the Baring Head pine ring counts by 139 
one year in either direction, and find that when we do so, the mean difference between 140 
the Baring Head pine and Eastbourne kauri is +5.6 ± 0.7 ‰ or -8.4 ± 0.8 ‰ when moving 141 
the chronology one year back or forward respectively.  These differences are too large to 142 
be plausible differences between these two sites, and give us further confidence that the 143 
ring counts are correct. 144 
 145 
We do find large differences of 9.2, 44.5 and 4.9 ‰ for three replicates from Eastbourne 146 
in 1963, 1965 and 1971, which we attribute to small differences in sampling of the rings 147 
which were magnified by the rapid change in Δ14C of up to 200 ‰ yr-1 during this period.  148 
Thus, the ring values during this period should be treated with caution. 149 
 150 
4.		14C	Analysis	methods	151 
4.1.		Extraction	152 
From 1954 - 1995 CO2 was extracted from the NaOH solution by acidification followed 153 
by cryogenic distillation (Rafter and Fergusson, 1959).  AMS sample extraction from 154 
1995 onward follows the general same method, but with smaller volumes (Currie et al., 155 
2011), and this extraction is performed at NIWA.  The d13C is measured at NIWA on an 156 
aliquot of CO2 from the same extraction. 157 
 158 
CO2 is extracted from whole air flask samples by cryogenic extraction.  Samples 159 
collected from 1984- 1993 were extracted at GNS Science by Graeme Lyon and archived 160 
as ampoules of pure CO2.  In 2012, these tubes were cracked under vacuum to liberate the 161 
CO2.  Any leakage during storage is readily by air present in the tube when it is cracked 162 
for transfer and tubes with leakage were discarded.  An aliquot of each was measured for 163 
d13C to confirm that no fractionation had occurred during storage.  Whole air samples 164 
collected since 2013 are analyzed for d13C and other trace gases and isotopes at NIWA 165 
and for the 14CO2 measurement, CO2 is extracted from whole air at GNS Science 166 
(Turnbull et al. 2015). 167 
 168 
Cellulose was isolated from whole tree rings by first removing labile organics with a 169 
series of solvent washes (hexane, isopropanol and acetone) in a Soxhlet system (Norris, 170 
2015).  This was followed by oxidation to isolate the cellulose from other materials (Hua 171 
et al., 2000).  The cellulose was combusted and the CO2 purified following standard 172 
methods in the GNS Science laboratory (Baisden et al., 2013). 173 
 174 
4.2.		Graphitization	(AMS	only)	175 
The LG1 graphitization system was used from 1995 to 2011 (NZA < 50,000) (Lowe et al., 176 
1987), and replaced with the RG20 graphite system in 2011 (NZA > 50,000) (Turnbull et 177 
al., 2015).  In both systems, CO2 is reduced to graphite over iron catalyst in the presence 178 
of hydrogen gas.  RG20 has online pressure monitoring to ensure the reaction goes to 179 
completion.  On LG1, iron powder was used as catalyst; on RG20 iron oxide is reduced 180 
to iron online immediately prior to graphitization.  All samples measured on the EN 181 
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Tandem were prepared using LG1, and all except one sample measured on XCAMS were 183 
prepared using RG20. 184 
 185 
4.3.		Decay	counting	186 
Static NaOH samples were measured by conventional decay counting on the CO2 gas 187 
from 1954-1995, described in detail in earlier publications (Manning and Melhuish, 1990; 188 
Currie et al., 2011).  Samples measured by gas counting are identified by unique numbers 189 
with the prefix “NZ”. 190 
 191 
4.4.		AMS	192 
All measurements made since 1995, including recent measurements of flask samples 193 
collected in the 1980s and 1990s, were measured by accelerator mass spectrometry 194 
(AMS).  The unique identifiers for these samples have the prefix “NZA”, but the NZ and 195 
NZA numbers never overlap. 196 
 197 
From 1995 to 2010, an EN Tandem AMS was used for measurement (NZA < 35,000, 198 
Zondervan and Sparks, 1996).  Four graphite targets were prepared from each sample by 199 
splitting a single large CO2 aliquot under equilibrium conditions, then reducing to 200 
graphite using the LG1 graphite system.  Until 2005 (NZA <30,000), only 13C and 14C 201 
were measured on the EN Tandem system, so the normalization correction for isotopic 202 
fractionation (Stuiver and Polach, 1977) was performed using the IRMS d13C value of the 203 
sample measured at NIWA.  The reduction in scatter from 2005 onwards (NZA > 30,000) 204 
reflects the addition of online 12C measurement in the EN Tandem system.  This allows 205 
direct online correction for isotopic fractionation that may occur during sample 206 
preparation and in the accelerator itself (Zondervan et al., 2015), and results in improved 207 
long-term repeatability. 208 
 209 
Measurements of multiple targets are averaged to provide a weighted mean F14C and 210 
D14C.  This averaging was done outside of the AMS database, and records of how these 211 
original calculations were done exist for only some of the results.  In many cases, one or 212 
two targets appeared to be outliers and were excluded from the averaging calculation.  In 213 
some cases, simple means of the multiple targets were used instead of weighted means.   214 
 215 
We have recalculated the results for all of these multiple target samples, using consistent 216 
criteria for all.  To determine and flag outliers, the reduced chi square statistic (χ2

ν) was 217 
calculated for each individual sample date (typically four targets) and for the full multi-218 
target dataset.  Note that in all except three cases, the multiple targets were all measured 219 
within the same AMS wheel, so wheel-to-wheel variability is not accounted for here. 220 
 221 
First, including all multi-target measurements, we obtain χ2

ν =1.2 from 598 targets.  We 222 
identified outliers as those where χ2

ν for that sample date was greater than three and 223 
excluded the targets within that set for which the residual was greater than two.  224 
Recalculating χ2

ν after removing these outliers obtains χ2
ν=0.99 from 585 targets, a 225 

satisfactory result.  From EN Tandem measurements only, χ2
ν=1.02 from 529 targets.  For 226 

XCAMS, multiple targets were collected from both within and between wheels. The 227 
Baring Head NaOH samples measured on XCAMS give, χ2

ν=0.95 from 56 targets.  The 228 
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weighted means have been recalculated from the F14C values, and D14C calculated from 229 
F14C.   230 
 231 
For samples where the outliers changed, differences of up to 5‰ from the values reported 232 
by Currie et al. (2011) occur.  For other samples, differences of 0.1 – 0.5 ‰ occur, 233 
apparently because when results were initially calculated, straight rather than weighted 234 
means (weighted by reported uncertainties) were used in some cases and rounding errors 235 
in other cases.   236 
 237 
A few samples were measured on the EN Tandem in two different wheels, and in some 238 
cases were assigned different R (laboratory) numbers.  In those cases, Currie et al. (2011) 239 
did not always average all four replicates.  This has now been revised. 240 
 241 
In 2010, the EN Tandem was replaced with a National Electrostatics Corporation AMS, 242 
dubbed XCAMS (NZA > 34,000). XCAMS measures all three carbon isotopes, such that 243 
the normalization correction is performed using the AMS measured 13C values 244 
(Zondervan et al., 2015). XCAMS measurements are made on single graphite targets, 245 
measured to high precision, typically better than 2‰ overall uncertainty.   Replicate 246 
analyses within and between wheels have been used to determine long-term repeatability 247 
and overall uncertainty levels (Turnbull et al., 2015), including replicate measurements of 248 
samples from this dataset.  Where more than one measurement was made for a given date, 249 
we report the weighted mean of all measurements. 250 
 251 
Three different preparation methods have been used for the primary standards (oxalic 252 
acid I, OxI) using in determining Δ14CO2.  Sealed tube combustion was used for all the 253 
EN Tandem measurements, whereby sufficient solid OxI material was combusted to 254 
provide five or six aliquots.  The resultant CO2 was split and then graphitization was 255 
performed separately for each aliquot.  Since 2010, OxI has also been prepared by 256 
combustion of single aliquots by elemental analyzer and subsequent cryogenic CO2 257 
collection (Baisden et al., 2013).  Both these methods show larger scatter than air 258 
standard materials, and there is an offset of -1.5‰ in samples measured with OxI made 259 
by sealed tube combustion, and those samples have been corrected for this offset 260 
(Turnbull et al., 2015).  To reduce the scatter in OxI due to variability in combustion 261 
(which air samples do not undergo), we prepared two large flasks of CO2 from OxI, and 262 
in 2015, began taking aliquots of this CO2 as primary standard material.  There is no 263 
offset relative to the elemental analyzer combustion method, and repeatability is slightly 264 
improved. 265 
 266 
During the transition between the EN Tandem and XCAMS instruments, three 267 
Wellington 14CO2 samples were measured on both instruments, and XCAMS results were 268 
4.2‰ higher for these three samples.  However, this jump during the transition does not 269 
appear consistent across wheels, and the larger quality control dataset which shows no 270 
significant difference in several solid sample quality control standards (Baisden et al., 271 
2013), and is not addressed further here. 272 
 273 
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5.		Results	format	274 
5.1.		Date	of	collection	275 
NaOH samples are collected over a period of typically two weeks, and sometimes much 276 
longer.  We determine the date of collection as the average of the start and end collection 277 
dates.  In cases where the end date was not recorded, we use the start date.  For a few 278 
samples, the sampling dates were not recorded or are ambiguous, and those results have 279 
been flagged and excluded from the final dataset.   280 
 281 
5.2	Δ14C	and	F14C	282 
Results are reported here in F14C (Reimer et al., 2004) and D14C (Stuiver and Polach, 283 
1977).  F14C is corrected for isotopic fractionation and blank corrected.  F14C is 284 
calculated from the original measurement data recorded in our databases, and has been 285 
updated for only a handful of records where errors were found in the d13C value 286 
originally used in the normalization correction.  No changes in measured values were 287 
made except in cases where multiple targets were averaged. 288 
 289 
D14C is derived from F14C, with a correction for radioactive decay since the time of 290 
collection (Stuiver and Polach, 1977).  The date of collection is required for this 291 
calculation.  In previously published versions of the dataset, the gas counting and EN 292 
Tandem results used only the year of collection in the D14C calculation, and in many 293 
cases, Δ14C was initially reported using the date of measurement. Currie et al. (2011) re-294 
calculated D14C in a separate database, using the date of collection, but assumed that the 295 
date of measurement, rather than the year of measurement, had been used.   Here we went 296 
back to the original measured F14C, and to the sample collection database to find the date 297 
of collection.  All D14C results are recalculated using the decimal date of collection.  This 298 
results in changes of a few tenths of permil in most D14C values relative to those reported 299 
by Currie et al (2011) and Manning and Melhuish (1990).  Samples for which changes 300 
have been made relative to the previously published results are indicated by the third 301 
column quality flag provided in the supplementary dataset. 302 
 303 
5.3.		Uncertainties	304 
The primary source of uncertainty is the 14C counting statistical uncertainty determined 305 
from the number of beta decays (gas counting) or 14C counts (AMS).  For AMS 306 
measurements, we add an additional error term, determined from the long-term 307 
repeatability of secondary standard materials and added in quadrature to the AMS 308 
uncertainty. In early AMS measurements, this was 4%, and has decreased through time to 309 
0.12%.  For the EN Tandem results, this was determined from the performance of OxI 310 
primary standard targets through time, which may somewhat overestimate the uncertainty 311 
for air samples (Turnbull et al., 2015).  For XCAMS measurements, long-term 312 
repeatability of air samples has been assessed based on repeated splits of CO2 from a 313 
subset of these NaOH samples, as well as repeated extractions of aliquots of CO2 from 314 
pressurized tanks of whole air.  These repeated aliquots are measured both within the 315 
same AMS wheel and across multiple wheels.  Within individual wheels, the counting 316 
statistical uncertainty is sufficient to explain the full variability, but an additional 317 
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uncertainty of 0.12% is required to explain the spread across multiple wheels (Turnbull et 318 
al., 2015).  319 
 320 
6.	Smooth	curve	fits	321 
In addition to the raw measured Δ14CO2 values, we calculate a smooth curve fit (“fit” in 322 
the supplementary datasets) and deseasonalized trend from the Wellington Δ14C and F14C 323 
datasets.  The deseasonalized trend (“trend” in the supplementary datasets) may be more 324 
useful than the raw data for aging of recent materials (e.g. Reimer et al., 2004; Hua et al., 325 
2013).  Acknowledging that the 1995-2005 period is variable and possibly biased in the 326 
Wellington record, we also provide in the supplementary material an alternative mid-327 
latitude Southern Hemisphere smooth curve fit and deseasonalized trend in which the 328 
Wellington data for 1995-2005 has been removed and replaced with the Cape Grim data 329 
for that period (Levin et al., 2010). 330 
 331 
Curvefitting is particularly challenging for the Δ14CO2 record, since (a) there are data 332 
gaps and inconsistent sampling frequency, (b) the growth rate and trend vary dramatically 333 
and (c) the seasonal cycle changes both in magnitude and phase (section 4.2). We chose 334 
to use the CCGCRV fitting procedure (Thoning et al., 1989; 335 
www.esrl.noaa.gov/gmd/ccgg/mbl/crvfit/), which uses fast Fourier transform and low-336 
pass filtering techniques to obtain a smoothed seasonal cycle and long term trend from 337 
atmospheric data.  This technique can readily handle the data gaps, inconsistent sampling 338 
frequency, and rapid changes in the seasonal cycle and trend.   339 
 340 
CCGCRV assigns a single set of harmonic terms across the full time period, which is 341 
inappropriate in this case of large variation in the seasonal cycle.  Thus, we separate the 342 
record into five time periods: 1954-1965, 1966-1979, 1980-1989, 1990-2004, 2005-2014.  343 
These divisions were chosen based on major changes in the raw observational growth rate, 344 
seasonal cycle and data quality.  The peak of the bomb spike in the Southern Hemisphere 345 
(1965) results in a very large change in seasonality that makes an obvious cutoff point.  346 
There is an obvious change in seasonality in the raw observations in 1979 – 1980.  The 347 
1990 to 2004 period was grouped to include the time when flask measurements have 348 
supplemented original NaOH measurements, and the 1995 – 2004 period with noisy data.     349 
 350 
The other widely used fitting procedure, seasonal trend decomposition using locally 351 
weighted scatter plot smoothing (STL, Cleveland et al. 1990; Pickers et al., 2015) 352 
assumes that the seasonal cycle and trend change only gradually over a specified time 353 
period.  This assumption is problematic for the Δ14CO2 time-series, due to the rapid 354 
changes in the trend and seasonal amplitude during and following the bomb spike.  Using 355 
this method would necessitate both gap-filling the record and dividing the record into 356 
time periods (as we have done for CCGCRV), giving no advantage over CCGCRV. 357 
 358 
For each time period, we use CCGCRV with one linear and two harmonic terms and fit 359 
residuals are added back using a low-pass filter with an 80-day cutoff in the frequency 360 
domain.  At each transition, we overlapped a two-year period and linearly interpolated the 361 
two fits across that two-year period to smooth the transitions caused by end effects.  We 362 
tested different overlap periods, and found that two years was optimal to minimize end 363 
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effects and retain the benefit of separating the time periods.  The deseasonalized trend 364 
was determined from the full dataset rather than the five time periods, as it does not 365 
include the seasonality and produces the same result in either case. 366 
 367 
We tested other time period divisions, and our chosen time divisions have the lowest 368 
mean residual difference from the measured Δ14CO2, indicating the best fit to the data 369 
(we tested only periods of >10 years since it is difficult to draw conclusions about 370 
seasonal cycles from shorter periods when the seasonal cycle amplitude is small relative 371 
to the measurement uncertainty).  The mean difference between the fitted curve and the 372 
measured Δ14CO2 values is 3.8 ‰, consistent with the typical measurement uncertainty 373 
for the full dataset.  Further, the residuals are highest for the early period (1954-1970) at 374 
6 ‰, consistent with the larger measurement errors at that time of ~6 ‰.  The residuals 375 
improve as the measurement errors reduce, such that since 2005, the mean residual is 376 
2 ‰, consistent with the reported 2 ‰ uncertainties.  The exception is the 1995- 2005 377 
period where the mean residual difference of 5 ‰ is substantially higher than the mean 378 
reported uncertainty of 2.5 ‰, reflecting the apparent larger scatter during this period as 379 
discussed in section 3.5.3.   380 
 381 
The one-sigma uncertainty on the smoothed curve and deseasonalized trend were 382 
determined using a Monte Carlo technique (n=100).  Each data point was perturbed by a 383 
random normal error based on the reported uncertainty of that data point, such that the 384 
standard deviation of all perturbations would equal the reported uncertainty to derive the 385 
one-sigma uncertainty for the smooth curve.  This is provided for further users of the 386 
dataset, and may be particularly helpful when the dataset is used for aging of recent 387 
materials. 388 
 389 
6.		Data	validation	390 
6.1.		Tree	ring	comparison	391 
Over the more than 60 years of the Wellington Δ14CO2 record, there have necessarily 392 
been many changes in methodology, and the tree rings provide a way to validate the full 393 
record, albeit with lower resolution.  Due to the possible sampling biases in the tree rings, 394 
use them to validate the existing measurements, but do not include them in the main 395 
Wellington Δ14CO2 dataset.  We include the tree ring data in a separate table for 396 
researchers who may want to use these data in addition to the main Wellington Δ14CO2 397 
dataset. 398 
 399 
During the rapid Δ14CO2 change in the early 1960s, there are some differences between 400 
the kauri tree ring and Wellington Δ14CO2 records.  The 1963 and 1964 tree ring samples 401 
are slightly lower than the concurrent Δ14CO2 samples.   The peak Δ14CO2 measurement 402 
in the tree rings is 30‰ lower than the smoothed Δ14CO2 record, and 100‰ lower than 403 
the two highest Δ14CO2 measurements in 1965.  These differences are likely due to small 404 
errors in sampling of the rings, which will be most apparent during periods of rapid 405 
change.  406 
 407 
Prior to 1960 and from the peak of the bomb spike in 1965 until 1990, there is remarkable 408 
agreement between the tree rings and Wellington Δ14CO2 record, with the wiggles in the 409 
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record replicated in both records.  And since 2005, there is excellent agreement across all 412 
the different records.  Some differences are observed in 1990-1993 and 1995-2005, which 413 
we discuss in the following sections. 414 
 415 
6.2.		1990-1993	excursion	416 
An excursion in the gas counting measurements between 1990 and 1993 has previously 417 
been noted as a deviation from the Cape Grim Δ14CO2 record (Levin et al., 2010) during 418 
the same period.  Cape Grim is at a similar latitude and also draws air from Southern 419 
Ocean.  The Wellington and Cape Grim records overlap during almost all other periods.   420 
 421 
We use archived CO2 from flask samples to evaluate this period of deviation. First, the 422 
recent flask samples agree very well with the NaOH static samples from the same period 423 
(figure 2).  This indicates that despite the difference in sampling period for the two 424 
methods, flask samples reflect the Δ14CO2 observed in the longer-term NaOH static 425 
samples.  We selected a subset of the archived 1984 - 1992 CO2 samples for 426 
measurement, mostly from Southerly wind conditions, but including a few from other 427 
wind conditions.  Each sample was liberated and the d13C measured before Δ14CO2 428 
measurement was performed.  A few of the samples had been compromised, and this was 429 
readily apparent as they contained air rather than CO2.  d13C from all the remaining 430 
samples was in agreement with d13C measured from separate flasks collected at Baring 431 
Head and measured for d13C by Scripps at close to the time of collection. These flask 432 
Δ14CO2 measurements do not exhibit the excursion seen in the NaOH static samples, 433 
implying that the deviation observed in the original NaOH static samples may be a 434 
sampling error.  Annual tree rings from both the kauri and pine follow the flask 435 
measurements for this period (figure 2), confirming that the NaOH static samples are 436 
anomalous.   437 
 438 
The 1990-1993 period was characterized by major changes in New Zealand science, both 439 
in the organizational structure and personnel.  Although we are unable to exactly 440 
reconstruct events that time, we hypothesize that the NaOH solution preparation was 441 
conducted slightly differently, perhaps omitting the BaCl2 precipitation step for these 442 
samples.  This would result in contaminating CO2 absorbed on the NaOH before the 443 
solution was prepared, which would result in higher Δ14CO2 observed in these samples 444 
than in the ambient air.  In any case, these values are anomalous and we remove the 445 
original NaOH static sample measurements between 1990 and 1993 and replace them 446 
with the new flask measurements for the same period.  447 
 448 
6.3.		1995-2005	variability	449 
In 1995, the measurement method was changed from gas counting to AMS.  During the 450 
first ten years of AMS measurements, the record is much noisier than during any other 451 
period (figure 2).  In 2005, online 12C measurement was added to the AMS system, 452 
substantially improving the measurement accuracy, and the noise in the Δ14CO2 record 453 
immediately reduced. 454 
 455 
The remaining NaOH solution for all samples collected since 1995 has been archived, 456 
and typically only every second sample collected was measured, with the remainder 457 
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archived without sampling.  In 2011-2016, we revisited the 1995-2005 period, 458 
remeasuring some samples that had previously been measured and some that had never 459 
been measured for a total of 52 new analyses.   460 
 461 
The new measurements on this period do show reduced scatter over the original analyses, 462 
particularly for the period from 1998-2001 where the original analyses appear 463 
anomalously low and in 2002-2003 when the original analyses appear anomalously high.  464 
Yet there remain a number of both low and high outliers in the new measurements.  465 
These are present in both the samples that were remeasured and in those for which this 466 
was the first sample from the bottle.  This suggests that a subset of the archived sample 467 
bottles were either contaminated at the time of collection, or that some bottles were 468 
insufficiently sealed, causing contamination with more recent CO2 during storage.  469 
Comparison with the tree ring measurements and with the Cape Grim record (Levin et al., 470 
2010) suggest that the measurements during this period may, on average, be biased high 471 
as well as having additional scatter (figure 3). Nonetheless, in the absence of better data, 472 
we retain both the original and remeasured NaOH sample results in the full record. 473 
 474 
8.	Existing	results	added	to	the	Wellington	record	475 
A number of samples were identified in RLIMS (The GNS Science radiocarbon database) 476 
that were measured but not included in the dataset provided by Currie et al. (2011) and 477 
have been added to the record:   478 
• NZA11524 was a “replacement” for NZA11278 which was discarded due to 479 

analytical problems (but these were collected on different dates). 480 
• NZA11523 was a remeasurement of another extraction from bottle 12 (NZA9382) 481 

which was an obvious outlier in the record. Both samples had the same sample date, 482 
sampling bottle and d13C. 483 

• NZA8462-8468 are all extractions from the same sample bottle.  They were originally 484 
given two different R numbers, and each was given a different NZA number.  These 485 
have all been averaged together in this updated record. 486 

• NZA26053 (bottle 96) and NZA39544 (bottle 42) are missing from the NIWA sample 487 
collection spreadsheet but are recorded in RLIMS.  Collection dates can be guessed at, 488 
but not confirmed so have been flagged as having an analytical problem and been 489 
excluded from the dataset. 490 

• NZA 11191, 11192, 11278, 39189 had analytical problems identified and have been 491 
flagged and removed.   492 

• NZA11522 had a sampling problem and has also been flagged.   493 
• Six gas counting samples were identified in RLIMS as contaminated and flagged 494 

(these were also excluded from the Currie et al. (2011) dataset). 495 
• NZ 2284, 2290, 5700, 6535 were discovered in the RLIMS database that were not 496 

included in the Currie et al., (2011) dataset.  These are not outliers and are added here. 497 
 498 
9.		Quality	flags	used	in	the	datasets	499 
A three-character flagging system is used.  When no flag is indicated, each character is 500 
“.”, resulting in “…” for a result with no flags. 501 
 502 
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The first character is a “hard” flag.  Any value in this column indicates a sampling or 506 
measurement problem and this result should be ignored in any analysis. These are 507 
retained in our internal database, but have been removed from the distribution dataset and 508 
may be obtained on request. 509 
A.. Analytical measurement problem 510 
N..  Problem at point of collection 511 
C.. Contamination in sample 512 
O.. This target was excluded as an outlier from the set of multiple targets measured 513 

for this sample 514 
 515 
The second character is a “soft” flag, used to indicate that this result should be excluded 516 
from the background record analysis.  Here it is used to indicate that the result is an 517 
outlier relative to the rest of the record, but there is no positively identified sampling or 518 
measurement problem and we therefore cannot remove the datapoint a priori.  These 519 
values are included as a separate table in external distribution dataset but should not 520 
usually be included in any analysis. 521 
.F. this measurement is a >3 sigma outlier from the smooth curve fit to the dataset 522 
.A. period from 1990-1993 where the static NaOH samples deviate from recently 523 
measured flasks collected during the same time period and also deviate from the Cape 524 
Grim 14CO2 measurements (Levin et al., 2010). 525 
.T. period from 1995-2005 when the static NaOH samples have larger scatter than 526 
expected, and may be biased high, but are retained in the record in the absence of other 527 
data. 528 
 529 
The third character is informational only and does not indicate a problem with the result.  530 
Here we use this flag to indicate changes from the results reported by Manning and 531 
Melhuish (1990) and/or Currie et al. (2011) and/or results initially reported from the 532 
Rafter AMS database to the NIWA database. 533 
..D date of collection and/or decay correction has changed 534 
..N normalization correction has changed 535 
..A change in how the average of multiple targets from the same sample was 536 
calculated.   537 
..O sample was excluded from multi-target average in Currie et al. (2011), but is now 538 
included in the analysis (applies only to the individual measurements, not listed for the 539 
mean values) 540 
 541 
10.	Data	Availability	542 
The datasets presented here are included in the supplementary material as a separate data 543 
file.  Regularly updated versions of these datasets can be accessed through the World 544 
Data Centre for Greenhouse Gasses (http://ds.data.jma.go.jp/gmd/wdcgg/) or directly 545 
through GNS Science (https://gns.cri.nz/Home/Products/Databases/Wellington-546 
atmospheric-14CO2-record) or NIWA (ftp://ftp.niwa.co.nz/tropac/).  547 
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11.		Supplementary	figures	549 

 550 
Figure S1.  Evaluation of tree ring counts for the full record (top) and since 1985 551 
(bottom).  Black line is the smooth curve fit to the final Wellington Δ14CO2 dataset.  552 
Green points and line are the combined tree ring data from both Baring Head and 553 
Eastbourne, using the assigned ring counts.  Blue and red lines/points are the tree ring 554 
data shifted by one year in either direction.  Adjustment in either direction clearly 555 
misaligns the upswing of the bomb pulse and the timing of the peak Δ14CO2 values.  In 556 
the later part of the record, since 1985, the trend through time is smaller, but the blue 557 
points (shifted one year older) consistently underestimate the Wellington Δ14CO2 values 558 
throughout the record.  The red points (shifted one year younger) overestimate until about 559 
1995, when it is difficult to discern from this comparison whether the red or green 560 
(assigned ring count year) is correct, but there is excellent agreement between the records 561 
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from four cores and three different trees, giving us confidence that the ring counts are 563 
correct in all cases. 564 
 565 

 566 
Figure S2.  Evaluation of replicate tree ring measurements, shown as Student’s t statistic 567 
for each replicate pair (pair difference divided by the sum of squares of the individual 568 
uncertainties).  Red: replicates are the same ring taken from two different cores of the 569 
same pine tree at Baring Head.  Blue: replicates are the same ring taken from cores of two 570 
different kauri trees from Eastbourne (located 20 m apart).  Green: replicates are the same 571 
ring taken from the Baring Head pine and one Eastbourne tree.  A t-value of 1 indicates 572 
that the two replicates agree within one standard deviation.  Of the 22 replicate pairs, 14 573 
(64%) agree within one standard deviation and 100% agree within two standard 574 
deviations.  Using a paired (dependent) sample t-test to combine all the pairs of results, 575 
the overall t statistic is 0.97 (p=0.34), that is, given the assigned uncertainties, there is no 576 
significant difference between the pairs of measurements.  There is no significant bias 577 
between the Baring Head and Eastbourne trees (mean difference is -0.4 ± 0.8 for the 16 578 
replicate pairs that span both sites).  579 
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