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Abstract. The tropical stratospheric ozone response to &flavariations associated with the rotational cyet27 days) is
analysed using MLS satellite observations and nigalesimulations from the LMDz-Reprobus chemistliyrate model. The
model is used in two configurations, as a chemistgsport model (CTM) where dynamics are nudgedtd ERA-Interim
reanalysis and as a chemistry-climate model (foeging) (CCM). An ensemble of five 17year simulasq1991-2007) is
performed with the CCM. All simulations are forcleg reconstructed time-varying solar spectral irmade from the Naval
Research Laboratory Solar Spectral Irradiance mdtelfirst examine the ozone response to the sofational cycle during
two 3year periods which correspond to the declimihgses of solar cycle 22 (10/1991-09/1994) arat syicle 23 (09/2004-
08/2007) when the satellite ozone observationshefttvo Microwave Limb Sounders (UARS MLS and Aurd 3) are
available. In the observations, during the firstiguy ozone and UV flux are found to be correldtetdveen about 10 and 1
hPa with a maximum of 0.29 at ~5 hPa; the ozonsitety (% change in ozone for 1% change in UVpke at ~0.4.
Correlation during the second period is weaker lza®la peak ozone sensitivity of only 0.2, possihig to the fact that the
solar forcing is weaker during that period. The CEivhulation reproduces most of these observed fesitincluding the
differences between the two periods. The CCM ent&mban results comparatively show much smalléemihces between
the two periods, suggesting that the amplitudenefrbtational ozone signal estimated from MLS olstions or the CTM
simulation is strongly influenced by other (nonasdlsources of variability, notably dynamics. Timalgsis of the ensemble
of CCM simulations shows that the estimation oféheemble mean ozone sensitivity does not varyfiigntly either with
the amplitude of the solar rotational fluctuatioaswith the size of the time window used for ttme sensitivity retrieval.
In contrast, the uncertainty of the ozone sensjtiestimate significantly increases during periofidecreasing amplitude of
solar rotational fluctuations (also coinciding witlinimum phases of the solar cycle), and for desingasize of the time
window analysis. We found that a minimum of 3yead 40year time window is needed for theuhcertainty to drop below
50% and 20%, respectively. These uncertainty ssuregy explain some of the discrepancies foundeénipus estimates of

the ozone response to the solar rotational cycle.
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1 Introduction

The thermal structure and the composition of thedhei atmosphere are sensitive to fluctuations @ itttoming solar
radiation, which in turn can affect the Earth’sfage climate variability (Gray et .al2010). These solar variations are
dominated by the 11year solar magnetic activityerpnd the solar rotational cycle, also called &tdar cycle. Changes in
total solar irradiance (TSI) over an 11lyear solaleare typically lower than 0.1%, that correspemd W m? change for a
reference value of 1360.8 + 0.5 W(Kopp and Lean, 2011). Such small variations @nttital energy input are not expected
to have a significant impact on climate, comparedifistance to the variations of anthropogeniciorignd thus air-sea
coupling mechanisms have been proposed that arnpify the small solar initial perturbations (eMeehl et al., 2008).
Another possible amplification mechanism, also kn@s “top-down” (Kodera and Kuroda, 2002), oper#tesugh changes
in the spectral solar irradiance (SSI) - in paticun the ultraviolet (UV) range - that directlyodulate the stratospheric
temperatures and ozone concentrations. These Ipatitums induce dynamical changes in the stratospldrich may in turn
affect the tropospheric circulation through strpteere-troposphere couplings (e.g. Gerber et all2R0A thorough
understanding and accurate quantification of thevdiability effect on the middle stratosphere czame thus necessary.
Solar irradiance fluctuations strongly depend anwavelength range and their relative amplituded te increase sharply
with decreasing wavelengths (Lean, 2000). In therbhge, the variability over the course of the Htysolar cycle is of about
8% at 200 nm. Several observational and modelingjes have examined the impact of 11year UV vditgloin stratospheric
ozone and temperature (e.g. Hood, 2004; SoukharetHaod 2006; Randel and Wu, 2007; Austin et al., 2008nBleerg et
al., 2008 Gray et al., 2009; Remsberg, 2014; Dhomse €2@1.6). These studies found a change associatbdL.twear solar
cycle in the range of 2 to 5% in ozone mixing ratiliich maximizes near 40 km. Maycock et al. (20B8ently compared
the ozone 1lyear solar cycle signal of severagubfit satellite records and found substantial iiffees. One inherent issue
of the observational investigation of the 11yeariepzone response is the fact that only three tetmperiods of the 11year
solar cycle have been covered by satellite obsenasso far. Furthermore, the life span of a sirggieellite instrument is
generally shorter than (comparable to in some casgs TIMED SABER, ENVISAT MIPAS, ENVISAT GOMOS, ka
MLS) one solar cycle and instrumental biases batwdifferent ozone profile data sets complicateistiadl analysis of
decadal variations (Fioletov, 2009; Dhomse eP&I16). In this regard, a suitable alternative faderstanding better the direct
effect is to examine the ozone response on Sutasiooal timescale (i.e. about 27 days). Althoughitradiance fluctuations
during the rotational cycle are on average smétlan during the 11lyear solar cycle, there are nmoge rotational cycles
than 11year cycles, improving considerably thesttes.

A number of observational studies has been caoigdo determine the effects of the solar rotafiayale on stratospheric
ozone, generally at low-latitudes (i.e. tropicaiom) based on the analysis of satellite obsermat{e.g. Hood1986; Eckman,
1986b; Keating et al., 1985; 1987; Hood et al.,1199eming et al., 1995; Hood and Zhou, 1998; 1%38letov, 2009; Dikty
et al., 2010). These studies have shown that th&iteéty of tropical ozone to the solar rotatiortgicle maximizes at about

40 km (or ~3 hPa) and varies from 0.2 to 0.6% f@P@change in solar UV radiation index, typicatikén as the irradiance
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at the 205 nm wavelength. It was further shown thatphase lag of the tropical stratospheric ozesponse varies with the
altitude. The phase lag vertical profile betwees dlzone response and the solar forcing was foubé toegligible at about
40 km and gradually increasing/decreasing, beloswalthat altitude. The phase lag was estimated &pproximately 4 days
at 30 km and -2 days at 50 km (e.g. Hood, 1999 rafetences therein).

Simulations with numerical models of various comjiles have been performed to understand the inflaef the rotational
cycle on ozone variability. One-dimensional photroical-radiative model experiments (e.g. Hood, 1¥8tkman, 1986a;
Brasseur et al., 1987) allowed identifying the imipoce of temperature/ozone couplings and repradutie gross features
of the observed ozone response. In particular, fitveyd that the negative phase lag between the &oling and the ozone
response in the upper stratosphere originated tinerstrong influence of the temperature feedbaakzome response through
the temperature dependent chemical reactions (Buass al., 1987). They however noticed that inicigdhe solar induced
temperature changes alone was not sufficient toeately reproduce the observed magnitude and ghgsef the ozone
response and suggested that atmospheric dynangidability — which is not simulated in 1-D modelsnay also have a
sizeable influence (Hood, 1986; Brasseur et aB7)19The latter issue has later been addressedwatidimensional models
which revealed better agreement with observati@nagseur, 1993; Fleming et al., 1995; Chen etl897). Fleming et al.
(1995) further stressed the increasing importanite eight of the solar-modulated HOx chemistrytba ozone response
above 45 km. In the upper stratosphere and mesasmrehancement of HOx through photolysis of wasgour in Lyman-
alpha line associated with an increasing soladiarece contribute to destroy ozone. Above ~65 kohatreero-lag, the latter
mechanism dominates over ozone production (i.epHmtolysis of oxygen) leading to a negative ozavlessirradiance
correlation. In the upper stratosphere and lowesasghere (below 65 km), although ozone product@nidates, increasing
HOXx at zero-lag contributes to the negative lathefozone response (Rozanov et al., 2006).

Using a large ensemble (nine lyear long runs) efrastry-climate model (CCM) simulations, Rozanowak{2006) found
that the ensemble mean ozone sensitivity to thar switational irradiance changes was in very gogceement with
observational data. They however pointed out —itlesm identical solar forcing for each experiment large scatter in
maximum ozone sensitivities that could vary by @daof almost 10 between the two most distant e members. A
large variability in ozone sensitivity was simikafliound in an ensemble of three transient CCM satiomhs (1960-2005)
(Austin et al., 2007). Bossay et §2015) analysed satellite observations of two pkyiof 3 years during the declining phases
of cycles 22 and 23 (i.e. 1991-1994 and 2004-2@@d)found that the solar rotational signal in sspheric ozone time series
strongly varies from one year to another. Thesalt®suggest that the background dynamical stadevanability of the
atmosphere contribute to masking the solar rotatisignal in ozone (Gruzdev et al., 2009).

In addition to the dynamics, the intensity of tidas forcing naturally modulates the solar rotasibsignal in ozone. When
the solar rotational fluctuations are well markeithwarge amplitudes, notably around the maximd bjear cycles (e.g.
Rottman et al., 2004), ozone response and cowalatie expected to be the largest. This has bggrogied by observational
(e.g. Hood, 1986; Zhou et al., 2000; Fioletov, 2aDiky et al., 2010) as well as modeling (Kubiraét 2011) studies which

demonstrated a better identification of the ozoima associated with enhanced rotational forcihgtéiations. This
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relationship has however been challenged by coietagt results. Hood and Zhou (1998) analysed UARSS ozone data
for the 1991-1994 period and found a correlatioa times stronger during the last half of the perical when the rotational
forcing fluctuations are reduced. They suggestedl ithmight have been the result of an artefactitfer instrumental or
geometric (local time coverage) origin that mayéhaffected the earliest part of the UARS MLS ozmeord more than the
later part. In their recent observational studyalhtompared the declining phases of cycle 22 anté @3, Bossay et al.
(2015) further showed that even though the ampditnfdsolar rotational fluctuations of the 205 noxflvas by far the largest
during the first year of both periods, the coriielatwith tropical ozone was found to be maximumsdghbsequent years.
The ozone sensitivity response to the solar rotatiforcing has also been suggested to vary wihrttensity of the forcing.
We recall that the “sensitivity” is a quantity egpsed as % changes in ozone (or any other vanbiterest) per % change
of the forcing (here specifically solar). Henceg gensitivity is normalized by the amplitude of fhecing and may not be
expected to change strongly with the amplitudehefforcing, or at least not as much as the absaluf@itude of the ozone
response which directly depends on the amplitudthefforcing. Gruzdev et al. (2009) used an idedlizolar rotational
forcing in their model (prescribed as a sinusoi&day oscillation) and found a significant reductaf the ozone sensitivity
when applying an enhanced solar forcing amplitilgnfes the standard amplitude). Reciprocatiythe CCM experiments
of Kubin et al. (2011), the ozone sensitivity seemedé¢ enhanced during periods of weak 27 day cyélemlly, the
observational study of Bossay et al. (2015) alsushat an opposite relationship between the salttional irradiance
fluctuations and the ozone sensitivity. Given thergy influence of the dynamical background statettee variability of
estimated ozone sensitivity and the rather shostoéshe considered time windows of analysis, ttenpgnized that it was
not possible to conclude to a systematic effedttbfdse results thus highlight the uncertainty rdiey the influence of the
forcing intensity on ozone sensitivity and on tedth of the time window required for an accurateé eobust estimation of
the ozone rotational signal.

In the present study, we examine the sensitivithetropical stratospheric ozone response taodtia¢ional cycle by comparing
satellite observations and chemistry climate madgleriments to understand better the origin ofdiserepancies - and
sometime contradictory results - in the estimatibthe ozone response to the solar rotational dgeled in previous studies.
As a first step, we follow up on the case studyos$say et al. [2015] and make use of observatiodsnaodelling results
comparison to provide a detailed picture of theneziesponse to the solar rotational cycle duriegitclining phases of cycle
22 and cycle 23. We particularly aim to better ustbnd the strong differences in the ozone respinselar rotational cycle
found between the two periods. Two configuratiohthe LMDz-Reprobus chemistry climate model simigias are used,
with specified dynamics (i.e. Chemistry Transporbdél, or CTM) and in its free running mode (CCM). the CTM
configuration, temperature and wind fields calcedelby the model are relaxed towards meteorologitalysis; the dynamics
is expected to be rather close to the reality,vallg direct comparisons with satellite observatidois evaluating model
chemical processes and its relevance to our stidthe CCM configuration, an ensemble of simulatisnperformed.
Comparing the CCM ensemble results to CTM and easiens during the declining phases of cycle 22 ayade 23 allows

to understand better the effect of internal dynainariability on the ozone response. As a sectey sve take advantage of
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the ensemble of CCM simulations and its large stiasi to (i) assess the influence of the solarecydlase on the ozone
sensitivity to the rotational cycle and (ii) qudytihe time window required for a robust estimatadrthe ozone sensitivity.
Observational datasets, and model configuratiodssamulations are described in section 2. Sectipne3ents comparisons
between satellite observations and model (CTM a@dACsimulations of the ozone response to the switational cycle.
Section 4 focuses on CCM results to examine tHaante of (i) the solar activity fluctuations anijl the length of the time
window in the estimation of the ozone sensitividythie solar rotational cycle. The main findings suenmarized in section 5.
Note that for the sake of simplicity, the first jper (10/1991-09/1994) during cycle 22 will be reéat thereafter as 1991-94
period and the second period (09/2004-08/2007nhdwycle 23 will be referred as 2004-07 period.

2 Data and model description
2.1 The 205 nm solar flux (or F205)

The solar proxy used in regressions analyses i&Jtheolar irradiance at 205 nm. This wavelengtihissen because it is
important for the ozone chemical budget throughbatstratosphere. The 205 nm wavelength is includegde Herzberg
continuum region (200-242 nm) that is positionedwieen two strong absorption bands: the Schumanngé&band of
molecular oxygen and the Hartley band of ozone §8¥ar and Solomon, 2005). In the Herzberg continuatmospheric
absorption is relatively low and hence solar UViatidn penetrates deeply in the atmosphere, dowimetdower stratosphere,
where it photolysis molecular oxygen@o produce @ The 205 nm flux, called thereafter F205, has lmammonly used
in previous studies because it is a very good pfoxgharacterizing solar variability in the UV dam.

In our study, we use the solar spectral irradigme®vided by the Naval Research Laboratory SolarctBglkelrradiance
(NRLSSI) model version 1 (Lean, 2000; Wang et2005). NRLSSI is an empirical model which aimseoanstruct long-
term SSI over the wavelength domain 120-100/280 It uses historical estimates of faculae brigimg and sunspot
darkening to extend in time wavelength-dependerdrpaterizations of SSI derived from satellite measients and model.
Shortwards of 400 nm, the SSI is derived from UARSISTICE observations (Rottman et al., 2001) thnoagnultiple
regression analysis with respect to a SOLSTICEreefee spectrum. The regression analysis includeswar brightening
and a sunspot darkening time-dependent term. ABB0em the SSl is reconstructed by adding the irragiaianges caused
by the presence and the characteristics of fa@ndesunspots (see Lean (2000) for details) to &t @uin intensity spectrum,
i.e., defined by the absence of faculae and susspbe intensity spectrum of the quiet Sun is apmsite compiled from
space-based observations made by UARS/SOLSTICE4Q20m) and SOLSPEC/ATLAS-1 (401-874 nm) (Thuilk al.,
1998), and a theoretical spectrum at longer waggten(Kurucz, 1991).

2.2 Microwave Limb Sounder ozone satellite obser vations

We use the stratospheric 0zone measurements fretwth Microwave Limb Sounder (MLS) instruments aald UARS

(cycle 22) and Aura (cycle 23).
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UARS MLS was launched on 12 September 1991, ifgé°anclination and a 585 km altitude orbit and wasrational until
1994. Water41989; 1993) describe in detail the microwave listhinding technique. We used the version 5 UARS MLS
dataset described Livesey et al., (2003). The oretneval is based on 205 GHz radiances, provated 13 pressure levels
in the range 100-1 hPa (100, 68.1, 46.4, 31.6,,24%, 10, 6.8, 4.6, 3.2, 2.2, 1.5 and 1 hPa)lawlan average vertical
resolution of 4 km in the stratosphere. The typikaprecision for ozone mixing ratio measurements iSpmv between
68 and 1 hPa. As shown in Hood and Zhou (1998 rtificial 36day periodicity, caused by the UARSwaanoeuvre cycle
(Froidevaux et al 1994), is seen in zonally averaged UARS MLS datall latitudes and increasing with height. To o
this artefact, Hood and Zh@li998) suggested restricting zonal averaging opoofies to daytime measurement near a single
local time. They however recognized that the rafidaytime measurements per day would be too losu¢a 30%), resulting
in very large sampling errors and time gaps inzitveal averages. Furthermore, ozone diurnal cyaernes important in the
upper stratosphere so that the results may betedfdry the imbalance in daytime and night-time measents used to
construct daily time series. This issue will becdssed in section 3.2.

Aura MLS was launched on 15 July 2004 into a sureByonous near-polar orbit around 705 km. Detditéatmation on the
Aura MLS instrument is given in Waters et @006). In brief, Aura MLS observes a large suit@tmospheric parameters
by measuring millimeter and submillimeter-waveldntftermal emission from Earth’s limb with sevenioateters covering
five broad spectral regions (118, 190, 240, 640 @htt 2.5 THz). The "standard product” of ozonefseved from radiance
measurement near the 240 GHz. Here, we used vetstoof the Aura MLS ozone product (Livesey et 2017). The Aura
MLS fields of view point forward in the directiorf orbital motion and vertically scan the limb iretbrbit plane, resulting in
a data coverage from 82°N to 82°S latitude on ewdrit. Aura MLS provides continuous daily samplofdoth polar regions
without temporal gaps from yaw maneuvers that ceclwith UARS MLS. The Aura MLS limb scans are dymmized to
the Aura orbit, with 240 scans per orbit at essdlgtfixed latitudes. This results in about 350@rs per day, with an along-
track separation between adjacent retrieved proéifel.5° great circle angle. Ozone profiles a@vigled onto 25 pressure
levels in the range 100-1 hPa (100, 82.5, 68.2,%/&.4, 38.3, 31.6, 26.1, 21.5, 17.8, 14.7, 1018.2, 6.8, 5.6, 4.6, 3.8, 3.2,
2.6,2.1,1.8, 1.5, 1.2 and 1 hPa) with an avevaggcal resolution of 3 km in the stratospheree Th precision for ozone
mixing ratio measurements is about 0.1 to 0.3 fd@hPa to 0.5 hPa.

For our study, daily stratospheric ozone profilesraged over the tropical band [20°S,20°N] are uéeabng the 1095 days
of each period, 121 and 38 days of ozone data &sing for the period 1991-94 and 2004-07, respelsti For each height
level of the vertical profile, the outliers of tiserresponding ozone time series are removed byeéxg data which take
absolute values beyond 2 standard deviations aféhseasonnalized time series. After removingeyuthlues, 85% and 93%

of the 1095day ozone time series of the period448Band 2004-07, respectively, are kept for thadyamis.

2.3 The LM Dz-Reprobus model

The LMDz-Reprobus model is a Chemistry-Climate Maésulting from the coupling between the extendersion of the
General Circulation Model LMDZ5 (Sadourny and Lavi884; Le Treut et al., 1994; 1998; Lott et al02; Hourdin et al.,
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2006; 2013) and the chemistry module of the Reatatospheric chemistry-transport model (Lefé@tral., 1994; Lefévre
et al., 1998). LMDZ was developed at the Laboratdie Météorologie Dynamique (LMD). The dynamicat pfthe code is
based on a finite-difference formulation of thengitive equations of meteorology (Sadourny and Lat8B4). The model
uses a classical hybrigtP coordinate in the vertical, has 39 vertical Is\and a lid-height at ~70 km. The model vertical
resolution slowly decreases with height. In thedtédand upper stratosphere (30-50 km or ~10-1 hReus of our study —
the model vertical resolution reaches 3 km whictsimilar to the vertical resolution of UARS MLS amdura MLS
measurements in this altitude range. The modeaitegrated with a horizontal resolution of 3.759angitude and 1.9° in
latitude. The equations are discretized on a staggend stretched latitude-longitude Arakawa-C.grid

The Reprobus chemistry model (Jourdain et al., 208&chand et al., 2012) calculates the chemicalution of 55
atmospheric species and includes a comprehenssaziptgon of the stratospheric chemistry (Ox, N®&M)x, ClOx, BrOx
and CHOX). It uses 160 gas-phase reactions andeBogeneous reactions on sulfuric acid aerosolsP8@ds. Absorption
cross-sections and kinetics data are based orOttie 2t Propulsion Laboratory (JPL) evaluation (feart al., 2011). In the
troposphere, where the chemistry is not explidithated, the model is relaxed towards a monthlyiagrclimatology (annual
cycle) of @, CO and NOx computed by the TOMCAT chemical-tramsmodel (Law et al., 1998; Savage et al., 2004).
The solar component of the radiative scheme of LMx¥based on an improved version of the two baodeme developed
by Fouquart and Bonné1980) and the thermal infrared part of the rad@tiode is taken from Morcrette et @986). While
this scheme is crude, note that the thermal compafahe solar forcing (e.g. changes in net hegtiom solar changes only,
keeping chemical composition unchanged) does riubixa dependency on wavelength as strong as plsi@acomponent
of the solar forcing. Nonetheless, the use of gkriwo bands radiation code tends to underestithateemperature response
when compare to other radiations models with theesaolar irradiance fluctuations (CCMVal, 2010; ster et al., 2011).
The radiative scheme takes into account the ra@iaittive speciesi®, CQ, Oz, O, NoO, CHy, CFC-11 and CFC-12.

The photolysis rates used in Reprobus are predeséclioff-line with the Tropospheric and Ultravib\ésible (TUV) model
(Madronich and Flocke, 1999; Sukhodolov et al.,80dnd then tabulated in a look-up table for 1Qituales, 7 total ozone
columns and 27 solar zenith angles. TUV calculatepherical geometry the actinic flux, scatteramgl absorption through
the atmosphere by the multi-stream discrete ordinathod of (Stamnes et,d988). The spectral domain extends from 116
to 850 nm. Calculations of photolysis rate are grened on a 1 nm wavelength grid, except in theoregrelevant for solar
cycles (rotational and 11-year solar cycles). bsthspectral regions, the resolution is largelyeiased to accurately describe
the spectral features in the solar flux or in theaption cross-sections: the wavelength resolutioreases up to 0.01 nm in
the Schumann-Runge bands of. @t this resolution, the absorption by, ©an be considered to be treated line-by-line.
Moreover, the temperature dependent polynomial fioderit determined by Minschwaner et. l1992) is used. The
temperature dependence of absorption cross-sedétaraculated off-line in TUV using the US stardi@tmosphere. The
albedo considered for the computation of photolyatss is set to a globally average value of 0B wolar zenith angle
varying from 0 to 95°. For each sunlit grid poithte actual photolysis rates used by LMDz-Reprolvagtgn interpolated in

the table according to those parameters (solatlzangle, ozone column, altitude). The solar rotel cycle forcing is taken
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into account by using daily photolysis rates calted by TUV in the photochemistry module of LMDzgR&bus. A separate
photolysis look-up table is calculated every dapgishe daily NRLSSI as solar input. Note howeveat the direct effect on
heating rates generated by UV variations associattidthe 27day rotational cycle is neglected: daily changes in the
spectral irradiance are not considered in the C@Wative scheme. As a consequence, part of thentieand dynamical
responses to the 27day rotational cycle and héwmiedffect on ozone (through transport and tenipezalependent chemical
reactions, as described above) are missing. Thadimpf this approximation on our results will bisadissed thereafter
(sections 3 and 5).

LMDz-Reprobus is used in two configurations. Thetfone is the free-running model configuratioa.CCM) that accounts
for all the interactions between chemistry, dynangind radiation. LMDz-Reprobus is additionally useds nudged version
(i.e. CTM) where transport and dynamics are nudgedrds temperatures and winds from the 6 hourlMBAG model
outputs (ERA-interim (Dee et.aR011)). As the dynamics is specified and is ckasebservations, the CTM configuration
allows a fair comparison with MLS observations. TEM configuration is used over the two 3year pasiof MLS ozone
measurements, as analysed in Bossay. €@15). In the CCM configuration, we perform anemble of five simulations of
17 years each (from 1991 to 2007). As for the olzggms, we use the daily stratospheric ozone lpofiveraged over the
tropical band [20°S,20°N].

3 Ozoneresponseto the solar rotational cycle during the declining phase of solar cycles 22 and 23

In this section, we analyse the ozone respondeetsdlar rotational cycle over the declining phafssolar cycles 22 and 23
in the observations and in the CTM and CCM modeilugations. The analysis presented here follows uBossay et al.
(2015) observational study. In particular, we atmassess the model performances, understand tredtdifferences in the

results between the two solar declining phase geramd highlight the importance of internal dynaahi@riability.

3.1 Therotational cyclein UV irradiance

Figure 1 shows the solar UV variability represerigd=205 from 1985 to 2008 with the two periodéndérest highlighted in
red which correspond to the declining phase ofranfales 22 and 23. F205 is a good indicator ofNRLSSI solar forcing
prescribed in CTM and CCM simulations. Thereafl&205 is used as the UV index in the regressionyaisabf the solar
signal in stratospheric ozone from MLS observatiand model simulations.

The Fast Fourier Transform (FFT) power spectraetftivo F205 declining periods time series are showhig. 2 (top panel).
For both periods, the high frequency spectrum imidated by a strong peak centred around 27 dayssgmonding to the
main solar rotational periodicity. The broadnesshefpeaks indicates that the solar rotationaleciechot regular and covers
a rather wide frequency domain. A small secondaakps also found at ~13.5 days which correspomdse first harmonic
of the rotational cycle and to the presence on3he surface of two sunspots which rotate with tmes period but are

separated by about 180° in longitude (e.g, B&GD3; Zhang et al., 2007). The time-resolved posperctral density derived
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from the continuous wavelet transforms (CWT, (Toceeand Compo, 1998)) of the two F205 time senieshown on Fig.
2 (bottom panels). CWT spectral analysis revealsttie solar rotational component strongly vanetme for both declining
periods. Overall, the rotational component decreaser the declining solar activity periods andreean sporadically
disappear for several months (e.g. late boreal smi®93, spring 2006 and winter/spring 2006/200vaddition, the solar
rotational fluctuations are stronger during thetfjperiod than the second period (see Fig. 1 anA®}he solar rotational

forcing is stronger during the first period, oneghtiexpect the solar signal in ozone to be clearer.

3.2 Observed and modelled ozone response to therotational cycle

We first examine potential rotational periodicitiasupper stratospheric tropical ozone by carrgnga spectral analysis of
daily stratospheric ozone time series averaged theetropical band [20°S-20°N]. Figure 3 shows tioemalized Lomb-
Scargle periodograms (well adapted for non-contilsugeries, Lomb (1976); Scargle (1982)) of tropstedtospheric ozone
from observations (Figs. 3a,d), CTM (Figs. 3b,e) @CM results (Figs. 3c,f), calculated for the @d@nb period of cycle 22
(Figs. 3a,b,c) and cycle 23 (Figs. 3d,e,f). Pergvdms are shown for the 3.2 hPa (~40 km) pressues, Iclose to the altitude
where the ozone solar signal maximizes (Hood, 1986)

The two periodograms of MLS ozone measurements g&i@nd Fig. 3d) reveal no prominent peak in #mge of the 20-30
days period, suggesting an absence of a solaiamahtsignal in ozone. More prominent peaks arendbat longer periods
although they are not consistent between the twioge The large peak found at the 35day period 891-94 corresponds
to the yaw-maneuver period of the MLS instrumenti@scribed previously (Froidevaux et al., 1994; ¢Haad Zhou, 1998).
Similarly to observations, the periodograms of CTddults (Fig. 3b and Fig. 3e) does also not exfailidtistinctive solar
rotational peak; there are some minor peaks bet@@emd 30 days and their amplitudes are smal20@4-07 than in 1991-
94. The analysis has been repeated at lower peehsgight levels (e.g. 10 hPa, not shown) and legtiécsame conclusions.
Overall, the raw power spectrum analysis of obserma and CTM results in the middle and upper tapstratosphere does
not allow identifying an ozone signal associatethwhe solar forcing fluctuations at rotational éiscales for the two periods
considered here.

In contrast, the periodogram averaged over theGi@d simulations exhibits a distinctive peak cedta¢ 27 days for 1991-
94 (Fig. 3c). For 2004-07, the peak is centredbatdys (Fig. 3f). The peak is also less pronoutitadin 1991-94, presumably
because of the smaller amplitude of solar rotatifinetuations and hence model forcing in 2004-8&¢( Fig. 2). However,
the & standard deviation (i.e. spread of the ensemhbielations) associated with these peaks is veryelarglicating the
presence of a strong high frequency (periods <aé@)dhatural variability in ozone in this regiomidillustrates the difficulty
in detecting solar rotational signals in the obadons, as well as in a single ensemble membertbese 3year periods. Note
that we additionally computed periodograms in obsons during solar maximum phases (i.e. 2012-2@dtere 27day
fluctuations in the solar forcing are stronger tldaming the declining phase (not shown). The resultire however similar

and no clear peak at 27 days could be identifiehdd, the absence of a distinctive rotational $signggests the presence of
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strong and rather random ozone variability of nolaisorigin which makes the ozone rotational sigrealy difficult to detect
and estimate.

We further examine the relationship between stpdtesc ozone and solar rotational cycle by perfogniross-spectrum
analysis between stratospheric ozone and F205.itBakp absence of a solar rotational peak in #we power spectrum
derived from observations and CTM results, crogzgspm analysis should help identifying coherentiakility modes
between the solar forcing and tropical ozone. Fgdirpresents the vertical profile of the magnitadaared coherence
(hereinafter referred as coherence) between F265rapical stratospheric ozone from MLS observati¢a and d), CTM
model results (b and €) and CCM model results ¢cfan

A strong and statistically significant coherencéoisnd for UARS MLS (1991-94) between 20 and 28sdayd between about
10 and 1 hPa with a maximum of about 0.7 at the22eriod around 6 hPa. In contrast, the coherfamcgura MLS (2004-
07) is generally weaker with only a small patctsighificant coherence at the 90% confidence lelké coherence fields
from the CTM results resemble those of the obsematand reproduce the main features during thepevmds. The main
difference between observed and CTM signals isttteatoherence patch extends farther to lower $eivethe CTM (down
to 15 hPa) and covers longer periods (20 to 33 dayd0 hPa). For the 1991-94 period, the CTM tesalko overestimate
the coherence around 13.5 days compared to obmervat

The general features in the coherence fields fr@Cesults are also consistent with those of treeolations. However, the
area of statistical significant coherence arourd2hday period is wider in the CCM results. In &ddj the coherence patch
does not extend as low as the CTM results. Theriffces observed between the MLS coherence fiettle two periods are
also reasonably well reproduced in the CCM cohararsults. As for the CTM fields in 1991-94, CCMulis reveal a
secondary area of significant signal centred atiah8.5day period and extends almost throughousttia¢osphere. For 2004-
07, there is no significant signal around 13-14sdayall the coherence fields. This is consisteith ¥he UV forcing (Fig. 2)
exhibiting a stronger 13.5day period componentda1194.

To further test the robustness of the coherenagkigve perform an additional CCM simulation foe theriod 1991-1997
where the solar forcing is kept constant by usirgd (i.e. climatological) photolysis rates durittge model simulation.
Results are shown on Fig. 5. Below 15 hPa, thewdifft experiments show no significant coherencerdit ozone and solar
flux. Between 15 and 1 hPa, all forced experimépieck lines) reveal a similar and significant caree signal while for the
constant solar forcing experiment (red line), tioberence is weak and within the range of randomriHss absence of
significant coherence found in the constant sotpeement confirms that the coherence found betW&@&b and stratospheric
ozone is not fortuitous and primarily originatesrr photolysis processes. We can also note thaketheced coherence for
2004-07 may be expected because the solar rothflontuations are smaller during that period conggiato 1991-94 (Fig.
2). To summarize these first steps in our analygsfind that, despite the weak magnitude of tgaadi the upper stratosphere
tropical ozone concentration fluctuates coherewttih UV variability at solar rotational timescales.

To focus on periodicities relevant to the solaatiohal cycle (13.5 and 27 days), all the timeesedre now filtered using the

digital filter that has been commonly used in poesi solar rotational studies (e.g; Hood, 1986; @harl986; Keating et al.,
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1987; Hood and Zhou, 1998 and Zhou et al., 20008. filtering procedure consists of smoothing daith & 7day running

mean which removes short-term fluctuations. Lirteamd and mean value are also removed from thesetied time series.
Finally, a 35day running mean is subtracted froendhta, removing long-term fluctuations (e.g. seak@emi-annual, annual
and QBO variations). The overall procedure is narkess equivalent to a 7-35 days band-pass fiiltdre frequency domain.
The vertical extent and temporal evolution of thepical ozone response to the solar rotationalecyeck examined by
calculating the cross-correlations between filteF@5 and ozone in observations and model refRésults are shown in

Fig. 6. For 1991-94, the observations exhibit assfoorrelation peak at 0.28 on the 4.6 hPa levidl mo time lag (Fig. 6a).

This maximum value is close to the maximum of G&d by Hood and Zha({1998) on the same pressure level. Furthermore,

the overall variation of the time lag with altitudbown in Fig. 6 is similar to that found in prevsostudies (Hood, 1986;
Brasseur et al., 1987; Brasseur, 1993; Hood andi,Zh®98) with a negative lag above 3-4 hPa (ozdesding” the solar
flux) and a positive lag below (ozone lagging tb&asflux). As mentioned in the introduction, thegative lag in the upper
stratosphere results of the influence of the teatpee feedback on the ozone response through ringetature dependent
chemical reactions. For 2004-07, the cross-coicglgiattern (Fig. 6d) is more distorted and wedkan for 1991-94 (Fig.
6a). The cross-correlation maximum (0.2) is smahan for 1991-94 and is found at 10 hPa with &tiag of +5 days (ozone
lagging solar flux).

Although the cross-correlation fields for the CTMdaCCM simulations appear smoother and with lagatistically
significant (shaded) areas than for the MLS datastrof the general features present in the MLSsesestion fields appear
consistently reproduced by the simulations in the model configurations. Marked differences betwdenCTM and the
observations are found in 1991-94 though. The haghelation area (with a maximum of 0.4 at 7 hPd apositive time lag
of 3 days) expanding throughout the middle strdiesp (between 30 and 10 hPa) in the CTM (Fig. 6lpat found in
observations (Fig. 6a). Overall, the main aredgfiicant correlation appears also lifted upwardhe observations (Fig. 6a)
compared to the CTM (Fig. 6b). The fact that theredation signal in the middle and lower stratospgh@elow 10 hPa) is
found in the CTM but not in the observations mastlparise from the large noise present in the UARISS ozone dataset
at these altitudes (not shown). In contrast, tiselte for the period 2004-07 reveal a particulandyagreement throughout
stratosphere between the observations (Fig. 6djten@TM (Fig. 6e), where the maximum is foundh&t same altitude (10
hPa), time lag (+4 days) and with the same am@it{@2). CCM results show a maximum of correlatiso at 10 hPa and
at the same time lag but with a higher value (Oi3)addition to the area of statistical significanehich increases when
examining CCM results, we notice a strong reduatibiine discrepancies in the response betweengasibds. This suggests
that averaging over the five ensemble members alloweduce the effect of the non-solar randomabdiiy in the signal
estimation and hence to identify more robustlysblar signal. Nevertheless, for 2004-07, we nateaker correlation and a
reduced downward propagation of its extension wisdikely due to a weaker rotational UV forcingnaspared to 1991-94
(Figs. 1 and 2).

Above 3 hPa (~40 km), CCM cross-correlations ohbmdriods (Fig. 6¢,f) show a maximum at negatiweetiag (-2 days).

As mentioned in the introduction, this negativeditag can be induced by temperature feedback omeoand by increasing
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hydrogen radical HOx from enhanced solar irradiamieh contributes to ozone destruction. While madel configuration
allows to fully account for the HOx effect, the @elnduced temperature response is limited sinealitect radiative heating
effect is not included in the model. The tempemtgsponse to the 27-days cycle is thus solelyraibed by the ozone
concentration change (caused by photolysis chargeshot from the direct heating effect driven blasirradiance change.
Although a temperature signal is found (not showm,small, hence reducing the likelihood for #wdar-induced temperature
feedback to be prominent in our experiments. linteresting to notice that the upper stratosphemgative lags in our
experiments compare very well with those found @MCexperiments of Sukhodolov et al. (2017) (sedr thig. 3) despite
the fact that their model (SOCOL) also includesdhect radiative heating effect. At first glantbis good agreement with
our model results may suggest that neglecting itleeteffect on heating rates generated by UV tiana has a limited effect
on the ozone response, at least at 27-day timesddbevever, this conclusion cannot be drawn becthegsbvo models have
different photolysis, chemistry and radiation sckemin particular, it has been shown recently thatphotolysis rates
calculated by LMDZ-Reprobus and SOCOL can diffebstantially (Sukhodolov et al., 2016). The goodrespondence
between the two sets of model results may thusohteifous. For instance, the difference in the pbbémical response
between SOCOL and LMDz-Reprobus could be competidatehe direct heating rate effect included in SIDCAIlso, a
better evaluation of the impact of the direct rd&aheating effect requires to perform LMDz-Reprslexperiments, with an
increased spectral resolution of the radiative sehavhich account for daily fluctuations of the SSI

In addition to correlation analysis, ozone respdossolar UV flux changes can also be measuredring of sensitivity, i.e.
percentage change in ozone per 1% change in sblaCbhsidering ozone sensitivity instead of ozobsodute change allows
in principle to analyse an ozone signal that de¢slapend on the magnitude of the solar rotatifmmaing, assuming implicitly
that the relationship between the solar forcingin(F205) and the ozone response is linear. Weealére ozone sensitivity
on different pressure levels by linear regressidhefiltered ozone time series on one independariable, F205. In previous
studies, ozone sensitivity profiles were eithercekited at optimum lags where the correlation dciefit maximizes (e.qg.
Hood and Zhou, 1998) or at zero lag (e.g. Willianalg 2001; Austin et al., 2007). Both alternasiweere tried but given the
limited effect on the results and conclusions, Veeted to show only ozone sensitivity profiles gsamcommon time frame,
hence at zero lag. Results are shown on Fig. 7.

For the 1991-94 period, the observational (UARS Mé&hsitivity peaks at 0.4 (0.4% of ozone changd%6rchange in F205)
near 4-5 hPa (35 km), consistent with the resiltdamd and Zhou (1998) (Fig. 7a). For the 2004-8fiqul, the shape of the
observational (Aura MLS) sensitivity profile is tsted and the sensitivity peaks at only 0.2 arobrftPa (Fig. 7d); it is
consistent with a peak value of 0.15 derived atstirae level shown in Dikty et.g2010) for a similar period (2006-07) but
with a different instrument (ENVISAT SCIAMACHY). Ithe middle stratosphere, the sensitivity proféécalated from the
CTM results for the period 1991-94 (Fig. 7b) is sistent with the MLS sensitivity profile (Fig. 7ajije CTM sensitivity
profile peaks at 4-5 hPa with a value slightly loW& 3) than that derived from the MLS observatiddiscrepancies between
CTM and observational sensitivities are more prowed in the upper stratosphere. In the CTM, aboe@eak, the sensitivity

suddenly drops around 3 hPa to values close tag0 TB), while in the observation the sensitivitadually decreases from
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3-4 hPa to the stratopause region (around 1hPg@) 7B). Below 10 hPa, we also note that the unictiga of the sensitivity
profile estimates are larger in the observatioas ih the CTM. This is consistent with the absesfcaolar-ozone correlation
signal at these altitudes in the observations gigand, inversely, the clear solar-ozone coratagignal in the CTM (Fig.
6b). For 2004-07, the CTM sensitivity profile appeto be highly consistent with observations thfoug the stratosphere,
in accordance with the previous coherence and letior analyses (Figs. 4 and 6).

We now analyse the CCM ensemble results. The eriseméan ozone sensitivity profiles (Figs. 7c andh§rkedly differ
with ozone sensitivity profiles derived from obsatiens (Figs. 7a and d) and CTM (Figs. 7b and ehatcorresponding
periods. These differences are particularly proogednn the upper stratosphere (above ~5 hPa). ©ottter hand, despite
the two different periods, the ensemble mean ozemsitivity profiles show very similar features hvjpositive sensitivity
from 15 hPa to the stratopause and a maximum &etysif 0.4 at ~3 hPa (Figs. 7c and f). This maummtropical sensitivity
value and its altitude level is in good agreemeitth wrevious CCM estimates (e.g. Rozanov et aD62@ustin et al., 2007;
Gruzdev et al., 2009; Kubin et al., 2011). The C@Mne sensitivity analysis has also been repeatetid period 2003-2005
(not shown) to be directly comparable with the C€&dults of Sukhodolov et al. (2017): like for therelation analysis (Fig.
6), we found very similar ozone sensitivity prodild he ensemble spreads (i.e.skandard deviation calculated over the five
CCM simulations for each 3year period, dashed kme)of the same order for both periods (Figs.necfp They are also very
large, indicating important variations from one emble member to another, which are most likely ttudifferences in
dynamical variability. Similar conclusions have bhaeached in previous CCM studies (e.g. Rozanal. e2006; Austin et
al., 2007). This may partly explain the strongetiénces in ozone sensitivity found between theggvads in the observations
and the CTM simulation. In a sense, each 3yeamebdeeriod can be viewed as a single realizatfanensemble.

As mentioned in Section 2.2, the results based SREIMLS measurements may be affected by the imbalartween night
and daytime sampling due to the ozone diurnal cgetmming significant in the upper stratospheretebb the influence of
the ozone diurnal cycle, we repeated all the aialysrformed in this section by mimicking an irregusampling over the
period covered by Aura MLS (i.e. 2004-2007). Eaal,d-700 ozone vertical profiles of the Aura MLStimiment are evenly
retrieved in the tropics [20S-20N] at two fixed dbt¢imes: one at night (~0142 LST) and one duriagtidne (~1342 LST).
We initially build the ozone time series using diang measurements only (1095 days in total). Amdmegé 1095 days, we
selected N days randomly where daytime measuremeatss replaced by night time measurements. We ttbpeated the
spectral, correlation and regression analysis.prbeedure was performed for various values of dinfiN=100 (i.e. 91% of
daytime measurements) to N=1000 (i.e. 9% of daytiteasurements). The results (not shown) reveateostino dependence
to N, suggesting that the diurnal cycle has a seffdct on the ozone solar rotational signal.

Overall, our results demonstrate that the LMDz-RBEBRIS model produces an ozone response to the retédional cycle
that is consistent with observations, especiallgmvthe dynamical variability is accounted for ie imalysis. The results of
our ensemble of transient CCM simulations furthgpert the importance of atmospheric internal \@lity in modulating
or masking the solar signal in ozone at solar imat time scales. In the following, we exploit ttesemble simulation to

examine thoroughly the temporal variability of heone sensitivity to the rotational cycle.
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4 Temporal variability of the ozone response sensitivity
4.1 Does ozone sensitivity to therotational cycle depend on the amplitude of the solar fluctuations?

Results from CCM studies of Gruzdev et al. (200®) Kubin et al. (2011) suggested that ozone seitgiseems to decrease
with increasing amplitude of the rotational cyclhe amplitude of the rotational cycle depends amitthomogeneous
brightness structure of the solar disc (i.e. disttion of sunspots and faculae). Given that thelarhof sunspots and faculae
increases with increasing solar activity, inhomaggnin the brightness is likely to increase durBajar maximum phases.
One may thus expect minimum and maximum sensitoitsing 11year solar maximum and minimum phasepedively.
Next, we test this hypothesis by dividing 15 yga891-2005) of the CCM simulations into five 3yaandows corresponding
to the four different phases of the 11lyear solatecy.e. maximum, minimum, descending, ascending phase®se time
windows are highlighted with different colours hretinsert panel of Fig. 8a. Figures 8b-f show,gach 3year time window,
the ensemble mean sensitivity profiles and theciatem 2 ensemble spread. The ensemble mean for a sp@pifac window
is calculated by first computing the ozone senjtiover this specific 3year interval for each bétfive ensemble members
and then averaging theses five sensitivities; wisnedéhe ensemble spread as the ensembladhdard deviation. Note that,
in total, 15 years of model data are taken int@antfor the calculation of the ensemble mean seitgi

Whatever the solar cycle phase considered (Fig.alahe mean sensitivity profiles have similaagls with a maximum at
around 3 hPa, consistent with observed and modsbeditivity profiles during solar declining pha$gg. 7). The most
pronounced difference is the maximum sensitivityolhitvaries between 0.3 (green) and 0.5 (red). Qlyéna ensemble mean
sensitivity profiles appear to vary little from ge&r window to another. Thus, the model ensemblannozone sensitivity
seems to be rather independent of the level of sal@vity (Fig. 8a), at least when 15 years of elathta are considered in
total. In comparison, the model ensemble spreatbaxly more sensitive to the 11lyear solar cyclasehthan the ensemble
mean. The ensemble spread is found to be genemaldler during high solar activity periods. It istrsurprising. The
estimation of the ozone sensitivity is expectedéeoless affected by the noise and more robust wimersolar rotational
fluctuations are stronger: the amplitude of themezcesponse is much greater, improving the signrabise ratio. We also
notice that the ensemble spread is smaller duhiagrtaximum phase of cycle 22 (black) than thatyofec23 (green). It is
consistent with the results of Fiolet(®009) observational study that also shows a s&ormational periodicity in the upper
stratosphere tropical ozone during the maximum@lofshe solar cycle 22 than the maximum phasaetycle 23.
Although the rotational cycle amplitude varies witle phase of the 11lyear solar cycle, the relatipns not systematic as
revealed by the wavelet analysis of Fig. 2. Infdllewing, the ensemble mean ozone sensitivity imdpread are examined
as a function of the amplitude of the solar rotaiccycle fluctuations using sliding time window$he analysis focuses on
the 3 hPa level where the maximum sensitivity isfib (Fig. 8). Figure 9 compares the temporal ei@iuffrom 01/01/1991
to 31/12/2005) of the variance of the filtered F2id%e series (Fig. 9b) with the ensemble mean (®@y.and variance (Fig.
9d) of the ozone sensitivity derived from the fiv€M simulations. Each point of the time serieshiamed by first calculating

the ozone sensitivity for each ensemble member avigrear time window and then computing the ensemtdan and its
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variance over the five simulations. The time windewhen shifted by 1 month and the same proceiduspeated. This gives
a total of 168 lyear time slices (14 years x 12 &)

The mean ozone sensitivity time series (Fig. 9clyear time window strongly fluctuates from 0 t6é @round an average
value of ~0.4, consistent with the value of theesnisle mean sensitivity profiles at 3 hPa (Fig.T8)ese fluctuations increase
during the minimum phase of the solar cycle in 28988, indicating a larger uncertainty in the estiilon of ozone sensitivity
during low solar activity periods. This is furtrgupported by the apparent inverse relationship whidound between the
F205 index variance (Fig. 9b) and the ozone seitgitiariance (Fig. 9d). Hence, the accuracy ofdhene sensitivity estimate
to solar rotational cycle is degraded when soltatianal fluctuations are small, and reciprocalfiinally, note that the low-
frequency (i.e. decadal scales) variability of #resemble mean ozone sensitivity (Fig. 9¢) may alsggest an inverse
relationship with the F205 absolute value (Fig. 8adl its variance (Fig. 9b). In the following, weréstigate further the
relationships suggested here which link the saltational variability to the ensemble mean and ap&f ozone sensitivity.
Figure 10 shows the regression analysis of themaslbigemean (Fig. 10a) and spread (Fig. 10b) of ommmesitivity (i.e.
dependent variables) on the solar rotational vaggne. explanatory variable). We assess thesttai significance of the
regression slope using a block bootstrapping teglento account for the autocorrelation in the nealisl that can lead to an
underestimation of the standard error (Mudelsed4P0The bootstrap procedure is carried out a®vial The original
residuals are first obtained by subtracting thgioal fitted model (i.e. derived from the lineagression) to the dependent
variable. The original residual time series is thegregated into moving blocks of lengtfsee e.g. schematic p74 in Mudelsee
(2014)) that are randomly resampled to reconstrisginthetic residual time series of the same sizheaoriginal one. Adding
this synthetic residual time series to the origiittdd model allows creating a new synthetic tisegies (so-called bootstrap
sample) to which the linear regression is appledidrive a synthetic slope value. For each valuk, dhis procedure is
repeated 10,000 times in order to construct aibligton of synthetic slopes (Poulain et al., 20F8hally, we estimate, from
this distribution, the likelihoodpfvalug for the slope to be greater than - or equalQdi-e. null hypothesis). Note that since
L is not known a priori, the calculation is repedi®d_=1, 2, 3, ...., 10,..., 20, etc. and the largestlueis retained.

Figure 10a reveals no significant negative trertdvben the mean ozone sensitivity and the F205wegiaAlthough the linear
regression hints at increasing mean ozone semgifosi decreasing F205 variance, the likelihoodtfor slope to be positive
or equal to zero cannot be excluded statisticadly (0.10). In addition, a non-significant corredaticoefficient of -0.19
between the mean ozone sensitivity and the F20&na is found. This is not the case for the spdaszone sensitivity,
which significantly increases with decreasing hitgguency (short-term) F205 variability (Fig. 10@his trend further
intensifies for the lowest F205 variance valueagkland purple dots), corresponding to the phasieeo$olar cycle with the
lowest activity (see insert panel on Fig. 10b).sThuantitative analysis hence confirms that theu@my of the ozone
sensitivity estimation increases when the F20%tdilakons are large. We similarly tested the depeeoel®f the mean ozone
sensitivity and its spread to the absolute value2dfs (shown in Fig. 9a), an indicator of solaindist Results are not shown
here for brevity. Although we obtain results cotesis with those based on the F205 variance (whigtxpected given the

close connection between solar cycle activity asldrgotational fluctuations), the statistical sfgrance is found to be less
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pronounced, suggesting a closer link with the atoghéi of the fluctuations of the rotational solacleyrather than the absolute
values of F205.

4.2 Influence of the size of the time window analysis

Finally, the robustness of the estimated ozoneitbétysis examined with respect to the size of tfime window. The
procedure is as follows. For each ensemble sinangbf maximum sizéna=15 years), a time window of a given size, say
At, (4tis comprised between 1 and 15 years) sliding byear step is used to resample the ozone 15yeaiseénes and create
NensemblenindowdAt) (= tmaxAt+1) shorter time series of siz#t. Given that the ensemble contains five simulatighe total
number of samples for a givett is thus Rindows=5 X Nensemblewindowd4t) (i.€. 75, 45, 5 samples for 1, 7, 15year time wims|
respectively). For each time window size, the ozeswsitivity to F205 is estimated per individuaingde. Finally, the mean
ozone sensitivity and its spread are derived byutating the average and the standard deviational/eamples.

Figure 11a shows the ozone sensitivity profiles nvhelyear time window is considered. In agreemetit the previous
ensemble mean ozone sensitivity profiles calculde8year time windows and at different solar eyphases (Figs 7 and 8),
a maximum mean sensitivity of 0.4 is found neaPa&.hThe ozone sensitivity spread (dashed envedopyger though and
even expands towards negative values, demonstridtiig lyear window is not at all long enoughdtineate robustly the
ozone sensitivity. Figure 11b focuses on the 3 feasure level, where the sensitivity peaks, amdals that, as expected,
the longer the time window is, the smaller the adris. Figure 11c shows the coefficient of variatid the ozone sensitivity
(1o standard deviation normalized by the mean andessgd in percent) as a function of the size ofithe window. It is
found that a minimum time window size of 3 yearsl6ryears is required for the standard deviatiodrtg under 50% or
20%, respectively, of the mean sensitivity (i.e.4y0These uncertainty ranges also strongly depantthe amplitude of the
solar rotational variations and hence the phashefllyear solar cycle; we find that during solaximum of cycle 23,
minimum of cycle 22, a minimum time window sizef5 years, respectively, is required for the saaddieviation to drop
under 50%. To obtain a standard deviation lowen @6, we however found that randomly choosingye&0btime window
length performs better than restricting the analysishort but solar maximum period only (i.e. s@3). These results suggest
that long time series are preferable to estimatarately the ozone sensitivity to solar rotaticiadtuations in observations.
Itis very likely that some, if not most, of thesdiepancies between estimates of the ozone séyditiuind in previous studies

originate from differences in the periods and lesgif the considered time windows.

5 Summary and concluding remarks

In this paper, we examined the tropical stratosplozone response to the solar rotational cyclatellge observations and
simulations of the chemistry-climate model LMDz-R&fpus. We first focused our analysis on the casaysbf two 3year
periods associated with the declining phases af sgicles 22 and 23. The solar rotational fluctuegiare stronger during the

first period than the second period. We found thiihough the solar rotational signature in the fdk¢ing is reasonably well
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marked during both periods, the amplitude of ozaaarétions at the corresponding timescales (i.&.d&/s), in observational
records and individual model realizations, doesdiffer from the noise. Nonetheless, UV and ozdoetfiations show a
statistical significant coherence in the middle apger tropical stratosphere (above ~30 km, orP#) lat the solar rotational
timescales. These results hence suggest that cigmécantly responds to the solar rotational &tdns but the signal is
partly masked by other sources of ozone variabdlitthese timescales, most likely of dynamicaliarig\pplying the same
spectral analysis to the average of CCM ensembielations allows reducing the ‘masking’ effect mndom dynamical
variability, so that the rotational signal in ozarem be more easily identified and estimated.

Lag correlations and linear regressions have tleem lused to characterize the vertical profile efdlaone response to the
solar rotational cycle in the observations andrttoelel during the same periods. Although these tesue consistent with
estimates of previous studies (Hood, 1986; Brasstat., 1987; Brasseur, 1993; Hood and Zhou, 1898)) a reasonable
agreement is found between the MLS observationgten€TM experiments, significant differences avenid between the
two periods. This may be attributed to differenitesolar UV forcing or in dynamical variability lve¢en the two periods.
Analysis of the CCM ensemble simulations suggest tiie differences mostly originate from the dynzahiariability. The
large spread in the ensemble mean sensitivity Iproéilculated for 3year intervals reflects the ‘kiag’ effect of non-solar
dynamical variability in the estimation of the gotatational signal in ozone and may certainly akpome inconsistencies
found in previous studies.

In our CCM experimental design, the direct radmteffect of UV on heating rates has been negleltading to an
underestimated temperature response to the 27d#. &s a consequence, this may affect the ozosmorese significantly
by reducing the temperature feedback on chemigadtian rates, notably ozone destruction throughGhapman cycle.
Recently, Sukhodolov et al. (2016) examined theusdp effects of heating rates and photolysis ratsslar-driven ozone
changes using a 1D radiative-convective-photochalnmodel and different SSI datasets. Using the NRLlar forcing
dataset, they showed that, over the course of thgear solar cycle, the direct heating rate anorfedys to a decrease in
ozone of 1% in the middle and upper stratosphdrev@30 hPa) while the photolysis induces an onwcrease of 2 to 4%.
Since, the direct radiative effect of UV on heatmates is neglected in our CCM experiments, thenezesponse to solar
variability may hence be overestimated. Nevertlslascomparison of the ozone response in our asakygh results from
previous independent CCM studies (Rozanov et 8062 Sukhodolov et al., 2017) revealed a very gomaespondence,
despite the fact that their experimental desigiuohed the direct radiative heating effect. This panison must be considered
with caution as Sukhodolov et al. (2016) found saisal differences in calculated photolysis rdiesveen LMDz-Reprobus
and SOCOL photolysis codes. Therefore, accountinghe direct heating rate effect in SOCOL may cengate differences
between the two models in 0zone response contrbifgzthotochemical processes only. In additionyéselts of Sukhodolov
et al. (2016) are based on 1-D model calculatiomsraay also change when accounting for dynamiadbiity (i.e. using
3-D CCM), particularly at 27day time scales whelne atmospheric internal variability largely domigtstratospheric
temperature variability (Sukhodolov et al., 20114).quantify the impact of neglecting solar-induteshperature feedback on

our results, the spectral resolution of the LMDzRéuUs radiative scheme should also be increasgdhewy experiments

17



10

15

20

25

30

including the direct radiative effect of UV on hiegtrate should be performed. We further notice these improvements are
necessary to simulate the “top-down” mechanism whibased on dynamical consequences of the ufypyspheric thermal
response.”

Next, we take advantage of the ensemble of five Glivllations to test whether the ozone sensititgends on the phase
of the 11year solar cycle. Considering an ensewitdénulations allows in particular to reduce thasking effect induced by
the dynamical random variability. Our results siuggdbat the level of solar activity does not hameérapact on the expected
value (i.e. ensemble mean) of the ozone sensitidibyvever, the ensemble spread decreases duringbigr activity periods,
making the ozone sensitivity retrieval easier amdlemobust, e.g., during the maximum phase of fhyedr solar cycle.

The ensemble mean ozone sensitivity and its sgraael been additionally examined as a function efaimplitude of (i) the
solar rotational cycle fluctuations (shown) and {iie phase of the 11year solar cycle (not showe)e again, no robust
dependence of the ensemble mean ozone sensitgains each of the two variable is found when #w®ults of the five
15year simulations are averaged. Although the teimt at a slightly negative trend, i.e. incregsensemble mean ozone
sensitivity for decreasing rotational fluctuatiof@ 1lyear solar cycle activity), neither the slpp®or the correlation
coefficients are statistically significant. Henoeyr results could not confirm previous findings@fuzdev et al. (2009) or
Kubin et al. (2011) who, using model experimentgigested an increased ozone sensitivity with detrgaolar rotational
fluctuations. Nevertheless, it must be noted thatdonclusions of Gruzdev et al. were reached hyiog out experiments
with a solar rotational forcing that had an amplé8 times larger than a realistic one. Furtherehegperiments, considering
for instance longer simulations and/or strongectifay, would help to address this issue more thdntyug

In contrast with the ensemble mean ozone senygitagtexpected, the ensemble spread ozone segstiaiws a clear increase
with decreasing solar rotational cycle fluctuatiohse negative trend further intensifies during pleeiod with very low solar
rotational fluctuations, corresponding here togbeod of minimum solar activity between the endtaf solar cycle 22 and
the beginning of the solar cycle 23 (i.e. 1994-)99hese findings are consistent with the resultBioletov (2009) who
showed a noticeable difference in the estimatb@bizone sensitivity profile in 1994-1998 by conigam with other periods.
Hence, when the solar rotational fluctuations amalk the ‘masking’ effect of dynamical variabilibecomes more prominent
and makes the estimate of the ozone sensitivitydesurate.

Finally, we demonstrate that, while the mean ozmssitivity (e.g. ~0.4 at 3 hPa) is more or leskependent of the size of
the time window (tested from 1 to 15 years) whemribsults of the five 15year simulations are amalyasnd averaged, the
accuracy of its estimate improves dramatically wittreasing size of the time window. We found tbataverage, a minimum
time window size of 3 years (corresponding to ~dlsrotational cycles) is needed for the @ncertainty to drop below
100%. More concretely, this means that if the ozeaesitivity to solar rotational fluctuations israded over only three
successive years of observations (or of a singldetn®alization), there is a 95% likelihood for #stimate to take any value
in the range [0-0.8] at 3 hPa. The error in thesiity estimation also strongly depends on thehtide of the solar rotational

fluctuations and is thus linked to the solar atyiviFor a constant uncertainty threshold, the highe solar activity is, the
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shorter the required time window length is. Welfinfind that a minimum of 10 years of data is reqd for the & uncertainty
in the ozone sensitivity estimate to drop under 20%

Overall, it is likely that the discrepancies in #n&imated value of ozone sensitivity found in pras studies originate from
differences in the length of time windows that wased for analysis and in the level of solar astigissociated with these
periods. Both parameters significantly influenoe dlccuracy of solar rotational signal estimateshiiregard, it is likely that
similar issues have also affected the accuradydrestimation of ozone response to the 11lyear sigiaal. The estimation is
expected to be even more difficult because obsenadttime series cover a very limited number ofygar cycles and there
are other well-known sources of decadal variabilitthe atmosphere and climate system. Maycock. €2@16) recently
found very large discrepancies in the estimatiothefozone response the 1lyear cycle using vasatedite datasets which

cover different time periods of different length.

6 Data availability

UARS MLS and Aura MLS satellite data are publiclya#able at_https://earthdata.nasa.gov/ after tesgien. LMDz-

Reprobus data used in this study are available vpguest to the corresponding author (remi.thieble@latmos.ipsl.fr).
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Figure 1: Temporal evolution of daily F205 from NRL SSI model over solar cycles 22 (1985-1996) and 23 (1996-2008). The two 3year
periods considered here (1991-94 and 2004-07) are highlighted in red.
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Figure 2: (Top) F205 FFT power spectra (from NRLSSI model) for the (a) 1991-94 and (b) 2004-07 period. (Bottom) Time-resolved
power spectra densities (or scalogram) estimated from continuous wavelet transform (CWT) for the (¢) 1991-94 and (d) 2004-07
period. Thevertical, horizontal, dashed lineson (a,b), (c,d), indicate the 27day period. The cone of influence, i.e. limit beyond which
scalogram should not be interpreted, is marked by horizontal solid stripes. The solid contour lines represent the 95% confidence

level.
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Figure 3: Ozone Lomb-Scargle periodograms for the (left) 1991-94 and (right) 2004-07 periods. The top panels represent ozone

L omb-Scar gle periodogramsfrom (a) UARSMLSand (d) AuraML S observations. The middle panels (b and €) repr esent the ozone

Lomb-Scar gle periodograms for CTM simulation and the bottom panels (c and f) the aver age periodogram of the CCM ensemble.
5 Thedotted envelop (c and f) indicatesthe 2¢ standard deviation of the ensemble of CCM simulations.
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Figure 4: Mean squared coherence between ozone and F205 as a function of period (days) and pressure level (hPa) for the (top)
1991-94 and (bottom) 2004-07 period and for (a, d) ML S observations, (b,e) CTM and (c,f) CCM simulations. Black contour lines
indicate the 90% confidence level and the vertical dashed black linesindicate the 27day period.
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Figure 5. Vertical profile of the mean squared coherence between ozone and F205 averaged between 22 and 30 day periods and
calculated for the time period 1991-1997. The black lines correspond to the results of individual ensemble members (five in total)

and the red line to the results of the experiment forced with constant solar forcing. The vertical dashed line indicates the 90%
confidence limit.
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Figure 6: Cross-correlation between digitally filtered (see main text) ozone and F205 as a function of timelag (in days) and pressure
level (hPa) for the (top) 1991-94 and (bottom) 2004-07 periods. (a,d), (b,e) and (c,f) panels show cross-correlation between F205 and
ML Sobservations, CTM and CCM simulations, respectively. Shading represents areas with 95% confidence level.
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Figure 7: Vertical profile of ozone sensitivity to F205 (% changein ozone for 1% changein F205) at lag O for the (top) 1991-94 and
(bottom) 2004-07 periods. Results are shown for (2) UARS MLS, (d) AuraMLS, (b, €) CTM simulations and (c,f) CCM ensemble
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indicates the 26 ensemble simulations spread.
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Figure 9: Digitally filtered (b) F205 variance time series, (c) ensemble mean ozone sensitivity and (d) ozone sensitivity ensemble
variance time series at 3hPa computed over a lyear running window. Each window is diding for one month at each step. (a) The
F205 index time seriesis reproduced on thetop panel for clarity.
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Figure 11: (a) CCM mean ozone sensitivity profile over the 1991-2005 period computed for a 1-year timewindow (seetext for details
on calculations). (b) M ean ozone sensitivity at 3 hPa (dot on (a)) asa function of the size of the timewindow. The dashed lines on (a)
and (b) represent the 26 spread. (c) Coefficient of variation (in %) of the ozone sensitivity asafunction of the size of thetimewindow.
Intervalswith values lower than 50% and 20% ar e highlighted by the gray shaded areas.
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