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Abstract

Simulations of tropical convection from an operaéibnumerical weather prediction model
are evaluated with the focus on the model’'s abtlitysimulate the observed high ice water
contents associated with the outflow of deep cotwecand to investigate the modelled
processes that control the phase composition gdidab convective clouds. The 1 km
horizontal grid length model that uses a single matmmicrophysics scheme simulates the
intensification and decay of convective strengthoss the mesoscale convective system.
However, deep convection is produced too early,Qh& is underestimated and the areas
with reflectivities > 30 dBZ are overestimated dadoo much rain above the freezing level,
stronger updrafts and larger particle sizes innloglel. The inclusion of a heterogeneous rain
freezing parameterisation and the use of diffei@nsize distributions show better agreement
with the observed reflectivity distributions, hoveeythis simulation still produces a broader
profile with many high reflectivity outliers demdrating the greater occurrence of
convective cells in the simulations. Examining gise composition shows that the amount
of liquid and ice in the modelled convective uptsat controlled by: the size of the ice
particles, with larger particles growing more d#itly through riming, producing larger
IWC; the efficiency of the warm rain process, wigheater cloud water contents being

available to support larger ice growth rates, andlusion or limitation of graupel growth,
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with more mass contained in slower falling snowtipkas resulting in an increase of in-cloud
residence times and more efficient removal of LWtCthis simulated case using a 1 km grid
length model, horizontal mass divergence in theeghighase regions of convective updrafts
is most sensitive to the turbulence formulatione&@er mixing of environmental air into
cloudy updrafts in the region of -30 to O degreedsiDs produces more mass divergence
indicative of greater entrainment, which generadarger stratiform rain area. Above these
levels in the purely ice region of the simulatedingfts, the convective updraft buoyancy is
controlled by the ice particle sizes, demonstrating importance of the microphysical
processes on the convective dynamics in this siedilaase study using a single moment
microphysics scheme. The single moment microphysateeme in the model is unable to
simulate the observed reduction of mean mass-wezglt diameter as the ice water content
increases. The inability of the model to reprediiet observed variability of the ice size

distribution would be improved with the use of aidi® moment microphysics scheme.

1 Introduction

Improving the simulation of tropical convective wtts in convection-permitting simulations
is an important yet challenging endeavour. For@ugstentres are beginning to use
operational numerical weather prediction modeldvkiorizontal grid spacing of order 1 km
and while these models have been shown to impieeeliurnal cycle of convection and the
distribution of rain rates (e.g. Clark et a. 200Veusthoff et al. 2010), there are numerous
deficiencies at these resolutions that impactsatoeiracy of the forecasts and the confidence
in using these models to help guide parameterisadievelopment for coarser resolution
models and develop retrieval algorithms for remosainsed cloud properties (e.g. Del Genio
and Wu 2010; Shige et al. 2009). One salient asgfdorecasting tropical meteorology is the
high ice water contents that are responsible fonerous aircraft safety incidents as discussed
by Fridlind et al. (2015). These incidents tendotwur in fully glaciated conditions in the
vicinity of deep convection where high ice watentemts can cause engine power loss (e.g.
Lawson et al. 1998; Mason et al. 2006; Strapp et2@l5). In recognition of this, an
international field campaign called the High Icet&/aContent (HIWC) study was conducted
out of Darwin in the beginning of 2014 and providedigh quality database of ice cloud
measurements associated with deep tropical coneesiistems. These observations are a

valuable resource for evaluating convection pemgttmodel simulations and cloud
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microphysical parameterisations. In this work clopbperties are evaluated from an
operational model with the focus on the model'digbio simulate high ice water contents
generated from the outflow of deep convection andnderstand what modelled processes

control the phase composition of the simulateditaponvective clouds.

Many previous convection permitting simulationstafpical convection have documented
common biases amongst models including excessilectigities above the freezing level,
lack of stratiform cloud and precipitation, and tmach frozen condensate (e.g. Blossey et al.
2007; Lang et al. 2011; Fridlind et al. 2012; Varldt al. 2014a,b). Lang et al. (2011)
modified a single moment microphysics scheme taicedthe biases in simulated radar
reflectivities and ice sizes in convective systeamsl found better success in a weakly
organised continental convective case comparedtmager oceanic MCS. The reason could
be due to dynamical errors in the model that hapteater influence on the microphysical
characteristics in the simulations of stronger emtion. Varble et al. (2014a) compared cloud
resolving and limited area model simulations witle textensive database of observations
from the Tropical Warm Pool-International Cloud Eximent. They found excessive vertical
velocities even at 100 m horizontal grid spacingsgd suggested that the overly intense
updrafts are a product of interactions betweencirevective dynamics and microphysics.
These strong updrafts transport condensate andur®i® the upper levels that contributes to
the larger amount of frozen condensate seen inlaimons, and the reduced detrainment at
lower levels could play a role in the lack of geatem of significant stratiform cloud and
precipitation (Ferrier 1994; Tao et al. 1995; Mson et al. 2009). In the operational model
used in this study the microphysics scheme is @lesimoment bulk scheme. Model
intercomparison studies have shown that double momacrophysics schemes do not
necessarily perform better than single moment seseand in fact provided that the intercept
parameters are not fixed and are able to varyethesre simple schemes can match or even
outperform the more complex double moment schemekdir representation of cloud and

rainfall properties (e.g. VanWeverberg et al. 201&ble et al. 2014Db).

The aims of this study are twofold: firstly to te#fferent configurations of the dynamics,
turbulence and microphysical formulations in thedeldo determine those that best represent
tropical convective cloud systems and to understhedsensitivities in the modelled cloud
and dynamical properties to these changes, andndbcto determine what process control

the phase composition and ice water content in rttoglel. As mentioned previously,
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observations of HIWC (defined here as > 2 § at 1 km resolution) typically occur in
glaciated conditions. However, as will be showrg thodel is unable to replicate this and
instead produces mixed-phase clouds under the sanperature regimes. For this reason we
examine what processes control the modelled phas@asition in order to understand how
the model produces HIWC. This understanding witl ai improving the representation of
these clouds in the model and produce a bettecdstimg capability. The following section
describes the model and observations used in thik.vi8ection 3 compares the simulations
with the available observations including: a tineziess comparison with the satellite data,
comparison of the simulated radar reflectivity euaeristics with those from the Darwin
radar and an investigation into the controls onspheomposition in the model and how the
IWC and ice particle sizes compare with the in gihservations. This is followed by a

summary of the results in section 4.
2 Description of the model and observations

The Met Office Unified Model (UM) version 8.5 iseto create a series of one-way nested
simulations. The global model configuration GA6 (Wes et al. 2015) is the driving model,
which uses the Even Newer Dynamics for General spimexic modelling of the environment
(ENDGame) dynamical core (Wood et al. 2014). Trabal model has a resolution of N512
(~ 25 km) with 70 vertical levels and is run withl@ minute time step. The convection
scheme is based on Gregory and Rowntree (1990)usesl a vertical velocity dependent
convective available potential energy (CAPE) clesufrhe Prognostic Cloud Prognostic
Condensate (PC2) scheme of Wilson et al. (2008)sed with the microphysics scheme
described by Wilson and Ballard (1999) but with mwous modifications including
prognostic rain and graupel, cloud droplet settimg the Abel and Boutle (2012) rain drop
size distribution. The boundary layer scheme usedased on Lock et al. (2000) and the
radiative fluxes are determined by the Edwards @limtjo (1996) scheme. The global model
is initialised at 00 UTC using the Australian Commty Climate and Earth System Simulator
(ACCESS,; Puri et al. 2013) operational analysidiiercase study date of February 18 2014.

The first nested simulation within the global model 4 km grid length simulation. These
simulations are run with a 100 s time step and@eed at the boundaries every 30 minutes.
At this resolution the Smith (1990) diagnostic dacheme is used where the critical relative
humidity is 0.8 above 800 m and increases to Oi9the lowest model level. The cloud

microphysical parameterisations are the same agltfsal model except that the generic ice
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particle size distribution (PSD) scheme of Fielalet(2007) is used. The convection scheme
at this resolution has a modified CAPE closure #dtatles with grid-box area, which allows
for more of the convective activity to be modelledlicitly. The other difference from the
global model is the diffusion. While there is naizontal diffusion in the global model, in the
4 km model this is modelled by a Smagorinsky (1998 scheme and the vertical diffusion
coefficients are determined using a scheme thatdbléhose from the boundary layer scheme
and the Smagorinsky scheme (Boutle et al. 2014¢. diler dynamics scheme (named New
Dynamics; Davies et al. 2005) is used in the cdmtrodel configuration, as that dynamical
core was the one being used in the high resolajpmnational model forecasts for this version
of the model. However, the effects of the dynanaies also tested by using ENDGame in a

sensitivity experiment.

A suite of 1 km simulations are nested in the 4dimulation that investigates the effects of
the dynamics, turbulence and microphysical paramsatéons on the simulations of tropical
convective clouds. There are 80 vertical levels ta@dmodel is run with a time step of 30 s.
The domain is 500 x 500 Knzentred on the location of the Darwin radar (1285131.04
°E) as shown in Figure 1 and the convection is niededxplicitly. Given that the focus of
this work is primarily on the cloud microphysics,dascription of the scheme used in the
model is provided, with the details of the othergoaeterisations available in the previously
cited references. The microphysics scheme is destrby Wilson and Ballard (1999) but
with numerous modifications. The single moment suhecarries water in four variables:
vapour, liquid, ice and rain, with an additionahgpel variable in the 1 and 4 km simulations.
The 4 km and control version of the 1 km model tiigegeneric ice particle size distribution
of Field et al. (2007), where the aggregates aystais are represented by a single prognostic
aggregate variable. This parameterisation is bagsetie idea of relating moments of the size
distribution to the second moment, which is dinegitoportional to the ice water content
when mass is equal to the square of the partizée 1 using this parameterisation there is no
need to specify an intercept parameter for the R8® instead the microphysical transfer
rates are derived from the moment estimation patennsation that is a function of ice water
content and temperature. The mass-diameter retijos take the form of a power law
m(D)=aD" (1)

The particle size distributions are generalisedmarfunctions
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N(D)=N,D*e™ 2)
whereNp is the intercept parameter, p is the shape paesraetl) is the slope parameter.
The coefficients for each hydrometeor species arengn Table 1, where the aggregate and
crystal PSD coefficients are for the simulationatthse an explicit PSD and not the generic
ice PSD parameterisation. The explicit ice sizdrithstions have a temperature-dependent
intercept parameter that decreases with warmingeeatures, representing larger particles
and the effect of aggregation (Houze et al. 19%@gre in Table 1

f(T)=exp(— max(TC"45°C)j @)

818°C

following Cox (1988) with Tc the temperature in degrees Celsius. Fall speeds ar
parameterised from power laws with the coefficiefds crystals and aggregates from
Mitchell (1996), graupel from Ferrier (1994) anthrEom Abel and Shipway (2007).

Ice can be formed by homogeneous and heterogememlsation processes. At -4C and
below, homogeneous nucleation instantaneously ctsvedl liquid water (both cloud water
and rain) to ice. Heterogeneous nucleation requicasd water to be present at temperatures
at or below -10C. The process is dependent on relative humiditythe mass of the number
of active nuclei produced from the temperature ddpat function from Fletcher (1962).
Once ice has been formed it can grow by vapour siBpo, riming, collection and
aggregation. The autoconversion of snow to graapelirs when snow growth is dominated
by riming, with the additional conditions that teerow mass threshold is exceeded and the
temperature is below -4C. Once graupel has formed it grows by riming eoldection. The

ice hydrometeors experience sublimation, evaparasiod melting. There are a number of
graupel transfer terms that have not been includeéide model as their rates are significantly
smaller than the dominant processes (Wilkinson.e2(d3). The graupel terms not included
are. deposition and sublimation; wet mode growtlejlection of ice crystals; and

heterogeneous freezing of rain by ice nuclei.

The control model (denoted as nd) in the set of $kmulations uses the New Dynamics and
the sensitivity to dynamical formulation is invegstied by testing the ENDGame dynamical
core in the simulation denoted eg. Modelling thetigal turbulent mixing using the 3D

Smagorinsky scheme rather than the blended scheeatkini the control simulation is labelled

3d. The other experiments test aspects of the pligigical parameterisations:
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nopsd — Rather than use the generic ice PSD dseindntrol experiment, explicit PSDs are
used for ice where the single ice prognostic igguisstically split as a function of the
temperature difference from cloud top into two gatges to represent the smaller more

numerous ice crystals and larger aggregates (Véitkiret al. 2013).

gcf2 — As for nopsd but the crystals and aggregatesepresented as two separate prognostic

variables.

gcf2hm — As for qcf2 but with the inclusion of aceisplintering parameterisation that
increases the deposition rate in the Hallett-Mg3g4®74) temperature zone of -3 t0°@.
This parameterisation represents the increaseeincthparticle number concentration due to
ice splinter production during riming and is depemdon the supercooled liquid water
content, and as such the riming rate, as well asté¢imperature that allows for increased
deposition at temperatures colder than°®@ due to the vertical transport of ice splinters
(Cardwell et al. 2002).

gcf2ndrop500 — As for qcf2 but with an increasdhia cloud droplet number concentration
from 100 cm? to 500 cn?,

gcf2sr2graupel — As for qcf2 but with the restoctithat snow-rain collisions do not produce

graupel.
gcf2noqgr — As for gcf2 but without the inclusiohgraupel.

gcf2rainfreeze — As for qcf2 but with the inclusimi a heterogeneous rain freezing
parameterisation based on the stochastic parasegien of Bigg (1953) following Wisner et
al. (1972). This process represents the heterogen&eezing of rain by heterogeneous

nucleation by ice nuclei.
gcf2raindsd — As for qcf2 but with the Marshall4Ral (1948) rain drop size distribution.

The Darwin C-band polarimetric (CPOL) radar (Keeeaml. 1998) collects a 3D volume of
observations out to a range of 150 km. The radaemiations have been interpolated onto the
model 1 km grid, and the analysis of radar refletiéis is for the area encompassed by the
radius < 150 km from the radar (see Fig. 1). Thecipitation rates derived from the radar
reflectivity have uncertainties of 25% at rain gggeater than 10 mm-hand 100% for the
lowest rain rates (Fridlind et al. 2012). The dd&elobservations of outgoing longwave
radiation (OLR) and ice water path (IWP) were dedivirom the geostationary satellite
MTSAT-1R following Minnis and Smith (1998) and Miisret al. (2008; 2011). Observations
7
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from the French Falcon 20 aircraft include the wager content (IWC) measurement made
with the isokinetic evaporator probe IKP-2 (Daviseinal. 2009), and the ice particle size
distribution reconstructed from images of indivilparticles from the 2D-Stereo (Lawson et
al. 2006) and precipitation imaging probes (Baurdgar et al. 2001). The particle probes
were fitted with anti-shattering tips and the pissieg of the size observations accounted for
any possible remaining ice shattering by considmratf the inter-arrival times and the ratio
between the particle surface and lengths (Lerogl.e2015). Since the IKP-2 measures the
total water content, liquid water and water vapoamtributions should be subtracted to obtain
IWC. Unfortunately, the hot-wire liquid water conte(LWC) sensor on the aircraft was
unable to measure LWC below about 10% of the IW@ixed phase conditions, and LWC
levels exceeding this value were very rare. Fately the Goodrich Ice Detector could be
used to detect the presence of liquid water. Twohstegions in two very short flight
segments for this case, research flight 23, weeatified at -10 °C, and these regions have
been excluded from the analysis. The minimum dabéetlWC of the IKP-2 is determined by
the noise level of the water vapour measurementseofKP-2 and background probes. This
resulting noise level of the subtraction of thekgsound humidity from the IKP-2 humidity
is a function of temperature: it is about 0.1 § at -10 °C, dropping rapidly to about 0.005 g
m= at -50 °C. Since most data were taken at tempestcolder than about -25 °C, a
minimum IWC of 0.05 g md was chosen as the threshold to include in ouryaisal

Two sources of vertical velocity are used from Eaécon 20. Position, orientation and speed
of the aircraft are measured by a GPS-coupledith@tavigation System. The 3D air motion
vector relative to the aircraft is measured by Rosent 1221 differential pressures transducer
connected to a Rosemount 858 flow angle sensor taduat the tip of the boom, ahead of the
aircraft, and by a pitot tube which is part of gtandard equipment of the aircraft. Wind in
local geographical coordinates is computed as tihe af the air speed vector relative to the
aircraft, and the aircraft velocity vector relatieethe ground. Both computations use classical
formulas in the airborne measurement field desdrilve Bange et al. (2013). The other
vertical air velocity measurement used is retrieiesin the multi-beam cloud radar
observations using the 3D wind retrieval technidascribed in Protat and Zawadzki (1999),
and we use the technique described in Protat anlibivs (2011) to separate terminal fall
speed and vertical air velocity. Comparisons néightf altitude with the aircraft in-situ
vertical velocity measurements show that the valrvelocity retrieval is accurate to within

0.3 m &' All observations are averaged to the model 1 kich g
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3 Comparison of the simulations with observations

On February 18 2014 the monsoon trough was stalézat the base of the Top End with
active conditions continuing about the northernsto@here was a deep moisture layer and
low level convergence that produced a mesoscaleectine system. At 14:30 UTC, satellite
imagery shows the convection around Darwin was sdmge isolated in nature, with a
convective cell developing close to the radar (FegR). This convection developed into a
larger organised oceanic mesoscale convectiveraysyel8 UTC with deep convective cells
producing cloud top temperatures of -BD. A widespread region of anvil cloud produced
from the outflow of deep convection was seen toettgyfrom 18 UTC and persist for over 8
hours. The HIWC research flight penetrated convectiores in a region northeast of the
radar at 22 — 24 UTC (Fig. 1) with peak ice watentent up to 5 g M at 1 s resolution.
There was almost no supercooled water detectedgithe flight, even at -19C, and graupel
was intermittently observed. The absence of supéedowater coupled with the occasional
presence of graupel is due to the system being lsdnap the mature-decaying stage, where
the supercooled water had been consumed in theigrod of graupel. Most of the time the
particle images were of dense ice aggregatesgit flevel, except within some convective

cores where graupel was observed, as also indibgtettong W-band attenuation.

Comparison of the modelled outgoing longwave raahat(OLR) with the satellite
observations in Figure 2 show that in general,dbwatrol simulation represents the lifecycle
of the MCS fairly well. The location of the mostigeanic convective cells look reasonable,
however, the modelled MCS is larger and composedare numerous and deeper convective
clouds than what was observed in the pixel levidls® OLR data and seen in the low level
radar reflectivity fields shown in Figure 3. The debalso produces more convection over the
Tiwi Islands than what was observed at 17:30 UTG. the MCS transitions from a
developing-mature system through to a mature-dagagystem, the observed reduction of
deep convective cells with time is simulated, aliio the OLR remains significantly
underestimated. During the research flight at 2330, the modelled MCS shows cloud
positioned in a similar location to that observethwespect to the MCS structure, however,
the modelled cloud is shifted somewhat to the rearsh (Fig. 2h,I).

The mean precipitation rates and ice water pattP(I\{¥¥ig. 3) calculated for the radar domain
shown in Figure 1, demonstrate that a larger IWpBligs a larger surface rainfall rate as seen

in previous tropical studies (e.g. Liu and Curry®3p The radar derived precipitation shows

9
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that the simulations overestimate the domain maeunfall rate during the development stages
of the MCS, and produce the peak in precipitatiooud 2 hours earlier than is observed. The
model precipitation maximum occurs when the sinagdatonvection is strongest, as

measured by the largest domain mean vertical wglati500 hPa and the maximum vertical
velocities. The observed domain mean rainfall maxmcorresponds to the time when the
domain mean cloud top height is highest (not shpangl together with the infrared satellite

imagery (Figure 2), suggests that the generatiosigsfificant anvil cloud occurs before the

domain mean precipitation maximum, rather than witenconvection is strongest as is the
case in the simulations. Note that the simulateghalo mean precipitation rate at both the
earlier and later times is outside of the uncetyamange of the radar derived rainfall rate

(Fridlind et al. 2012).

The underestimate in modelled surface rainfaliti@r later times when the MCS has matured
is not due to an underestimate in the domain meaeriropospheric cloud cover, as both the
model and satellite observations show mostly owrceonditions, but rather the
underestimate in condensate reaching below theifrgéevel (Figure 3f). The observed IWP
is only valid for the daytime from about 22:30 UT®C 8 am local time, and while the
simulations with the generic PSD parameterisatiommare well with the satellite derived
value, the comparison of VISST IWP with CloudSattiapical regions was shown by
Waliser et al. (2009) to be underestimated by 2bkRéJy due to the maximum retrieved
optical depth being limited to 128. Together wikie tCloudSat uncertainties (30% bias and
80% root mean square error; Heymsfield et al. 2003 suggests that the modelled domain
mean IWP may be underestimated from 22:30 — 237BC.Wther studies have documented
the lack of stratiform rainfall in convective-scaenulations and some attributed the error to
excessive evaporation in single-moment microphysateemes that use a constant intercept
parameter in the rain DSD (Morrison et al. 2009)aflis not the case in this work and rather
the cause is likely due to overly strong convec{Bigures 2 and 3d) that detrains too high
and does not produce enough condensate in the kive¢iform regions as has been shown by
Ferrier (1994), Tao et al. (1995) and Morrisonle{2009).

The greater IWP in the simulations that use theegemnce PSD parameterisation is associated
with larger relative humidity in the upper troposph (Figure 4a). In a study comparing
different microphysics schemes, VanWeverberg et(2013) found the same result and

associated the increased moisture with the subbmaif ice particles due to the scheme with

10
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the slowest ice fall speeds producing the greatestiensate and moisture. That is not the
case for this current study where the larger IWB exative humidity is produced by the
microphysics configuration that produces larger messs-weighted particle sizes (Figure
4c) but similar ice fall speeds above about 12 with faster below this height. Figure 4b
shows the fall speeds for the ice crystals andeagdes/snow particles. All simulations use
the same formulation for snow, and even thoughgireeric PSD only represents a single
hydrometeor category there are two fall speeds tsezhable a representation of both fast
and slow sedimenting particles based on size. Tethad when using the generic PSD is
described by Furtardo et al. (2014) where for narsze distributions and small mean sizes
the fall speed used is that shown for the ice alysin Figure 4b, and for broader size
distributions and larger mean sizes the snow faded is used (the cross over is around 600
pum). Looking at the mean mass-weighted ice diammateiFigures 4c and 4d shows larger
sizes for the simulations that use the generic Favever, the slower ice crystal fall speed
used in these cases produces a similar mean fdldsm the simulations that use two ice
prognostics.

The higher RH in the simulations using the genieecPSD could be due to the larger, faster
falling particles in the levels below 12 km remayimore of the LWC via riming, which
would allow for greater supersaturation. More righimould release more latent heat, which
along with the larger ice particles being more cfiely off-loaded, could lead to the
generation of stronger updrafts with less entramna@d higher RH in the upper troposphere.
This is illustrated in the convective updraft (>mls?) horizontal mass divergence profiles
shown in Figure 5a. As discussed by Yuter and Hq@®285), the presence of decelerating
updrafts and accelerating downdrafts can be largeptained by entrainment. Entrainment
reduces the buoyancy of updrafts, slowing and eyt stopping the air parcel, which is
where divergence is expected. In contrast, entraimrnmto downdrafts enhances evaporative
cooling, increasing the downward mass transportcamyergence. Note that above 16 km the
vertical velocities show oscillatory motions comesig with gravity waves, and therefore,

above this height the mass divergence appearsdoven by these waves.

Figure 5a shows that horizontal mass divergentleemmixed-phase regions of the convective
updrafts is the most sensitive to the turbulencenédation in the model, with the simulation
with greater turbulent mixing (3d) showing greateass divergence, indicative of greater

entrainment, in the range of 5 — 8 km. This comgragth the upper ice-only regions of the

11
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convective updrafts that show that the largestroboin horizontal mass divergence is the ice
sizes. The simulations with smaller sized partitiage more mass divergence above 12 km,
indicating more entrainment and a larger reductiothe buoyancy in the upper levels of
convective updrafts than the simulations with largiged ice particles. This is confirmed by
examining the convective updraft buoyancy propsrée 14 km shown in Figure 5b and c.
The buoyancyA 6q, is calculated from the difference in the dengibtential temperature
(that includes condensate) from the slab mean Her donvective updrafts with vertical
velocity > 1 m . Comparing the equivalent potential temperatura asiction ofA 64 at 14
km (Fig. 5b) between simulations with larger andaben ice sizes shows that for the
positively buoyant updrafts, the simulation withaler ice sizes has fewer occurrences of
high 6e. This gives support to the argument derived from dbevective updraft horizontal
mass divergence that entrainment is larger in gpeuice-only convective updrafts when the
ice sizes are smaller, although we do note thatesommthis difference could be due to
differences in freezing. To analyse this in morgatliethe histogram of convective updraft
buoyancy (Fig. 5¢) shows a greater number of oeages of more positively buoyant clouds
at 14 km for the simulations that have larger simedparticles, supporting the argument that
less horizontal mass divergence represents lesairenent with more positively buoyant
updrafts that penetrate higher (as confirmed byréxiag the cloud top height distributions;
not shown). Similarly, comparinge as a function ofA 64 at 6 km between the control
simulation and the one that increases turbulentingjxshows that the case with greater

mixing has significantly more occurrences of Ivconsistent with greater entrainment.

3.1 Radar reflectivity characteristics

The model hydrometeor fields have been converteéd adar reflectivities by assuming
Rayleigh scattering, with no consideration of tifeas of attenuation or attempt to model the
radar bright band. Due to the long wavelength & @POL radar (5.3 cm) modelled
reflectivity is calculated following Hogan et akQ06) where the reflectivity is considered
proportional to mass squared

Z=R[M(D)*N(D)dD (4)
0
|K|2 6 2
where Rzlolgﬁ[—j , p is the particle density and the masdsand particle size
93\ p
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distribution N(D) are defined by (1) and (2). For cloud liquid watbe reflectivity is
calculated from the constant number concentratioh0® cnt® in the simulations with the

size distribution N(D)=PD? exp™, where P = N/24°* following McBeath et al. (2014).

The dielectric factoqLK|2 is set to 0.93 for water and 0.174 for ice. Theiplardensities used

in the calculation oR are 1000 kg m for rain, 917 kg m¥ for aggregates and crystals and
500 kg m?for graupel. For the simulations that use the geriee PSD parameterisation, the
aggregate reflectivity is proportional to the 4tbmrent of the PSD, which is calculated from
the Field et al. (2007) moment estimation paranssgon.

3.1.1 Statistical radar coverage analysis

To examine the temporal evolution of the mesoscalevective system and evaluate the
modelled MCS lifecycle and the simulated refledtes, a statistical coverage product has
been produced following May and Lane (2009). Theadsed to construct the statistical

product are reflectivity fields from CPOL and theslations every 30 minutes for 12 hours

from 12 — 24 UTC. At each height the fraction oé ttotal area within the radar domain

covered by reflectivity thresholds is calculatedthwhe thresholds chosen as 10, 20, 30 and
40 dBZ.

The observed statistical radar coverage produatshio Figure 6 illustrates the development
of the MCS. At 12 UTC the radar domain has a laactional area coverage of up to 0.15 for
the 10 dBZ threshold, showing that at 12 UTC thesre radar-detectable hydrometeors
covering 5 — 15% of the radar sampling area betvieemowest detectable altitude of 1.5 km
and 8 km. Highest reflectivity echo tops of 11 kme &een in the > 10 dBZ fractional
coverage at 17:30 UTC, which coincides with theetitmat the very cold cloud tops
associated with deep convective cells were seetheénsatellite imagery (Fig. 2). The
maximum coverage of the domain by hydrometeors vaflectivities > 10 dBZ is 85% seen
at 21 — 22 UTC, which is when the large anvil claideld appears a few hours after the
deepest convection occurs. The observed areadlettrdty > 10 dBZ are fairly uniform
with height from 2 — 6 km, demonstrating little iedunility of the reflectivity echo coverage
from the low levels to a couple of kilometres abdive freezing level. Fractional areas larger
than 0.05 with reflectivities > 20 dBZ are mostiynfined to below 6 km, with the maximum
fraction of 0.65 occurring at 21 UTC at 4 km. Th8G-dBZ area is not greater than 10% until

13



N

© 0 N O O &~ W

10
11
12
13
14
15

16
17
18
19
20
21
22
23
24
25
26
27
28
29

30
31
32

16 UTC, and is maximum between 20:30 — 22 UTC lan4with a value of 0.35. There is no
fractional area of the domain > 0.05 that containserved reflectivities greater than 40 dBZ.

While the statistical radar coverage product preduor the control simulation does show a
transition to widespread stratiform cloud regices shown by the peak < 10 dBZ coverage at
21 UTC, and predicts the timing of the deepestdasogenerally well (Fig. 6), there are clear
deficiencies in the simulated evolution of the MCBhere are much larger high dBZ
fractional areas, deeper clouds occur too earthénsimulation and there is a strong vertical
gradient in the area coverage with height. The leg®rm vertical area coverage shows that
the simulated clouds have more variability in refidty with height compared to the
observations. In coarse resolution models a commodel error is too little detrainment at
the freezing level (e.g. Franklin et al. 2013), leoer, in this convection permitting
simulation the change in hydrometeor area with fiteig mainly due to too little stratiform
cloud and rain area, which explains the reductiorarea below the melting level and the
convective-stratiform modelled ratio being skewewdrds more convection than is observed
(discussed in section 3.2.2).

A clear difference between the observations andsttmeilation is the > 20 dBZ reflectivity
areas above the freezing level. The observatiooss Some hydrometeors present 1 — 2 km
above the freezing level that have reflectivitie30>dBZ, but no areas that meet the minimum
threshold of 5% that have reflectivities > 30 or @BZ. The simulation on the other hand
shows large > 20 dBZ fractional areas > 0.6 indreatdf larger ice particles in the model than
in the observations, which will be explored in dldeter. The simulated reflectivity area > 30
dBZ above 5 km is due to the presence of bothncerain, and the > 40 dBZ areas are almost
exclusively due to rain. The simulated rain above treezing level that is not observed
suggests that the model has faster updrafts thaenadd, which loft large rain particles
upwards and/or the heterogeneous freezing of hahis not represented in the model is an
important process in tropical convection and/oreotérrors in the representation of the rain
DSD. This result is what motivated the experimeithythe addition of a heterogeneous rain
freezing parameterisation as observations in oceaomvection have shown that most drops
freeze between about -6 and LB (Stith et al. 2002, 2004; Heymsfield et al. 2009)

All simulations show the same main errors in tlatistical radar coverage as the control case,
nd. The simulation that uses a differing turbuleriking formulation produces the closest

representation of the observed fractional areathiddBZ thresholds of 10 and 20 dBZ in the
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larger areas below the melting level (Fig. 6i, This can likely be attributed to greater
horizontal mass divergence between 5 and 8 km eatethrlier convective times (Fig. 5),
indicative of increased entrainment and mixing mfieonmental air in this simulation, which

acts to increase the amount of IWC (Fig. 3 andall)the area of precipitation.

3.1.2 Contoured frequency by altitude diagrams

The CPOL contoured frequency by altitude diagrafRAD) using the observations from 23
— 24 UTC every 30 minutes exhibits a fairly narrdigtribution at the heights above the
freezing level, with the altitude range of 12 — K8 having little variability, reflecting the
dominance of small ice particles growing primardy deposition in the uppermost cloud
levels (Figure 7a). Below 10 km the distributiorals increasing reflectivity with decreasing
height as particles grow rapidly through aggregmatisith reflectivities centred on the modal
value of 10 dBZ. At altitudes below the melting déévthe distribution widens and the
reflectivities extend from 5 — 35 dBZ with the lasg occurrences around 30 dBZ. The lack of
a predominant bright band in the observationskislyi due to the data being collected from
volumetric scans, however, there are slightly higtedlectivities seen at 4 km indicating a
bright band.

The simulations all show the common errors of: dowvithin these reflectivity regions
extending too high, reflectivities that are togkabetween 4 — 6 km, greater reflectivity range
below 4 km, and disjointed profiles due to sepalsidgrometeor categories. The simulations
show more of a convective type profile with broadestributions above the freezing level
compared to the observations. The more numeroumsraftectivity outliers in the simulations
indicate a larger number of deep convective celt¥@ a smaller proportion of convective —

stratiform area.

The simulation with the different dynamical coreNNlEGame shown in Figure 7c, shows

higher clouds and a broader range of reflectiviated44 — 16 km. This latter result suggests
the presence of large particles being lofted iht upper cloud levels by intense convective
cores, as can be seen by the 40 dBZ reflectivaties7 km. The observations do show some
sign of this lofting occurring at 11 — 12 km, howevthe reflectivities are constrained to be <
20 dBZ. This feature can also be seen in the dhs¢snclude the ice splintering process, the
limited graupel case and the increased droplet murnbncentration case. The simulations
that use the generic ice PSD parameterisation {igand c) overestimate the occurrence of
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low reflectivities above 10 km and have a modaleaivity at 6 — 8 km that is too low

compared to the observations. Using explicit iceED®$roduces a closer match to the
observed reflectivity distribution above 10 km,haligh the simulated clouds still have
greater vertical extent, and the modal value ofrdfkectivities at 6 — 8 km with the explicit

PSDs is approximately 5 dBZ too large. The inclosadf a heterogeneous rain freezing
parameterisation reduces the number of occurresfcelectivities > 20 dBZ between 5 and
10 km and reduces the cloud top heights. Both ekdhresults agree better with the
observations suggesting that this process may lpgoriant in tropical convective cloud

systems. However, given the errors in the dynamigs microphysics in the model for this
case, further study is required to better undedsthe effects of this process. Even in the
simulation without graupel the reflectivities argecestimated at the melting level (not

shown) and this is due to the ice aggregate PSD.

Focussing on the 2.5 km reflectivity distributidmosvn in Figure 8a allows an evaluation of
the rain properties from the simulations, in paac the rain DSD. All simulations except for
one use the Abel and Boutle (2012) rain DSD, with temaining simulation testing the
sensitivity of rain drop sizes by using the MarsiRalmer (1948) DSD. The Abel and Boutle
rain DSD represents the observed rain reflectidistribution fairly well, however, the
observed peak of 30 dBZ is underestimated and #reréoo many occurrences in the tails of
the distribution. The contribution from the conveetupdrafts is demonstrated by the largest
occurrences in the high reflectivity tail comingorn the simulation with the different
dynamical core. It is this ENDGame simulation theiduces the strongest updrafts (Fig. 11)
and is the least representation of the observedeflectivity distribution for the reflectivities

> 40 dBZ. The simulation using the Marshall-PalrD&D peaks at too low a reflectivity at

around 10 dBZ and produces too many small raingdvagh low reflectivities.

At 6km the observations again show a bimodal réflieg distribution, with the largest peak
centred on approximately 16 dBZ (Figure 8b). Thauwations show a more complicated
distribution at this height with multiple modes digethe presence of multiple hydrometeor
species. The simulations that use the generic &2 Parameterisation peak at -1 dBZ. When
this parameterisation is not used and the expteitsize distribution is used the peak is too
high at 24 dBZ. When an additional ice prognostiadded this peak is reduced and compares
better to the observations at 18 dBZ, howevertdiief the distribution in these cases is too

long with too many occurrences at high reflectestiWhile the tail of the distribution for the
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generic ice PSD cases is also too long, compardtetobserved reflectivity distribution these
cases represent the graupel reflectivities belti@n the cases that use the explicit PSD even
though all cases use the same graupel PSD. Ther Qediupel representation with the generic
ice PSD coupled with the significantly larger ogemice of weak reflectivities around 0 dBZ
is similar to the result found by Lang et al. (2D1TThey modified microphysics
parameterisations to reduce the occurrence of sixeekarge reflectivities and found that this
resulted in too many low reflectivities due to aftsim the reflectivity distribution, as is this

case here when comparing the generic and expleiPED cases.

To examine to what extent the generic ice PSD peramsation is misrepresenting the
observed reflectivities or how much the erronedosicc dynamics are responsible for errors
in the modelled reflectivities, the PSD moments iwael from the generic PSD
parameterisation using the observed IWC and temyperaare shown in Figure 9. In

calculating the predicted moments the observed -4tiasseter relation was

usedm= 497x10°D?*, and the observed moments are calculated onlgddicle sizes >
100 um in diameter and for IWC >-3@ ni® to be consistent with the data used to derive the
Field et al. (2007) parameterisation. TH&mMoment is equivalent to radar reflectivity when
mass is proportional to the square of the particdeneter, and it can be seen in Figure 9a that
the slope of the parameterised reflectivity resmtan overestimate of the larger reflectivities.
The generic ice PSD parameterisation underestintéegeroth and first moments and has a
good representation of the third moment. The urglienate of the number concentration (Fig.
9d) is consistent with the overestimation of péetsizes and reflectivities. The observations
in this case may be in a different type of cloudiemnment from the data used to construct
the Field parameterisation, as suggested by theredd number concentration being below

the lower range shown in Field et al. (2007).

3.1.3 Maximum reflectivity profiles and vertical velocities

In agreement with many previous studies (e.g. Bipss al. 2007; Varble et al. 2011) the
model overestimates the reflectivity above thezmeg level as can be seen in the profiles of
maximum reflectivity shown in Figure 10, as well @gerestimating the rain reflectivities
below 5 km. From the set of simulations it can éensthat graupel is not the sole cause of the
significantly higher reflectivities as the simutatiwithout graupel also displays this bias. The
largest difference between simulated and obsenadmum reflectivity during 23 — 24 UTC

occurs above 7 km and increases with height forynodithe simulations, with the difference
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between the simulation with the different dynamioale and the observations at 10 km equal
to 40 dBZ. The observations show a decrease imipamum reflectivity with height from
approximately 2 km, whereas the simulations tengthow a more constant profile. The
observed reduction in height may be due to largedraps falling out of strong updrafts or
due to raindrops falling through weak updrafts gmdwing due to the accretion of cloud
droplets. The likely overestimate in updraft stidng the simulations (shown next) will
advect the raindrops upwards allowing these paditb be collected by the existing ice,
generating larger ice particles and maximum reflécts above the freezing level, as well as
acting as a source of latent heating to furthet éemvective updrafts. The simulation that
decreases the maximum reflectivity with height thest is the simulation with differing
subgrid turbulent mixing (Figure 10b), which suggeseaker updrafts. The addition of a rain
heterogeneous freezing parameterisation follows difeerent turbulence simulation in
reducing the maximum reflectivity from the freeziegel up to 8 km, reflecting the reduction

in rain and a better representation of the refl@cts.

At 17 — 18 UTC, when the greatest amount of deep@ction occurs in all of the simulations
and the coldest satellite derived cloud top tentpeea are observed, the CPOL maximum
reflectivity profile has a more constant profilethvia slower reduction of reflectivity with
height as compared to the later less convectivedi(fig. 10). The observed 40 dBZ contour
reaches 8 km in agreement with the results of Zig$eal. (2006) who showed that radar
echoes of this strength rarely occur above 10 kine frofile of maximum reflectivity from
the simulation that uses the new dynamical coravshessentially the same profile at these
strong convective times as for the later times whiem MCS has matured, unlike the
observations and the majority of the simulationgygesting that there is less variability in
maximum updraft when using ENDGame. There is Igfeead in the maximum reflectivity
profile across the simulations at 17 — 18 UTC, wétrong updrafts > 20 msin all
simulations (not shown) that allows large partidcle®e advected into the upper troposphere.
There is a clear difference in the two simulatitmet limit or exclude graupel, demonstrating
that at the time of strongest convection, the gattadvection of graupel is responsible for the

largest error in the maximum reflectivities in tngper troposphere.

Comparing the control case with the cases thataudéferent dynamical core and different
turbulent mixing parameterisation shows that théuction in maximum reflectivity with

height at 23 — 24 UTC is well correlated with tlegluction in maximum vertical velocity
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shown in Figure 11b. These cases all use the geiweriPSD and the differences are likely
due to the different entrainment and water loadhmg affects the cloud buoyancy and the
strength of the updrafts that advect large padiaio the upper troposphere. The ENDGame
simulation produces significantly larger maximumdradts and has less accumulated ice
water (see Fig. 13). Conversely there is greatenraalated IWC for the simulation with the

different turbulent mixing parameterisation compiate the control case, supporting the
argument that water loading differences likely cidmite to the differences in  maximum

vertical velocities and maximum reflectivities.

Comparing the differences in maximum vertical vélpacross the simulations for the times
23 — 24 UTC shows that the largest sensitivity setodcome from the choice of dynamics and
turbulence. The reduction in updraft strength aséhtimes with the 3D Smagorinsky
turbulence scheme is also achieved with the ingiusaf a heterogeneous freezing rain
parameterisation. Both of these cases tend to laager ice water contents in strong updrafts
(see Fig. 12) that will reduce buoyancy through effect of water loading. While there is
different sampling between the aircraft observaicend the simulations, the aircraft
observations of maximum updraft strength shown igufe 11 are smaller than the
ENDGame simulation by as much as 20 ™ k this simulation it seems as though the
stronger and deeper updrafts are able to genenategh latent heating that this effect on
buoyancy is larger than that of entrainment ancematading as compared to the other cases.
The in-cloud mean vertical velocity for this simtida is also larger than the other cases from
4 — 8 km, as well as the 9Percentile of upward vertical motion (Figure 1Ihe shape of
the mean updraft velocity is similar for the ENDGaroase and the simulation without
graupel, both showing greater mean updraft strefigth 3 to 7 km. These two simulations
produce the largest domain mean rain rate (FigaB#ese times and show that dynamical
changes to the cloud system can be achieved thrchayges to the model’s dynamical core

and the cloud microphysics.

While the maximum updrafts produced by the simafstiat these times are within the range
of observed maximum tropical updrafts from othetdicampaigns at Darwin (e.g. < 25th s
in TWP-ICE; Varble et al. 2014a), the maximum upidrgproduced throughout the MCS
lifecycle are much larger and in excess of 50 i the ENDGame simulation at 17 — 18
UTC. These values are well outside the range ofimamx vertical velocities presented for

oceanic convection by Heymsfield et al. (2010) agtee with other studies showing
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excessive tropical vertical velocities simulateddoyvection permitting models. Hanley et al.
(2014) demonstrated that the UM with a grid lengftd.5 km simulated convective cells that
were too intense and were initiated too early, as wiso shown by Varble et al. (2014a),
suggesting that convection is under resolved dtlgrigths of order 1 km. Improved initiation

time was shown by Hanley et al. (2014) to occurmiine grid length was reduced to 500 and
200 m. However, the intensity of the convectivdscelas not necessarily improved, with the
results being case-dependent. Varble et al. (20d4@)ed that in the tropics the intensity of
the updrafts remained overestimated even at theniGffid length. Both of these studies
suggest that there are missing processes in theslmamd/or the interactions between

convective dynamics and microphysics are incoryaeibresented.

Most of the simulations show a double peak in eafttvelocities with maxima at 3 km and in
the upper troposphere at about 13 km. The uppet lgpdraft peak has been observed (e.g.
May and Rajopadhyaya 1999) and is argued to betaldlee deep column of convectively
available potential energy in the tropics, coupleith latent heat released by freezing
condensate and the unloading of hydrometeors, tbthhich increase parcel buoyancy. A
bimodal peak has been observed but tends to belad with the freezing level rather than
a couple of kilometres lower as in the simulatiofise apparent lack of observational support
for the low level peak is likely due to the inatyiliof many observations to distinguish
between non-precipitating cloud and clear air, dodl profiler measurements during TWP-

ICE do show some evidence of a low level peak {€elial. 2013).

3.2 Phase composition and comparison with in situ observations

Due to the small sample size of observations froendingle research flight on 18/02/2014,
the observations from 18 of the Darwin HIWC fliglitave been used to allow for a more
robust comparison of the model to the observatigng. 12 and 14). The majority of the
flight time for these cases was in clouds with temapures < -10C and vertical motions
within the range of -2 to 2 ms Therefore, when comparing the model to the dircra
observations, the focus is on this subset of clmutitions as there are limited observational

samples outside of these ranges.

In the simulations, the relationship of IWC to veat velocity changes with the temperature

regime, as shown in Figure 12. For the warmesteaarf to -5°C the IWC reduces as the

strength of the updraft increases from 1-mRor the two intermediate temperature regimes,
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5to -10 and -10 to -2€C, the IWC is fairly constant with vertical veldets greater than 2 m
s, with the colder regime consisting of 1 ¢gmore ice for a given vertical velocity. For the

coldest regime analysed the IWC increases as ttiiealevelocity increases.

For the warmest temperature regime the decline\& with updraft speed is offset by the
strong increase in LWC, with the fraction of consizte that is supercooled cloud water
reaching 0.8 at 15 nmils(not shown). In this temperature regime theredsnaw ice being
formed as heterogeneous freezing in the model doesccur until the temperature cools to -
10°C. Any ice in this regime has formed above andbeen recirculated into these updrafts,
and as the vertical velocity increases the saturatpecific humidity increases faster than the
supercooled water can be removed by depositiorrianidg resulting in the large LWC. The
circulation of ice from high levels to those belowas suggested by Black and Hallett (1999)
to be a factor in the observed rapid glaciatiorclouds in hurricanes. The no graupel and
limited graupel cases do not show the same dedain®VC in the warmest temperature
regime. For these cases the fraction of conderisatas supercooled water is lower so there
is less competition for the available water vapauhnjch results in greater depositional ice
growth. In these simulations the greater proporabice mass with slower fall speeds leads
to greater in-cloud residence times producing laegeumulated IWC than the other cases
with two ice prognostics (see Fig. 13). This shawat when graupel is included in the
simulations and allowed to grow unrestricted, temaval of LWC by ice processes is less
efficient in this temperature regime. The otherwdation with different behaviour and larger
IWC in this warmest regime is the case that incdudsin heterogeneous freezing. In this
simulation there is an additional source of ice &md results in greater IWC in strong
updrafts due to the rain that is advected upwareszing rather than remaining as liquid
water as in the other simulations. The impact &f tn the cloud liquid water is to increase
the cloud water content in strong updrafts as shiowfigure 12. This is due to the reduction

in the riming of cloud water by graupel as compéarethe accretion of cloud water by rain.

The large IWC in the downdraft regions of the warteenperature regime is where graupel is
expected, which is often located behind and belmvcbnvective updrafts (Barnes and Houze
2014) where the suggestion is that these largeicles help to generate downdrafts through
mass loading (Franklin et al. 2005; Jung et al.220This argument is supported by analysis

of the downdraft IWC that shows that the majorityhe ice in the downdrafts is graupel. For

21



o 01 WD

\l

10
11
12
13
14
15
16
17
18

19
20
21
22
23
24
25
26
27
28
29
30
31
32

example in the control simulation, 82% of the icassis graupel for the warmest regime

downdraft of 5 m <.

The colder regime of -10 to “BC shows IWC invariable to vertical velocity. Thesader
temperatures will produce a greater difference aturated vapour pressure and saturated
vapour pressure over ice and, therefore, largeosigpnal growth rates via the Bergeron-

Findeisen process than the warmest temperatunmeegi

Compared to the warmer temperature regimes, thpdeature regime of -20 to -PC shows

a small increase in IWC with vertical velocity (FitRc) due to the effects of heterogeneous
freezing (that occurs at temperatures < 200) on increasing the mass of ice and further
increases in the vapour pressure. In agreementtgtiobservations, the simulations increase
the IWC from -1 — 2 m'§ with the mean modelled IWC increasing from 0.8 g m3. The
observed IWC then drops off but increases agairufmirafts > 13 m% The reduction in
observed IWC seems likely to be due to samplingfy #¥&w observations in strong updrafts.
The spread in IWC across the simulations is typjqadt statistically significant, particularly
for the stronger updrafts, however, the differencas be attributed to the effects that the
changes have on producing and removing LWC, witferint dynamics, turbulence and
microphysics all displaying sensitivities to the@amt and distribution of IWC within tropical

clouds.

Across the temperature regimes the simulations sirowmcrease in cloud LWC with updraft
strength (Figure 12e, f), with the LWC reducingthe temperature cools along with the
fraction of condensate that is supercooled liquaden The strongest updrafts are associated
with convective cores that will have minimal entraent and consequently high
supersaturations. The simulations that use therigeice PSD tend to have lower liquid water
contents for a given vertical velocity, likely dtethe increased accretion and riming growth
due to the larger ice particle sizes compared ¢oettplicit PSD (Fig. 4 and 14). Increasing
the cloud droplet number concentration in the masidy directly impacts the microphysical
process of autoconversion between cloud droplets ram, and reduces the precipitation
efficiency. For this case the reduced autoconversate does not make a significant
difference to the surface rainfall, since the icecpsses dominate the rainfall production (see
Fig. 3). However, the less efficient transfer afud water mass to rain does change the cloud
structure with more LWC and a larger amount andtioa of condensate being supercooled

water for the temperatures between -10 anc®€3(Fig.12). As cloud water is the only liquid
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water source used in the model for deposition gnovia the Bergeron-Findeisen mechanism

and that can freeze heterogeneously, this impbésnpially greater growth rates for ice.

The other simulation that produces more cloud widemupdrafts > 5 m-§in the coldest
temperature regime is the simulation that includms splintering or the Hallet-Mossop
process (Fig. 12f). Looking at the accumulateddgestal mass between the simulation that
does and does not include an ice splintering paemsation (Fig.13, gqcf2 and gcf2hm),
shows that while there tends to be less crystasmasost heights when the H-M process is
included, there are crystals present in updraftsoups m &, whereas in the gcf2 case there
are no crystals present in updrafts > 4-h{rsot shown). Similarly for the aggregates there is
ice spread across a wider range of updrafts wheiitM process is included, particularly for
the colder temperatures, resulting in a larger medated amount of snow and total ice (Fig.
13). The generation of a larger quantity of icestaymass in the H-M zone allows for a larger
amount to be transported to the upper cloud lelsglghe convective updrafts where the
crystals then grow through deposition, riming amggragation producing a larger mass of

SNOw.

The observed mean mass-weighted ice diameter showigure 14 increases with warmer
temperatures and shows a strong dependence onuMICthe characteristic size decreasing
with increasing IWC reflecting the dominance of #sraparticles for higher IWC. This
contrasts with the lack of dependence of meanactgte size on IWC that has been observed
in earlier flights over Darwin and Cayenne in 261@012 (Fridlind et al. 2015) but agrees
with more recent findings by Leroy et al. (2015he§e findings show similar results to those
documented by Gayet et al. (2012), with high cotregions of ice crystals occurring in
regions of ice water content > 1 g®msustained for at least 100 s at Darwin (Leroylet a
2015) and > 0.3 g thin the over shooting convection in the midlatitsidie Western Europe
(Gayet et al. 2012). Gayet et al. (2012) proposed the high concentration of ice crystals
that appeared as chain-like aggregates of frozepsdicould be generated by strong updrafts
lofting supercooled droplets that freeze homogesigotiowever, using updraft parcel model
simulations, Ackerman et al. (2015) showed that piiocess produced a smaller median mass
area equivalent diameter than is observed. Theypgserd a number of other possible
microphysical pathways to explain the observationsluding the Hallett-Mossop process
and a large source of heterogeneous ice nucleiledwpth the shattering of water droplets

when they freeze.
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The modelled mean snow diameter increases withe@song temperature, reflecting the
process of aggregation, however, the modelled dA8W also increases the mean diameter
with increasing IWC, with the rate of increase lgesmmilar in both the generic ice PSD and
the explicit specified gamma size distribution. Thean diameter from the generic ice PSD
tends to agree reasonably well with the observael fsir IWC < 0.5 g i3, however, the sizes
are significantly overestimated for IWC > 0.5 ¢g*nGiven that the number concentration is
dependent on the size of the particles, for a giVé@ this implies that the generic ice PSD
simulates larger concentrations of larger partithes the observations. This reflects the data
that was used to develop the generic ice PSD cotairggely from stratiform clouds with
smaller IWC and larger ice particles. The explgatnma PSD shows the opposite behaviour,
underestimating the mean ice diameter for IWC <@rs® and matching the observed size
for higher IWC. To more accurately represent thewsrsizes in the model for this case
requires a double moment microphysics scheme talbe to better capture the observed
variability of the PSD, or the use of a wider ds#d that includes high IWC observations to
generate a more applicable generic ice PSD parasaten for modelling tropical

convective cloud systems.
4 Conclusions

A set of 1 km horizontal grid length simulationsshHzeen analysed to evaluate the ability of
the UM to simulate tropical convective cloud systeand to investigate the impacts of
different dynamical, turbulent and microphysicapmesentations on the cloud properties,
including the phase composition. The case studelsuary 18 2014 where active monsoon

conditions produced a mesoscale convective systeheiDarwin area.

Analysing 12 hours of observed and simulated raddiectivity has shown that the

simulations capture the intensification and dechgamvective strength associated with the
lifecycle of the MCS. However, convection occure tearly in the simulations, the radar
detectable cloud tops heights are overestimatedreaghe maximum reflectivities and areas
above the freezing level with reflectivities greatkan 30 dBZ. The observed maximum
domain averaged precipitation rate coincides whih generation of significant anvil cloud,

whereas the simulations generate the highest meaipjtation rate a few hours too early at
the times of deepest convection. Observations ofiman vertical velocity suggest that the
new dynamical core simulation overestimates thength of convection at the mature-

decaying stage of the MCS. In this case the strongdrafts contribute to the excessive
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reflectivities above the freezing level, but thiasraapparent in all of the simulations albeit to a
lesser degree, suggesting that both the updratirdigs and the particle sizes are responsible

for this error.

The simulated reflectivity CFADs show more of a wective type profile compared to the
observations, with broader distributions and a tgreaccurrence of high reflectivity outliers.
This suggests a larger number of convective celihé simulations, as was apparent in the
plan views of OLR and 2.5 km radar reflectivity, ialh has been seen in tropical convective-
scale model intercomparison studies (e.g. Varblalet2014a). The simulation with the
differing turbulence parameterisation showed th& bgreement with the observed maximum
reflectivity at the later times of 23 — 24 UTC. Theange to the 3D Smagorinsky scheme
induces greater mixing resulting in a reductiontleé maximum vertical velocities and
reflectivities during the mature-decaying MCS stagéhis same reduction in the vertical
velocity and reflectivity up to 8 km was also foumdth a change to the microphysics
formulation with the addition of a rain heterogengdreezing parameterisation. At 17 — 18
UTC at the time of deepest convection, all simalai showed a similar error in maximum
reflectivity regardless of dynamics or turbulenagnfulation due to the larger and less

variable maximum updrafts across all of the simatet at these times.

The largest sensitivities in the maximum updrafoegies are generally produced by changes
to the dynamical and turbulence formulations in thedel. However, the spread across the
simulations for the mean and percentiles of updvafocity show the greatest sensitivity

coming from changes to the microphysical parametsmsl processes. Changing the
microphysics affects the dynamics by altering teetival distribution of latent heating. The

horizontal mass divergence was shown to be mositsento the turbulence parameterisation
in the mixed-phase regions of the updrafts, wheesgreater mixing generated larger mass
divergence, indicative of greater entrainment as¢hheights. The upper ice-only regions of
the convective updrafts showed that the controupdraft buoyancy was the size of the ice
particles. Simulations with smaller particles hdgwer occurrences of positively buoyancy
convective updrafts, reflecting the importance bk tmicrophysical processes on the

convective dynamics.

Analysing the relationship between phase compaesiéind vertical velocity for 4 different
temperature regimes showed that the phase conmuositithe modelled convective updrafts

is controlled by:
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1. The size of the ice particles, with larger parscgrowing more efficiently through

riming, producing larger IWC.

2. The efficiency of the warm rain process, with geeatloud water contents being

available to support larger ice growth rates.

3. Exclusion or limitation of graupel growth, with neomass contained in slower falling
snow particles resulting in an increase of in-cloesidence times and more efficient

removal of LWC.

The evaluation of a tropical mesoscale convectijstesn in this study has documented a

number of model shortcomings and developmentsiti@tove the model performance:

1. Excessive areas with high reflectivities improvahmieduced ice sizes, inclusion of a
heterogeneous freezing rain parameterisation, diti@aal ice prognostic variable and

increased turbulent mixing through the use of tBeSBnagorinsky turbulence scheme.

2. Too much rain above the freezing level is reducét the inclusion of a heterogeneous

rain freezing parameterisation.
3. Too little stratiform cloud and rain area is inged with increased turbulent mixing.

While the listed model changes do improve aspddiseosimulations, none of these produce
a simulation that closely matches all of the obatowns. This study has shown the need to
include a better representation of the observed digtribution, which could be achieved

through the use of a double moment microphysicerseh Being able to predict both the

number concentration and mass would allow the maooldbetter represent the observed
variability of the PSD, which would impact the méderepresentation of the ice water

contents and reflectivities, as well as the conivealynamics through the effects of latent
heating and water loading on buoyancy.
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Table 1. Parameters used to define the mass-diamsdtgionships (1) and particle size

distributions (2), wheref (T) is given by (3).

Parameter  Units Rain Aggregates Crystals Graupel
a kg mP 523.56 2.3x1d 2.3 x 107 261.8

b 3.0 2.0 2.0 3.0

No m 0.222%  2x16 f(T) 40x 16 £(T) 5 x 165

M 0 0 0 2.5
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latitude

129 130 131 132 133
longitude

Figure 1. 1 km simulation domain with the radaralib@n denoted by the red triangle and the
150 km range of the radar shown by the red cifidhe aircraft flight track is shown by the

blue line with the domain used in the aircraft camgon given by the blue circle.
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Figure 2. Top row: time series of enhanced infrared sageilitagery over the Darwin region
on 18/02/2014 a) 14:30, b) 17:30, c) 20:30 and B2 UTC. Middle row: time series of

observed outgoing longwave radiation centred onDhewin radar, where the pixel

level

satellite data has been interpolated onto the Irladel grid. Last row: as above, but for the

modelled outgoing longwave radiation from the cohéixperiment labelled nd.
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