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Summary

The paper compares the solar cycle signal in several stratospheric ozone data sets. It is
obviously the first part of a two-part paper that forms the basis of a model assessment
study (to follow). It is also related to the upcoming CMIP6 ozone forcing paper. The
paper goes relatively deep into the comparison of data products, and I must stress that I
am not an expert on these products. In my view, the comparison of different product or
product versions with respect to solar cycle signals is a worthwhile task and the
conclusions are strong but interesting. One focus of the paper is on the seasonality,
which (according to the authors) should be captured by any potential climate model
forcing data set, but also the general altitude-latitude structure. The authors conclude
that there are considerable differences between data sets in this respect. The paper is
well written, albeit quite technical at times. It is scientifically sound. In my view the
paper is publishable after minor revisions.

We thank the reviewer for reading the manuscript and providing their helpful comments
and suggestions. We address their specific issues in turn below.

Specific Comments

1. My main comment concerns how the outline of the paper and its position amongst
the other paper (Part 2, CMIP6): If the assessment of data sets for use as forcings in
CMIP6 is the main topic, then perhaps it should be made more clear at the beginning,
which properties such a data set should have and which not and how such a data set is
(or might be) generated. Will some smoothed satellite-based data set be used and then
extended forward and backward? Will an existing model simulation or ensemble be
used? Or will an ozone data set be generated purely statistically? Perhaps a few words
on that would help, otherwise the paper is in danger of being misunderstood. The
starting point (and recommendation) of the paper is that in any case a realistic solar-
cycle imprint should be in, and the conclusion (in the abstract) is that satellite-based
ozone data sets alone will not be good enough to get that signal. I find that interesting
and well demonstrated in the analysis. However, I would like to know a little bit more
about other effects, although this is not the topic of the paper: Obviously ozone
depleting substances should be in such a data set. It is also clear that climatic influences
such as SSTs should be excluded because the coupled models will generate their own
SSTs. What about the QBO, should it be in or out? How will volcanic eruptions be
specified in CMIP6? This sounds a bit off topic, but it might help the reader to position
the paper amongst the other two upcoming papers before the focus then goes entirely
towards the many data sets and the solar cycle imprint. Also, it would help to assess the
relevance of the uncertainties found against other uncertainties. Once the position of
the paper is made clear, I can agree with most of the paper.

The reviewer raises many important points regarding the ozone database for CMIP6. As
part of the CMIP6 special issue in Geoscientific Model Development Discussions (GMDD)
there will be a paper that describes the CMIP6 ozone dataset in full (cited as Hegglin et al.
(in prep.) in the manuscript) and a paper that describes the solar forcing for CMIP6



(Matthes et al (2016)). The ozone database will be based on chemistry-climate model
simulations from the WCRP/SPARC Chemistry Climate Model Initiative (CCMI), and will
include effects of ozone depleting substances, greenhouse gases and the solar cycle. The
authors are not sure whether it will also include the effects of QBO and volcanic eruptions,
since these are represented differently across models.

Because the CMIP6 ozone dataset has not yet been finalized and will be fully documented
in the GMDD special issue, we are cautious of adding additional information to the current
manuscript. However, the revised manuscript actually places much less emphasis on the
assessment of satellite ozone datasets for CMIP6, and instead focuses more on the
interpretation of the datasets themselves. Part Il will provide more detail about a solar-
ozone response recommendation for CMIP6. However, we have added some more detailed
text at the end of Section 1 that describes the main properties that an ozone dataset for
climate models must possess which helps to put the analysis into a modeling context.

2. Temperature used for conversion: It is often not clear how temperatures were used
to convert number densities to mixing ratio. In which cases were daily profiles used, in
which monthly, or even just a climatology? In which cases were zonally averaged
temperatures used, in which the full 3D fields? Perhaps add a table.

All of the conversions presented in Section 3.1.1 use zonal and monthly mean temperature
profiles to convert the zonal and monthly mean SAGE Il profiles. We have expanded the
text in this section to give a more detailed description of the temperature fields used to
conduct the conversions to mixing ratios. We hope that the reviewer finds this explanation
clearer.

3. Regression models: Perhaps it is common practice to write the model in this way. I
am still surprised that no lags are used. Also, the volcanic term is basically Pinatubo, so
perhaps it might be better just to cut that period out.

Near identical multiple linear regression models have been recently applied to satellite
ozone datasets (see e.g. SI’N papers by Tummon et al,, 2015; Harris et al,, 2015 in ACP).
The main term in the regression model for which a lag might be appropriate is ENSO. We
have tested the sensitivity of the results to lags in the ENSO index in the range 0-12
months, but find no significant effects on the diagnosed solar-ozone response. We
therefore do not include any lags in the regression model. Text has been added to the
Methods section of the revised manuscript to explain this.

At the suggestion of the reviewer, we now exclude the periods following major volcanic
eruptions from the analysis and no longer include the volcanic regressor in the MLR model.
However, these changes have little impact on the results.
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General Comments

As a result of the criticisms made by the reviewer we have made substantial modifications
to the manuscript, as described below and in the ‘General response to all reviewers’. While
we accept some of the criticisms raised by the reviewer, and have modified the manuscript
accordingly, we maintain that documenting and comparing solar-ozone signals in
different satellite ozone datasets is a valuable contribution to the scientific literature. This
is particularly motivated by the fact that there have been recent updates to the two main
long-term satellite records, SBUV and SAGE Il. Given the length and degree of detail of
many of the reviewer’s comments below, we have only attempted to respond to the main
points raised. However, we emphasise that the revised manuscript has been substantially
modified compared to the original, and we therefore encourage the reviewer to re-read
the entire manuscript.

The task of this paper is, according to the title “The representation of solar cycle signals
in ozone”. The present paper is Part I of two papers, this first focusing on using
observations to determine the solar cycle representation, the second using models. The
overall goal of the work is to prescribe the ozone changes during the solar cycle for use
as input to climate models that do not themselves calculate the ozone responses
directly, thereby allowing these models to include indirect effects of solar forcing.

The manuscript states that the “goal is to synthesize current knowledge to inform a
recommendation for including the solar-ozone signal in the prescribed ozone dataset
being created for CMIP6”. It does not accomplish this task. A representation of the solar
cycle signals based on a synthesis of observations of stratospheric ozone is not
recommended. Instead, the paper concludes that it is “unlikely that satellite ozone
measurements alone can be applied to estimate the necessary solar cycle ozone
component of the prescribed ozone database for future coupled model
intercomparisons”.

These aspects of the paper preclude publication in its present form. Unless, or until the
authors can/do produce the product that they set out to produce then it would seem
that a paper about not achieving their goal is unwarranted. Their conclusion that
satellite data are not able to inform such a product is incorrect. Ozone has been
measured in one form or another by multiple instruments for at least three solar cycles.
Others have demonstrated that there is sufficient information available to quantify the
solar cycle in ozone using these data, albeit with uncertainties (perhaps even large
ones). Bodeker et al. (Earth System Sci Data 2013) produce just such a product. Their
Tier 1.4 database is the natural component (solar plus volcanic) of vertical ozone profile
variability extracted from observations by linear regression, from which the solar
component can be further extracted. As well the manuscript cites various other such
products reported previously e.g., by Randell and Wu, Hood and coworkers etc. So it’s
not that this task can’t be done, it’s that the present manuscript doesn’t do it.

We have reframed the objectives of our study in the revised manuscript. We no longer
state the aim of “synthesizing current knowledge to inform a recommendation for



Review by Judith Lean
Received and published: 12 February 2016

General Comments

As a result of the criticisms made by the reviewer we have made substantial modifications
to the manuscript, as described below and in the ‘General response to all reviewers’. While
we accept some of the criticisms raised by the reviewer, and have modified the manuscript
accordingly, we maintain that documenting and comparing solar-ozone signals in
different satellite ozone datasets is a valuable contribution to the scientific literature. This
is particularly motivated by the fact that there have been recent updates to the two main
long-term satellite records, SBUV and SAGE Il. Given the length and degree of detail of
many of the reviewer’s comments below, we have only attempted to respond to the main
points raised. However, we emphasise that the revised manuscript has been substantially
modified compared to the original, and we therefore encourage the reviewer to re-read
the entire manuscript.

The task of this paper is, according to the title “The representation of solar cycle signals
in ozone”. The present paper is Part I of two papers, this first focusing on using
observations to determine the solar cycle representation, the second using models. The
overall goal of the work is to prescribe the ozone changes during the solar cycle for use
as input to climate models that do not themselves calculate the ozone responses
directly, thereby allowing these models to include indirect effects of solar forcing.

The manuscript states that the “goal is to synthesize current knowledge to inform a
recommendation for including the solar-ozone signal in the prescribed ozone dataset
being created for CMIP6”. It does not accomplish this task. A representation of the solar
cycle signals based on a synthesis of observations of stratospheric ozone is not
recommended. Instead, the paper concludes that it is “unlikely that satellite ozone
measurements alone can be applied to estimate the necessary solar cycle ozone
component of the prescribed ozone database for future coupled model
intercomparisons”.

These aspects of the paper preclude publication in its present form. Unless, or until the
authors can/do produce the product that they set out to produce then it would seem
that a paper about not achieving their goal is unwarranted. Their conclusion that
satellite data are not able to inform such a product is incorrect. Ozone has been
measured in one form or another by multiple instruments for at least three solar cycles.
Others have demonstrated that there is sufficient information available to quantify the
solar cycle in ozone using these data, albeit with uncertainties (perhaps even large
ones). Bodeker et al. (Earth System Sci Data 2013) produce just such a product. Their
Tier 1.4 database is the natural component (solar plus volcanic) of vertical ozone profile
variability extracted from observations by linear regression, from which the solar
component can be further extracted. As well the manuscript cites various other such
products reported previously e.g., by Randell and Wu, Hood and coworkers etc. So it’s
not that this task can’t be done, it’s that the present manuscript doesn’t do it.

We have reframed the objectives of our study in the revised manuscript. We no longer
state the aim of “synthesizing current knowledge to inform a recommendation for



including the solar-ozone signal in the prescribed ozone dataset being created for CMIP6”.
Instead we focus on comparing the solar-ozone responses in recently updated long-term
satellite datasets (SAGE I, SBUV) with their predecessors. The study documents these
differences and where possible gives insights into why these occur. These comparisons are
important to document because many previous studies of the solar-ozone response have
been published using the older datasets, but many fewer with the newer datasets, and in
some cases substantial differences are found between them. This will provide a valuable
point of reference for other researchers who are studying solar cycle effects on climate.

In its present form, the manuscript focuses on comparing multiple (nine plus) ozone
datasets, each produced from a variety of data reduction techniques and assumptions,
combined in various ways and covering different time periods and different lengths of
time. For the most part, these datasets have already been described and compared in
detail, including using multiple linear regression analysis. So the dataset comparisons
themselves are not new material.

While multiple linear regression analysis has been applied to many of the datasets used in
this study (e.g. Tummon et al, 2015), the main goal of this other work has been to
document linear ozone trends, and most of them therefore do not discuss the solar-ozone
response whatsoever. There has been no recent comparison of the latitude-height
structures of solar-ozone responses across multiple satellite datasets (see e.g. the last
major effort by Soukharev and Hood (2006)). We therefore disagree with the reviewer
that these comparisons do not present new material. To give just one example from our
study, the comparison of the solar-ozone responses in SAGE Il v6.2 and v7.0 is new and
provides useful and important insight.

Time Span of the Regression Analysis

For extracting the most reliable decadal solar signal the database should be as long as
possible to minimize cross projection of the solar and other influences. As noted above,
by limiting their analysis of ozone's response to solar variability to data mainly from
1984 to 2004 the authors are not utilizing the longest datasets available (by far!). Ozone
data extend from 1979 to 2015 - during the additional 10 years from 2004 to 2014 the
solar cycle has increased to another maximum, volcanic aerosols have been minimal,
EESCs have continued to decline, and greenhouse gases to increase.

The authors investigate the effect of time spans on their results but their approach is
not systematic and they conclude only that different time spans give different results.
Their Figure 11 shows the patterns of ozone’s solar cycle response derived from 21-
year datasets over different epochs. It is probably not surprising that using different 21-
year epochs gives different statistical models since, for one thing, the correlation among
the various predictor times series likely differs for each 21-year period and this may
affect the derive coefficients. This could occur even if the ozone time series were
“perfect” so it is not necessarily true, as the authors conclude, that the differences in the
ozone representations obtained from different 21-year epochs is due entirely to
uncertainties in the database.

Examination of the stability of the statistical model coefficients is indeed important but
the approach of using separate 21-year epochs is perhaps not the best way to establish



this. As a dataset lengthens, the magnitude of the coefficient of a given predictor should
converge to a “stable” value. The usual way to evaluate the stability of the coefficients is
to start with a core dataset of maximum length and then reevaluate the model
coefficients using successively shorter lengths of the primary datasets. In revising their
manuscript, the authors might consider developing a more quantitative metric (solar
signal in total ozone derived by integrating the vertical profiles?) to establish the
stability of the model coefficients as a function of length of the dataset. When
accomplished using the longest possible dataset, such a metric will automatically
provide feedback about limitations using shorter datasets (such as HALOE).

The authors proceed to extract solar signals from all nine plus of these datasets mainly
over a common 21-year period 1984 to 2004; that there are notable differences leads
them to conclude that the observations are not adequate to extract the solar cycle
signal. But just because some datasets over this 21-year time period are not suitable for
this task, does not mean that some longer datasets are also not; more importantly a few
of the datasets extend over the period 1979 to 2015 - 37 years - and these (much)
longer time series are more suitable and more likely to give meaningful results than
those analyzed for just 21 years. A key characteristic of a database suitable for
extracting a decadal solar cycle signal is that the record be as long as is possible. Even
37 years is just 3 solar cycles. This is crucial so that the regression analysis can properly
separate the solar cycle from other influences on decadal time scales, namely EESC and
volcanic activity, each of which has decadal scale variability. It is not surprising that
datasets like HALOE that cover only the period 1991 to 2005, or other datasets analyzed
over only 14 years (barely one solar cycle) do not yield statistically meaningful results
or that results among them differ (e.g. Figure 10). To achieve the stated goal of the
paper - namely the representation the solar signal in ozone using observations - the
authors should use the longest available time series of ozone profiles that exists so as to
minimize correlation among the predictors and decrease regression model coefficient
uncertainties- this is from 1979 to the present 2015. A dataset of 37 years is far
superior (even with other extenuating instrumental limitations) to one of 21 years for
extracting the decadal solar cycle. Yet nowhere in the paper do the authors ever use the
entire dataset available.

As requested by the reviewer, in the revised manuscript all ozone datasets are analysed for
their entire lengths. We have removed the section discussing the stability of the regression
coefficients. Furthermore, the revised manuscript is more selective about which datasets
are included, and results from short records, such as HALOE, are no longer presented.
Instead we focus on comparing SAGE 1l v6.2 and v7.0, a subset of SIZN extended SAGE
records, and SBUV VN8.0 and VN8.6.

A truly observational representation of the solar cycle in ozone, which this paper seeks
to achieve, is important for input to physical model simulations and as independent
validation of those simulations. In it present form, the manuscript does not provide
useful material for climate models to use. One assumes therefore, that they will
recommend in Paper Il that a representation of the solar cycle signal in ozone be based
on model simulations. Since the present manuscript does not address such models - or
assess their limitations - this conclusion cannot be justified here, especially given the
many known uncertainties and limitations of models. Models require observations for
validation and so in order to be suitable for publication, this paper needs to produce



this observational product - with as many caveats as needed and with realistic (possibly
large) uncertainties- or be withdrawn.

In the revised manuscript, we no longer make reference to a recommendation for CMIP6.
Furthermore, we make clearer recommendations for which SAGE Il and SBUV datasets are
likely to be most reliable for diagnosing the solar-ozone response.

Fortunately, from their exhaustive (albeit non-selective, somewhat unfocused and
inconclusive) analysis of multiple datasets, the authors have the material available from
which to extract the needed product and to avoid the obfuscation that results from
reporting the details of multiple (less worthy) ozone datasets.

The revised manuscript has narrower aims and presents results from only a subset of the
ozone datasets in the original manuscript. We believe that this results in a more selective,
focused, and conclusive study.

One way for the authors to proceed to revise their manuscript and achieve their goal of
producing an observational representation of ozone’s response to the solar cycle (with
uncertainties) might be as follows:

1) Select (on the basis of prior work and current analysis) the longest, most reliable
SAGE-extended dataset.

2) Select (on the basis of prior work and their own analysis) the longest most reliable
SBUV datasets (possibly NOAA Cohesive Merged Dataset - see below).

3) Develop a robust multiple linear regression methodology for extracting solar cycle
signals separately from these two independent datasets on their native altitude and
spatial grids (for this purpose the current MLR model needs to be expanded and tested
- see below).

4) Merge, or otherwise combine/integrate- the solar representations from the two
different approaches and propagate uncertainties from the statistical regression
coefficients of the two representations.

5) Constrain as needed the ozone profile solar cycle changes to be consistent with that
of total ozone (which the present analysis doesn’t utilize at all).

6) Compare with Bodeker et al Tier 1.4 representation of vertical ozone profile
responses to solar cycle or some other published representation (e.g. that used in
CMIP5); discuss and quantify limitations and uncertainties in the final observational
product.

Since the objectives of the manuscript have altered compared to the original submission,
we have incorporated some but not all of the reviewer’s recommendations (see below).

Specific Comments

Requirements of Physical Models




Nowhere does the manuscript define requirements for the task they are undertaking,
namely the details of the inputs that physical models need for the ozone representation.
What is the altitude grid (and resolution), latitude and longitude grid (and resolution)
for which the models need these inputs? Lacking these stated definitions, the authors
are without robust criteria upon which to build their product, or to assess how well the
final product meets the requirements. Although the SBUV observations have poorer
vertical resolution than do the SAGE observations, is this actually an issue for the
climate models? What vertical (and spatial) resolution is actually needed? How does the
magnitude of the uncertainties affect the usefulness of the observational
representation; the authors show regions where significance exceeds 95% but it is quite
likely that the patterns of the response, even including regions that are less statistically
significant, can still provide useful model input and validation.

[s the ozone product to be represented by absolute values or anomalies - if the latter
than is a reference distribution also needed?

The revised manuscript places much less emphasis on the goal of creating an ozone
dataset for models, and thus some of the comments raised above are no longer applicable.
Nevertheless, we have added a paragraph at the end of Section 1 that states “Given the
potential application of the results described below for use in climate model simulations, it
is prudent to briefly review the typical requirements of an ozone database for models by
describing the CMIP5 dataset as a representative example (Cionni et al, 2011) (see also
Bodeker et al. (2013)). The CMIP5 ozone database provided monthly mean ozone mixing
ratios on a regular latitude/pressure grid at a horizontal resolution of 5°x5° (lon/lat) on
24 pressure levels covering 1000-1 hPa for the period 1850-2100. Data were provided on
the following pressure levels: 1000, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 80, 70,
50, 30, 20, 15, 10, 7, 5, 3, 2, 1.5, 1 hPa. Stratospheric ozone data (at ps300 hPa) were given
as zonal mean values. Therefore for any de- scription of the SOR must fulfil these (or
similar) criteria to be viable for use in climate models (i.e. global coverage at monthly
mean resolution and with sufficient vertical and horizontal resolution throughout the
stratosphere).”

Dataset Comparison and Selection

As the authors explain, multiple ozone datasets now exist, in basically two categories -
those based on the SAGE observations and those based on the SBUV observations. Much
of the material in Section 2 - currently called “Methods” - is really about the datasets
and might be renamed “Datasets” (with the MLR presented in its own separate and
expanded section). A number of other papers already describe these various datasets in
great detail - including their multiple linear regression analysis - and to some extent the
current paper repeats more of these results than might be necessary, in that this paper
is about the solar signal in the datasets, not the datasets per se.

We have renamed Section 2 “Ozone datasets”. As noted above, although MLR analysis has
been applied to ozone datasets in the past, there has been no recent effort to analyse and
compare the structures of the solar-ozone signals in different records (see e.g. Soukharev
and Hood (2006)). This is certainly the case for SAGE Il v6.2 and v7.0, as well as the SEN
datasets.



Most importantly, the authors should describe the selection of, and reasons for their
selection, of the most suitable (longest) dataset in each category then extract the solar
signals that will inform their product for climate model use from just these two
datasets. In an unfocused and round about way, the present manuscript actually does
this to some extent, but it doesn’t use the longest available datasets and it fails to
synthesize the many derived representations into a final product.

The SBUV record exemplifies this more streamlined approach. In the present
manuscript the authors calculate and examine the solar signals in all three SBUV
records when a judicious assessment of prior work would likely lead them to decide,
right from the beginning of their study, that the best record for the present purpose is
likely the NOAA Merged Cohesive Data from 1979 to 2015 - for a number of reasons
(which the authors should lay out clearly and concisely). In a revision of the paper along
these lines, the entire Section 3.3 about the SBUV record could appear much earlier in
the paper, in a section about Datasets. The general (valid) conclusion presented already
in this paper is that there are distinct instrumental differences between the NASA MOD
V8.0 and MOD V8.6 datasets - a conclusion that Lean (JAS, 2014) also reached and
discussed in detail, and which the authors might simply reference to justify why they
probably shouldn’t use MOD V8.6. So then, the authors need to obtain the solar signal in
just one SBUV- based dataset. By elimination this would seem to be the NOAA Merged
Cohesive Dataset which the authors show has a solar response like that of the (shorter)
NASA MOD V8.0 dataset. They could then test and evaluate more comprehensively the
MLR results for this one dataset (e.g., effects of lags, cross-correlation of predictors,
addition of trend term, stability of model coefficients with length of database etc).

A similar selection could be made of the SAGE-based datasets - utilizing the material
about these datasets already published and whatever additional tests the authors
undertake to clarify their selection. A distinction among the SAGE datasets is that
different versions use different temperature databases which the current manuscript
expends much effort in analyzing and comparing. Another few pages of the manuscript
(pages 11 and 12) compare various characteristics of the datasets such as their trends.
But a comprehensive regression analysis should capture and extract these different
trends without the trends necessarily affecting the separate (independent) solar
component. And as with the SBUV dataset selection, this material about the SAGE-based
datasets could be included in a section on Datasets - then in a subsequent section on
Results, the authors need only extract and examine the solar signals from one,
preferred, SAGE-based dataset - the longest one.

The revised manuscript presents results for a smaller number of ozone datasets (8 instead
of 13) and analyses them all over their full lengths. The selection of datasets is justified by
the revised goals of the study to compare solar-ozone signals in recently updated datasets
(SAGE Il v6.2 vs. v7.0 and SBUV VNB8.0 vs. VN8.6), and to evaluate recent extended SAGE 11
datasets. Based on the comparisons amongst these versions, and consideration of the main
sources of uncertainty, we now include recommendations for which are the most reliable
datasets to use for diagnosing the solar-ozone response. We do not agree with the
reviewer that the SBUV Merged Cohesive Data VN8.6 dataset is necessarily better than
SBUVMOD VN8.6 for analyzing the solar-ozone response. Tummon et al. (2015) highlight a
number of issues with the representation of long-term trends in the Merged Cohesive



Dataset, which may also affect the solar-ozone response. We therefore present both
SBUVMOD VN8.6 and Merged Cohesive VN8.6 and discuss their respective pros and cons.

What about total ozone? Nowhere in the paper is use made of total ozone datasets, even
though whatever altitude profiles are specified must be consistent with the total ozone
amount. Total ozone datasets have, arguably, greater long term stability than the profile
datasets, so that solar signals can - and have been - extracted somewhat reliability;
differences among the different datasets can therefore guide the selection of the profile
datasets, as suggested above for SBUV datasets. Analysis of the SBUV MOD V8.6 total
ozone compared with TOMS MOD V8 strongly suggests instrument effects in SBUV MOD
V8.6 around the 1996 time frame that cause a smaller solar response in MOD V8.6 than
in MOD V8.0.

We now include a paragraph that discusses literature on the solar-ozone response in TCO.
However, most of the results in our study are related to differences in the solar-ozone
response in the upper stratosphere, which make only a small contribution to the TCO
signal (e.g. Hood (1997)). Therefore to keep the study focused on the latitude-height
structures of the solar-ozone response we do not include new analysis of total column
ozone. As noted by the reviewer, the solar-ozone response in some of these column ozone
datasets has already been analysed and described elsewhere (e.g. Lean 2014), and we now
include text referencing these results.

The Regression Model Formulation and Results

Multiple linear regression (MLR) is the method that the authors use to extract the
sought-for representation of the ozone’s response to the solar cycle. Presenting the
direct time series together with the solar index (Figure 2), and discussing (page 8) how
a solar signal is not directly evident is not all that useful - it is not even evident in total
ozone because of the various other influences.

The MLR analysis of the type that the authors use has been used extensively to model
ozone variability statistically in terms of individual influences. But the model that the
authors use doesn’t take advantage of the understanding achieved from those prior
studies. As a result it likely doesn’t provide the best representation of the various
predictors, especially EESC but also ENSO and trends.

EESC: As described for example in Bodeker et al (2013) and Lean (2014), among others,
the EESC depends on the age of air and on bromine. It therefore has latitude - and
possible altitude - dependencies. The peak of the EESC temporal structure shifts
accordingly, which affects how the MLR apportions variance among EESC and other
influences. The authors don’t say which EESC profile they use but it seems that they use
only one profile. However, there is no one EESC profile that is appropriate for all
latitudes. Rather a suite of profiles is needed corresponding to different ages of air (and
bromine); these can be obtained from GSFC’s on-line capability.

The reviewer is correct that we have used a single EESC index for all latitudes/altitudes,
which neglects the effects of age of air on EESC. We have tested the sensitivity of the MLR
results to this assumption by using latitude-height dependent EESC timeseries taken from
a chemistry-climate model (UM-UKCA) simulation (REF-C1 CCMI integration). This model



simulation implicitly includes effects of variations in stratospheric age of air on EESC.
However, using this more sophisticated EESC index does not affect the diagnosed solar-
ozone response in the datasets, and we therefore retain the use of a single EESC index for
simplicity. A line has been added to the text that describes this sensitivity test to justify our
choice.

ENSO: the ENSO signal in ozone may lag the MEI index by a few months - while this is
not an issue for mid and high latitudes, where ENSO signal is small, it could affect
tropical signal. Is zero lag of the MEI index the most appropriate lag?

We have tested the effect of lagging the Nino 3.4 index by 0-12 months and find that this
does not affect the diagnosed solar-ozone response. We now state this in the revised
manuscript. We also note that other recent MLR studies of long-term trends in satellite
ozone datasets have also not used a lag for ENSO (e.g. Tummon et al,, 2015; Harris et al.,
2015).

Solar Irradiance: Why do the authors use the 10.7 cm flux and not modeled UV
irradiance or the Mg index, which provide better representations of the true solar
changes? While it is likely that for monthly means these differences wont be large, the
authors nevertheless need to acknowledge possible limitations of the use of the 10.7 cm
index in representing solar UV irradiance.

We have added a sentence “We adopt the widely used F10.7cm solar flux as a proxy for
solar activity in the MLR model. This is a more appropriate measure for variations in the
UV spectral region, the key driver of the stratospheric ozone response, than other indices
such as total solar irradiance (Gray et al, 2010); however, it should be noted that the
F10.7cm flux is not a direct measurement of UV variability, but rather is a proxy for
variations at these wavelengths.”

Trend: The authors state that they include a trend in some instances but that it makes
little difference to their “results” by which they presumably mean the MLR solar cycle
coefficients (see Technical comment below about confusion due to the authors’ generic
use of “results”). This is possibly because the 21-year time period of their analysis is too
short. Using the longest available datasets, the authors would be able to - and would
need to - separate the EESC and trend components. The manuscript discusses in quite a
lot of detail the different trends among the different datasets with the inference that this
provides a measure of the dataset quality. But as long as the trend and solar cycle terms
are sufficiently orthogonal (low correlation coefficient) then a linear trend shouldn’t
influence the extraction of the solar cycle representation. The difficulty is that the long-
term drifts in the ozone records aren’t actually linear trends and that further more, the
combined EESC and GHG influences aren’t linear either. Other authors have used piece
wise linear regression to account for the fact that the actual trend in ozone is some
combination of that due to EESC and due to GHGs. Modelling the longest available ozone
dataset to achieve the most reliable solar signal possible will very likely require the
inclusion of a realistic trend term.

We now include a CO; term in the MLR model. However, it does not have a large effect on
the diagnosed solar-ozone response.



Seasonality: The present paper cites the need for specifying the seasonality of the ozone
response to the solar cycle, and the authors explore this (Figure 12) but without coming
to concrete conclusions. Bodeker et al (2013) report that the seasonality is not
pronounced for solar cycle variations in their regression model analysis. The authors
could investigate this more robustly in a number of ways. One approach would be to
add additional cosine and sine terms to modulate the solar index in the regression
model. Another would be to perform the regression using 3 months to define the four
primary seasons, which would likely be more representative (less noise?) than the
figures shown for each sequential month in Figure 12. Either way, some statement is
needed about the magnitude of this effect - is it important or not? (in a statistical
sense). Will the solar signal representation still be useful as input to the physical model
simulations without the seasonal modulation (see above comments about specifying
requirements)?

Part of the motivation for including a section on “Seasonality in the solar-ozone response”
in the manuscript is that this is a relatively unexplored area of research, and one that the
authors believe warrants further investigation. Specifically, there is no scientific basis to
answer the reviewer’s important question: “Will the solar signal representation still be
useful as input to the physical model simulations without the seasonal modulation?”
because a comparison of e.g. the climate response to solar forcing in a model with and
without a seasonal modulation of the SOR has not been performed.

It is therefore difficult within the scope of this study (i.e. without performing the above
model calculations) to quantify how important this effect is for climate simulations.
Instead, we include a short section that explains why a seasonal component to the SOR is
to be expected from photochemical theory, and possibly also from coupling between ozone
transport and dynamics (see e.g. Hood et al. (2015)). In a similar manner to Hood et al
(2015), we then attempt to extract this seasonal dependence from an observational
dataset in spite of several challenges described in the manuscript.

There is motivation to discuss seasonality in the SOR on monthly timescales for a number
of reasons:

* There may be intraseasonal variations in the SOR that would be smoothed out by
taking a seasonal mean: e.g. Hood et al. (2015) emphasise the importance of solar-
induced ozone anomalies at high latitudes in early winter.

* (limate model ozone datasets are typically produced at monthly resolution.

Upon performing the analysis, we find regions where the magnitude of the SOR on monthly
timescales is considerably different from the annual mean. We then provide a discussion of
the implications of these findings that concludes this is an under researched area and new
studies are required to establish whether or not such seasonal fluctuations in the SOR are
important for models.

Once a properly formulated MLR is applied to extract the solar cycle signal in each of the
two basic (SAGE-based and SBUV-based) datasets, the extracted solar signals then
provide baseline solar cycle representations, with associated statistical uncertainties.
Post processing of these two solar representation could include (uncertainty weighted)



averaging and/or merging and error propagation to achieve a coherent synthesis and
final product that the present manuscript lacks.

One of our main conclusions is that the SAGE data are most reliable for assessing the solar-
ozone response in number density units. We have therefore not averaged the
recommended SAGE and SBUV datasets to produce a final merged product because SBUV
is provided as mixing ratios. Instead we suggest that chemistry-climate models be
compared to both datasets in each of their native coordinates.

Derived Product -Quantitative Assessment, Uncertainties, Comparison with Similar
Products.

The authors make numerous comparisons and describe differences among multiple
ozone (and temperature) datasets but they do not synthesize their results or reach
quantitative conclusions about the solar-ozone representation for input to climate
model simulations. Having determined a best possible solar cycle representation of
ozone and corresponding uncertainties, they could assess how this compares with
independent representations and whether on not the uncertainties make the derived
solar signal representation useful for input to the model calculations. The answer to this
will depend on the magnitude of the uncertainties in conjunction with the requirements
of the models (as noted above). Even if the uncertainty in the solar cycle signal is 50%,
this may still be useful if, say, the models differ by 100% among themselves.

Independent validation is possible by comparison with Tier1.4 or other solar cycle
representation of ozone published previously. This is different from the analysis that
the authors have made to extract the solar signal, using their own regression model,
from the Tier 0 database. Rather, comparing their solar cycle representation of ozone
with that of the Bodeker et al. and others takes into account the different regression
model formulation as well as the different datasets. Additionally, since it is likely that
climate models will use the Bodeker et al. ozone profile dataset (it was developed
expressly for that purpose) it would be good to compare the solar cycle representation
in that dataset with the one developed from this work.

The solar-ozone response in the Bodeker et al dataset will be strongly affected by the
version of SAGE II that it includes (i.e. SAGE 1l v6.2). Therefore the comparison of SAGE 11
v6.2 and v7.0 for number density and mixing ratios is extremely relevant for
understanding the solar-ozone response in ozone datasets that are expressly produced for
models such as Bodeker et al. and Cionni et al.

Since the scope of the manuscript has been revised, and the analysis is no longer
orientated around CMIP6, we will instead include analysis of the solar-ozone response in
ozone datasets for models (Cionni et al; Bodeker et al) in Part Il of the study, which focuses
on models. The revised manuscript includes more information about the statistical
uncertainties in the solar regression coefficients extracted from the MLR which will enable
the observed uncertainties to be more readily compared to uncertainties amongst models
in PartIL.

Technical Comments:



The text of this manuscript is not as precise as it might be and the authors should
provide additional clarity when revising the manuscript. It can be quite difficult to
discern the actual analyses being described. The discussion of Figure 3 is an example of
this. The text states that “Figures 3(a) and (b) show latitude-altitude plots of the
percentage differences in ozone number density between solar maximum and minimum
for SAGE Il v6.2 and v7.0, respectively”. What is not at all clear is how these percentage
differences were obtained. On first reading they seemed to be differences of the direct
time series themselves (shown in Figure 2) during solar maximum and minimum
conditions. If so, then because of the other influences on ozone, such direct differences
are not reliable indicators of the solar cycle signal. Are they, instead, derived using the
MLR? The text doesn’t say.

Another example of this general lack of precision of the text is frequent generic
reference to “results” (as noted above). An example is on page 16: “to test this, we add a
linear trend term into the MLR; however, this does not strongly affect the results as
compared to Figure 11 (not shown).” By results they presumably mean the coefficients
of the solar predictor in the statistical model - so this is what they should say in the text.
More generally, the paper presents many “results” about many things and each one
should be properly articulated. Even if this lengthens the manuscript, it makes the
message far more clear for the reader.

The acronym solar-ozone response (SOR) has been introduced throughout the text to
clarify various references to “results”. We have also made textual changes throughout the
manuscript to improve the overall clarity and precision.

Line 20 ff: the authors refer throughout to the SBUV VN8.0 and 8.6 datasets - do they
mean SBUV MOD8.0 and 8.6 - where MOD is Merged Ozone Data?

Changed to SBUVMOD VN8.0 throughout.

Line 29-30: The authors make the mistake of confusing the absolute energy changes in
the total and UV spectrum with their relative changes and suggesting that TSI changes
are somehow much less than UV changes. The change in TSI from solar max to min is
larger in absolute energy units than is the change in the UV spectrum. The manuscript
needs to clarify this.

Changed to: “Whilst fractional changes in total solar irradiance (TSI) between the
maximum and minimum phases of the approximately 11 year solar cycle are known to be
small (<0.1%), there is enhanced fractional variability in the ultraviolet (UV) spectral
region (>6%) (e.g. Ermolli et al. (2013)).”

Lines 454-477: These differences have been reported and interpreted previously in the
corresponding total ozone datasets of the two versions. Analysis of the solar (and other
signals) in the Ozone MOD V8.0 and MOD V8.6 total ozone datasets (Lean, JAS, 2014)
shows the regional and global differences for the solar cycle signal in the two different
datasets, finding a smaller solar cycle amplitude in the MOD V8.6 of 3DU versus 5DU on
Mod V8. That paper discussed these differences, including the calibration issues.

We have added a citation to Lean (2014) and discuss their mains findings.



Page 20, lines 670-673. The authors should remove their “encouragement” of
instrument teams to better analyze their data! The instruments teams are already
undertaking a very challenging and difficult task of space-based metrology and are,
without doubt, (more than) fully aware of the need for properly specifying instrumental
effects in their datasets as well as they can!

Removed.

A more helpful conclusion would be for the authors to generate an actual quantitative
product - namely the solar representation of the solar cycle in ozone that is the stated
goal of their paper - and assess the future needs of ozone observations in the context of
the associated uncertainties of that product.

As noted above, the goals of the study have been reframed in the revised manuscript to
focus on comparisons of the solar-ozone response between recently updated and previous
versions of the main long-term satellite ozone datasets (SBUV and SAGE II). The
conclusions have been amended accordingly.
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General Comments

The paper seeks to explore the response of stratospheric ozone to solar cycle changes as
observed in several global ozone data sets through a regression analysis. The observed
response is presented, discussed, and contrasted between the various data sets. There
appears to be as many differences as there are similarities in the observed responses.
This paper is part one of a two-part series, with the second part said to focus more on
atmospheric modeling.

While there are major, but correctable, flaws in the analysis of the data sets, the general
qualitative conclusions of the paper are likely robust. The quantitative results, however,
will need correction for issues listed below. Overall this is an important and timely
study that will demonstrate the limitations of the information content in the existing
historical stratospheric ozone record, as well as, the dependence of these records on the
quality of ancillary data. The title of the paper is appropriate and the abstract is a
complete summary of the paper’s current content. References included in the paper
strike a nice balance in both quality and quantity.

We thank the reviewer for reading the manuscript and providing their helpful comments
and suggestions. We address their specific issues in turn below.

Specific Comments

The primary concern with the analysis methodology used in this paper has to do with
the regression model - specifically, the lack of a diurnal term. The sparse spatial and
temporal sampling provided by an occultation measurement system presents unique
challenges. As has been done for decades now, the data are often reduced into monthly
zonal mean time series with each mean treated as though it is representative of both the
latitude and month of the center of the monthly zonal bin. While this is not usually too
problematic, it is also common practice to assume that both the local sunrise and sunset
sampling is unbiased in each mean so that the diurnal variability can be ignored.

While many published papers have already ignored the diurnal sampling issue, and
undoubtedly many more will be submitted, it is now time to address this problem and
develop a suitable approach for mitigating its impact. In order to demonstrate the
presence of the issue in this work, look at figure 2. After the interruption of the SAGE II
data record in late 2000 due to an instrument problem, the measurements resumed at a
50% duty cycle - alternating between sunset only and sunrise only periods of
approximately 1 month duration each. This is seen in the deseasonalized monthly
anomalies plotted in figure 2 as an abrupt increase in variance after 2000. The authors
simply call this increased noise. Closer inspection of the figure shows that this "noise" in
the equatorial-zone anomaly increases markedly with altitude. This variance is not
simply noise, but rather the direct effect of a biased sampling of the known diurnal
variability in stratospheric ozone. More subtle variances in diurnal sampling occur
throughout the record and other latitudes all of which contributes to the apparent
"noise". It is not immediately obvious how this additional unmodeled variance affects
the regression results, but it is likely that it will correlate with some of the regression
terms and produce biased results. Many, but not all (SAGE-GOMOS being an exception),



of the extended time series that add other data sets on to the SAGE II record have
ignored the diurnal issue in the normalization process and are therefore highly suspect.
More on these extended data sets momentarily. Computing monthly zonal means is not
difficult and it should be possible to create time series where the local sunrise and local
sunset measurements are kept separate. The regression would have to include a new
"diurnal comb" term, but the number of data points in the regression would nearly
double. The AR analysis would have to make sensible assumptions before application.
Alternatively, it may be possible to keep the existing time series and add a new term
that accounts for the relative sunrise to sunset proportions of events contributing to the
mean. While also adding a term to the regression, this would reduce the degrees of
freedom since no new data points are added to the regression. In this case, the AR
analysis would probably apply as it is currently done. Either approach may require
additional terms to concurrently deseasonalize the time series, since the current
approach of subtracting the mean monthly mean would no longer work. Exactly which
results from this Part I are being carried forward into the Part II paper or will emerge as
relevant in the combined whole is not readily apparent. If, however, the quantitative
results presented here are important, this regression analysis will need to be
completely redone.

At the suggestion of the reviewer, we have added in a new term to the MLR model for the
SAGE Il datasets that quantifies the fraction of sunrise to total (sunrise + sunset) retrievals
that are used to produce each monthly and zonally averaged profile. An example of this
term for SAGE Il v7.0 at 1hPa over the tropics is shown in Figure 2 of the revised
manuscript. As the reviewer highlights, this index shows strong time dependency that is
likely linked to the increasing variance of the SAGE Il ozone anomalies with altitude in
Figure 3. This variance should project strongly onto the SR/(SR+SS) term. The results for
the SAGE Il solar-ozone response in Figures 4 and 5 of the revised manuscript now include
the effects of the SR/(SR+SS) term in the MLR. The inclusion of this term does not
fundamentally change the diagnosed solar-ozone response, but it does slightly reduce the
peak magnitude in the tropical upper stratosphere.

Because the extended SAGE II datasets take varying approaches for dealing with diurnal
sampling, as pointed out by the reviewer, we have not included a similar diurnal sampling
term in the MLR model applied to those datasets. However, the results for the SAGE Il data
suggest that this should not have a large effect on the estimation of the solar-ozone
response in those SI2N datasets.

Another concern, which is already discussed to some extent in the paper, has to do with
the impact of the relative drift between data sets in time series comprised of data from
more than one measurement system. It is reasonably clear that, given the timing of the
end of the SAGE II data set, any such relative drift will bias primarily into the EESC term.
The solar cycle term will also be biased, however, as there is some correlation between
the EESC and F10.7 terms. What is not discussed is that the amplitude assigned to the
volcanic term will change in response to varying degrees of drift between measurement
systems via its correlation with the F10.7 term. This would seem to be an important
diagnostic (especially in the upper stratosphere where the expected volcanic influence
may, arguably, be small), but in reality it only serves to reinforce the conclusion that the
currently available time series are too short to provide sufficient orthogonality between
terms with predominantly low frequency content. It would seem prudent to add a figure



showing the lat-alt distribution of the amplitude of the volcanic term. Attribution of the
actual response of ozone to solar cycle variations solely to the amplitude of the F10.7
term is highly problematic with these extended data sets. Drift corrected composite
time series, to the extent that they can be created, would seem to be required. The
associated correlations and resultant coupled uncertainties should be more thoroughly
discussed. On a positive note, the analysis done to attribute the SAGE II v6.2-v7
differences to either algorithm changes or Met data source selection are enlightening.

We agree with the reviewer that for relatively short time periods it is difficult to separate
possible effects of multiple external drivers that may be partly correlated with each other.
In the revised manuscript we analyse all datasets over their entire lengths, rather than
focusing on a shorter common analysis period. Although this by no means removes all the
issues highlighted by the reviewer, it does help with increasing the degrees of freedom
available to separate individual drivers.

As a result of comments from the reviewers, we treat volcanic effects differently in the
revised manuscript. Rather than including a volcanic term in the MLR, we instead exclude
data from the analysis in the 2 year periods following the EI Chichon and Mt Pinatubo
eruptions. We hope that this addresses the reviewer’s concern about aliasing between the
solar cycle and volcanic signals.

With respect to drifts between individual datasets, this is most relevant for the extended
SAGE II datasets and the SBUV records. We now show timeseries of ozone anomalies for
the extended SAGE Il datasets, which makes it possible to see behaviours of the combined
records. For example, we now point out that OSIRIS shows persistent positive tropical
ozone anomalies during the solar cycle 23 minimum and this might contribute to the
reduced magnitude of the solar-ozone response in the SAGE-OSIRIS dataset compared to
the SAGE Il data.

For SBUV records, the process of data selection, calibration and merging is important and
this is stated in the manuscript. We show how this can affect the solar-ozone response by
comparing two SBUV VN8.6 datasets and describe how the differences in methodologies of
these datasets affect the diagnosed solar signal.

A few less critical Specific Comments

Page 7 lines 224-225: Would it be possible to illustrate the effect of the AR2 vs AR1?

As a result of the reviewer comments, the Methodology section has now been significantly
expanded and we feel that including a detailed comparison of the use of an AR1/AR2
model for the residuals would make this section even more dense when the effect on the
results is minor. We have therefore not included this in the revised manuscript.

In several places, the authors "blame" NMC/NCEP for the poor quality of the SAGE Il
mixing ratio conversion when, in reality, the method by which the SAGE Il team extends
the NMC/NCEP profile to high altitude may be the culprit. The details of this process are
discussed in a paper this work already references.

Our intention was not to “blame” either the NMC/NCEP or MERRA temperature datasets,
but rather to point out that there are uncertainties in the evolution of stratospheric
temperatures over the recent past (both in reanalyses and satellite observations). We have



amended the text to read: “The NMC/NCEP data show exceptional behaviour between
2000-03. At 1hPa, there is a warming of more than 3K over this short period, which is
coincident with a warming of ~1K at 2hPa. In contrast, at 5 and 10hPa there is a cooling of
more than 4 and 2K, respectively, over this period. The magnitude and vertical structure of
these changes in the NMC/NCEP record seems inexplicable as to be related to any physical
process, particularly when compared to the variations found in the remainder of the
record. Some of these issues may be related to the method used to construct the
NMC/NCEP temperature record itself. NCEP reanalysis data were only available for
pressures greater than 10hPa, requiring the addition of operational analyses to extend the
data to the stratopause. Data from an atmospheric model was used to further extend the
temperature data to the mesosphere, but these levels are not considered here (see e.g.
Damadeo et al (2013) for more details). The NMC/NCEP temperature record used to
convert SAGE I is therefore constructed from several component datasets. Regardless of
the exact cause, it seems likely that some of the temperature variations in the NMC/NCEP
record are spurious and this may impact on the diagnosed SOR in the SAGE Il v6.2 mixing
ratio data.”

Lines 526-527: Is the amplitude of the volcanic response invariant as the time sub-
period is changed?

As noted above, to avoid possible aliasing between the solar cycle and volcanic signals the
periods following major tropical volcanic eruptions are now excluded from the MLR
analysis and we therefore no longer diagnose a volcanic response.

Minor Technical Comments

The URL link on line 111 does not appear to work as expected
URL link has been updated.

The time series show in Figure 1 should be extended to match the longest time period to
which they are applied.
Change has been made.

Why does panel (b) in figure 5 appear to contain much coarser latitudinal structure
than seen in panel (a)?
MERRA data have now been regridded to the same resolution as NMC/NCEP in this Figure.

Line 500 and elsewhere, this reviewer had some difficulty determining whether the
term "increase" referred to trends or the solar cycle response. The authors may wish to
introduce and use an acronym (e.g., SCR - Solar Cycle Response) to help clarify the topic
under discussion rather than use a generic term such as "increase".

We have attempted to clarify the language to avoid the use of general statements such as
“increase” and have introduced an acronym for the Solar-Ozone Response (SOR), as
suggested by the reviewer.

Line 548: "improve" should be "improved".
Change has been made.



Anonymous Referee #4
Received and published: 11 February 2016

Summary

To correctly investigate the impacts of solar variability on the climate using models, it is
imperative that models correctly simulate the stratospheric ozone response to the solar
cycle that may lead to an impact upon surface climate. The ozone response and
feedback may be as important as the direct heating effect from solar variability. Thus,
for models that do not calculate ozone variability online, a realistic representation is
vital to correctly simulate this solar pathway to impact the climate. This requires using
either modelled ozone responses, or those taken from multiple satellite sources. The
difficulty is that different satellite data can tell different stories of how the stratospheric
ozone has varied over time. Thus quantifying the true behavior, and extracting the

solar component as an input into models is difficult. This paper, as the first of two parts,
aims to investigate the behavior of several (SI2N) merged datasets that are relatively
new and many of which are either based upon, or have a large component from, the
long SAGE-II record. The authors present a comprehensive comparison of the behavior
of the extracted solar signal in all seven SI?N ozone datasets. They also seek to quantify
and understand why two versions of the same data in units of volume mixing ratio, v6.2
and v7.0, differ so much. Identifying the source of the difference due to the temperature
data used to convert from number density, the authors apply their own conversion to
investigate the differences in the two versions of SAGE and then expand their
investigation and discussion to the other datasets based on SAGE. While this paper does
not lead to a better understanding of why the solar signal extracted from the SI2ZN data
differ so much with each other (except versions of SAGE II), or hint which one is likely
the best to use in future studies, this is an important contribution to the field. The
knowledge of how and where datasets differ will provide a step towards, not only,
understanding the datasets, but potentially improving them in future work. The work
done to understand why SAGE Il v6.2 and 7.0 differ was an interesting, revealing and
useful analysis. The results are generally clear and well communicated. In context of the
two-part study this analysis aims to, and presumably will, inform in the production of
an input ozone data set for the CMIP6 modelling runs. From the view of this reviewer,
following a point that needs addressing, and some clarifications, the paper fulfills its
aims and will be ready for publication.

We thank the reviewer for reading the manuscript and providing their helpful comments
and suggestions. We address their specific issues in turn below.

Specific comments

Page 25, lines 7-10: The point is made that for each of the sub-periods considered in the
MLR in Figures 11a-f, both El Chichon and Mt Pinatubo are included. With both
eruptions included, and yet the upper stratosphere spatial pattern changing with each
sub-period, the authors suggest that this implies differences are unlikely to be volcanic.
As stated by the authors, the eruption of El Chichon occurred in April 1982, so the
effects of the eruption on the stratosphere would be expected to have gone by early
1985, and be less pronounced in 1984 than 1983 and 1982. However, while the authors
are correct that both eruptions are included in 11a-b, and any effects likely present in



11c, El Chichon is not included in panels 11d-f, which begin in 1985, almost three years
after the eruption. While temperature responses to volcanic eruptions are stronger in
the lower stratosphere, and less, if any in the mid-stratosphere, there are hints that the
mesosphere sees a response to volcanic eruptions (e.g. Beig et al,, 2003), so there may
indeed be an aliasing with volcanoes that decreases (as seen in 11c-f relative to 11a-b)
when El Chichon’s effect is removed by the sub-period chosen. Further to this, there is a
very large anomaly present in both SBUVMOD and SBUVNS.0 around the time of the
1982 eruption (Fig 8) that lasts for 1-2 years; a similar event is not present following
the Pinatubo eruption, and so is likely not of volcanic origin (unless it is related to a
change in the atmospheric viewing of the instrument for a reason unique to El Chichon).
Such a large anomaly may have an influence on the MLR leading to the change in the
spatial patterns plotted in Figure 11, and then the authors may indeed be correct that it
is not volcanic in origin. Perhaps it would be worth applying SBUV-Merged Cohesive to
test this, as the anomaly is not visible in that time series in Fig. 8.

Figure 11 has now been removed from the revised manuscript as a result of comments
from another referee. Furthermore, the periods following the two major volcanic eruptions
(El Chichon and Mt Pinatbuo) are now excluded from the MLR analysis to reduce the
potential for aliasing between the solar cycle and volcanic signals.

The following are suggestions for the authors to clarify or reword:

Page 13; lines 20-26: Indeed, there also appears to be a larger positive anomaly in 1992-
1994, a period of maximum and high activity, so it is possible this may also contribute to
the enhanced signal seen in Fig. 3c.

As noted above, the period June 1991-May 1993 has now been excluded from the analysis
to remove the effects of the Mt Pinatubo eruption. This change has little impact on the
results in Figure 3(c) (now Figure 4(c)).

Page 15; line 13: While records indeed show there was a warming of ~0.5-1.0 K
following the Pinatubo eruption, and perhaps there is a small increase in 1991/1992 in
Fig. 4, it appears that at 30 hPa a warming began in 1989, followed by the ~2 K decrease
after 1992. The eruption does not appear to stand out in this time series, so perhaps the
authors may wish to revise the focus of their comment here.

We have amended the text to read: “At 30hPa, the evolution of the two temperature
records is nearly identical during the period of overlap, with a long-term cooling trend of
~0.6 K decade! that is strongly connected to an apparent step-wise cooling of ~2K
between 1992 and 1994.”

Page 15, lines 18-19: Two points of clarity here. It would better to reformulate to
discuss NCEP first, as the MERRA data do not show the decline in the last three years,
but in the last three years of NCEP. Note also that the solar cycle decline began in mid to
late 2002, so this three year period is mainly during the maximum period. This of
course does not change the point being made, and it is well worth highlighting also that
this odd behavior in NCEP also occurs (though inversely) in this same, three-year
period, at 5 and 10 hPa, hinting at an issue with NCEP.

We have reformulated and expanded these sentences as suggested by the reviewer (see
revised manuscript).



Page 20, lines 19-22: The authors state that many of the SAGE-II based datasets have
differences that are likely the result of merging procedures. Do the authors include in
this comment also that SAGE-GOMOS 1&2 and SAGE-OSIRIS have less data (or more
data gaps) in the equatorial region than SWOOSH and GOZCARDS? Or if not, might this
additionally decrease the significance of the signal in the tropics and lead to the less
‘smooth’ appearance of the spatial patterns? The reviewer is also aware that Aura MLS
v2.2 used in GOZCARDS, and v3.3 in SWOOSH have different short-term variability
(larger in GOZCARDS). This might be worth checking/considering.

In the revised manuscript, only 3 extended SAGE Il datasets are analysed which provide
ozone number densities rather than mixing ratios (SAGE-GOMOS 1/2 and SAGE-OSIRIS).
Therefore SWOOSH and GOZCARDS no longer feature in the revised manuscript.

We now include figures in the Supplementary Information that show the number of data
points used to diagnose the solar-ozone response as a function of latitude and height. This
enables a comparison of the sampling by the original SAGE Il data and the extended SAGE
II datasets with the SBUV records. These differences in sampling between the datasets are
briefly referred to in the main text.

Page 22, line 29: The two SBUV records have almost the same datasets used, except the
Merged Cohesive uses a little over a year from NOAA9 (see Tummon et al,, 2015, Fig 1.).
We have amended the text to read: “The two SBUV VN8.6 datasets contain some
differences in the data that is included from different instruments within a particular
period (see Figure 1 in Tummon et al (2015)), and in the methods for averaging and
merging these data. SBUV Merged Cohesive VN8.6 uses data from a single instrument in
any time period; the individual records are then bias-corrected to produce a continuous
record (Wild and Long, 2015). In contrast, SBUVMOD VN8.6 is constructed by averaging
all available data within a particular time window (Frith et al, 2014). The SBUVMOD
datasets extend back to 1970 by including data from the BUV instrument on Nimbus 4
from 1970-1976, whereas the SBUV Merged Cohesive dataset starts from 1978 with the
first SBUV instrument on Nimbus 7.”

Figure 6 might benefit with a third column of difference plots, since the differences are
well discussed, though specific altitudes and latitudes are usually not mentioned. Thus
the difference plots might make it easier for the reader to locate what the authors are
referring to. This is at the authors discretion. However, for the point made about the
solar signal in Figs 6g and 6h, relative to 6a and 6b, that the signals are larger in NCEP
than MERRA, while in absolute values this is the case, | wonder how significantly
different, statistically these signals are? Figures 6g and h seem more similar than 6a and
b do in the upper stratosphere; this may be helped with a difference plot with
significance, as mentioned.

A third column showing differences has been included in Figure 6 (now Figure 8 in revised
manuscript).

Technical corrections
Page 19, line 4: “but the magnitudes [are] quite similar”
Change has been made.
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to-quantify the magnitude, structure and seasonality of the associated solar-ozone response (SOR)
t@understand the impact of the 11-year solar cycle on climate. Part I of this twe-part stuey presents
the-solar-ozone responses—two-part study uses multiple linear regression analysis to extract the
recently updated satellite datasets for-the-period—1984-2004—including-the
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sensiti i | s-covering different periods within the epoch
1970 to 2013. The annual mean SOR in the updated version 7.0 (v7.0) SAGE II number density
dataset (1984-2004) is very consistent with that found in the previous v6.2. In contrast, we find
a&ubstantial decrease in the magnitude of the SOR in the tropical upper stratosphere in SAGE II
¥7.0 mixing ratio dataset compared to the v6.2. This difference is shown to be largely attributable

to-the change in the independent stratospheric temperature dataset used to convert ezone-number



Hozone number densities to mixing ratios. Since these temperature records contain substantial
ffcertainties, we suggest that datasets based on SAGE Il number densities are currently most reliable
for evaluating the SOR. We further analyse three extended ozone datasets that combine SAGE II
¥7.0 dataleads—to-substantial-differences—in-the-mixing ratio-selar-ozone respense-number density
data with more recent GOMOS or OSIRIS measurements. The extended SAGE-OSIRIS dataset
€1984-2013) shows a smaller and less statistically significant SOR across much of the tropical upper
S@atosphere compared to the previeus—v6:2;-particularly-in-the-tropical-upperstratosphereSAGE 11
data alone. In contrast, the two SAGE-GOMOS datasets (1984-2011) show SORs that compare
better with the original SAGE II data and therefore appear to provide a more reliable estimate
of the SOR. We also shew-that-alternate-satelite-ozone-datasets-have-issues<{e—g—-analyse the
SOR in recent SBUVMOD version 8.6 (VN8.6) (1970-2012) and SBUV Merged Cohesive VNS.6
88978-2012) datasets and compare them to the previous SBUVMOB VIN8.0 (1970-2009). Over their
full lengths, the three records generally agree in terms of the broad magnitude and structure of
the annual mean SOR. The main difference is that SBUVMOD VN8.6 shows a smaller and less
significant SOR in the tropical upper stratosphere, and therefore more closely resembles the SAGE I

¥7.0 mixing ratio data than does the SBUV Merged Cohesive VN8.6, which has a more continuous
SOR of ~2% in this region. The sparse spatial and temporal sampling —tow—vertical-reselution;

aeross—different—versions—ofthe-SBUYV-of limb satellite measurements prohibits the extraction of

g8b-annual variations in the SOR from SAGE-based datasets. However, the SBUVMOD VN8.6

&> CMIP6). dataset suggests substantial month-to-month variations in the SOR, particularly in
the winter extratropics, which may be important for the proposed high latitude dynamical response to
solar variability. Overall, the results highlight substantial uncertainties in the magnitude and structure
of the observed SOR from different satellite records. The implications of these uncertainties for
B8derstanding and modelling the effects of solar forcing on climate should be explored.

1 Introduction
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WhitstWhilst fractional changes in total solar irradiance (TSI) between the maximum and minimum
phases of the approximately 11 year solar cycle are known to be small (<0.1%), there is enhanced
fractional variability in the ultraviolet (UV) spectral region (>6%) (e.g. Ermolli et al. (2013)). An in-
crease in UV irradiance impacts stratospheric heating rates, and thus temperatures, through two main
mechanisms: (1) enhanced absorption of radiation by ozone, and (2) enhanced production of ozone
through the photolysis of oxygen at wavelengths less than ~242 nm. Consistent with these mech-
anisms, past studies using modelsobservations, reanalysis data and ebservations-models have iden-

tified an increase in annual mean temperature in the upper stratosphere of up to ~1.5 K between solar

maximum and minimum (e.g. Ramaswamy-et-al(2001);-Austin-etalk(2008); Mitchell-et-al-2045a) Ramaswamy et al. (2001); Mit

and an increase in ozone abundances of a few percent (Haigh; 1994;-Seukharev-and Heod,; 2006)—
Fhese-radiative-(Soukharev and Hood, 2006; Haigh, 1994) . These radiatively driven changes mod-

ify the meridional temperature gradients in the upper stratosphere, which can lead to a modulation
of planetary wave propagation and breaking, and changes in the strength of the stratospheric polar
vortex (e.g. Kuroda and Kodera (2002); Matthes et al. (2004, 2006); Gray et al. (2010); Ineson et al.
(2011)). Such feedback mechanisms can lead to amplified changes in regional surface climate via
stratosphere-troposphere dynamical coupling (e.g. Gray et al. (2010)). Constraining the stratospheric

temperatare-response to solar forcing is therefore important for understanding solar-climate coupling

and potential sources of decadal variability in the climate system (e.g. Thiéblemont et al. (2015)).

has shown-that the peak-temperature response-to The solar-ozone response (SOR) has been estimated
to make a substantial contribution to variations in stratospheric temperatures over the 11-year solar
89cle. Gray et al. (2009) used an estimate of the SOR from SAGE II (Stratospheric Aerosol and
Gas Experiment II) version 6.2 (v6.2) satellite ozone mixing ratio data and spectral solar irradiance
(S8S1) variations from Lean_(2000) to show that the contribution of the SOR to temperature changes
between the maximum and minimum phases of the 11-year solar cycle is around 60% at the +i-year
solar-eyetenear—the-tropical stratopauset~+, 30-40% between 40-50 hPay-rangesfrom-0-3—+2km,

8ad 70-80% between 20-30 K-acrossstratosphere resolving—high-top-medels(Mitehell-et-al5-2045b) km.

Shibata and Kodera (2005) conducted similar calculations using estimates of the SOR from two

atmospheric chemical models and found that the SOR accounted for only around 20-25% of the




may-phay-in-this-spreadtwo studies used similar SSI data, this difference must arise from the SOR

estimated from SAGE II observations used by Gray et al. (2009) being different from that simulated

in the atmospheric chemistry models used by Shibata and Kodera (2005) . It is therefore important

to evaluate the SOR and its uncertainties in different observational datasets to understand the climate.

té&ponse to solar variability and to provide an independent means for evaluating the performance of
atmospheric chemistry models (e.g. Austin et al. (2008) ; see also Part II).
Whilst past studies have 1 i i uantified the SOR in observations (e.g.

Soukharev and Hood (2

there are differences in the magnitudes and structures between individual satellite records. It is not
105 clear whether these are due to inter-instrument differences in observational periods and/or differ-
ences in instrument resolution, sampling or drifts. There are also apparent differences in the struc-
ture and magnitude of the selar-ozoneresponses-SOR between observations and atmospheric medels
with-interactive-chemistry-chemistry models (e.g. Haigh (1994); Soukharev and Hood (2006); Austin
et al. (2008); Dhomse et al. (2011)). These issues are compounded by current uncertainties in the
110 characteristics of spectral solar irradiance variability (e.g. Ermolli et al. (2013)), which have implica-
tions for constraining the magnitude and structure of the selar-ezonerespense-SOR because of its de-
pendence on photochemical processes (Haigh-et-al;2010; Dhomse-et-al2045)-(Haigh et al., 2010; Dhomse et al., 2015; Ball et al.,
These factors present a-an additional challenge for understanding and evaluating the overall climate
response to solar variability, particularly since dynamical feedbacks may amplify the effects of an
115 initially small forcing (e.g. Matthes et al. (2006)).
The foeus-aim of this two part study (see also Maycock et al., in prep.) is on-to evaluate the repre-
sentation of the selar-ezone-signalin-SOR and its uncertainties in satellite observations and global

models. The goal-is—to—synthesise-eurrentknowledge—to—inform—arecommendation—forincluding

120

125 In-particular;-wepresent-the-describes the SOR in the latest version 7.0 of-the-Stratospherie-Aerosot

and-GasExperiment(SAGE)Hl-data—and-compare—(v7.0) of the SAGE II dataset and compares

it to the former version—6-2-datav6.2, which has been used in several solar-climate studies (e.g.
Soukharev and Hood (2006); Gray et al. (2009)) and in several ozone databases developed for
climate models without interactive chemistry (Cionni et al., 2011; Bodeker et al., 2013) . A number

130 of merged satellite ozone datasets, which extend SAGE II using more recent recordsmeasurements,



have also been created and reeentty-analysed as part of the SPARC-WCRP/SPARC (World Climate

research Programme/Stratospheric-tropospheric Processes and their Role in Climate) SI?N ozone
trends activity (e.g. Tummon et al. (2015)); here-we analyse the selar-ozene-signals—infive-suech
combined-satellite-SOR in three of these combined satellite ozone datasets. We also present-the

135 updated-analyse the SOR in two versions of the recently released VNB8.6 of the Solar Backscatter
Ultraviolet Instrument (SBUV) data and compare this-these to the former SBUVMOD VN8.0 data.
—Part II of this-the study (Maycock et al., in prep.) describes the selar-ozoneresponses-in-simulations
WCRP/SPARC Chemistry-Climate Model Validationexereise (CEMVal-2)(SPARC-CEMVal;-2010)Initiative
{€E¢MI) and compares them to the-observations-deseribed-here-a subset of the observational records
discussed here that are determined to be most reliable for diagnosing the SOR (see below). Part
H-also discusses the representation of the selar-ozonerespense-in-the-ozone-dataset-usedfor-SOR
in-the climate model ozone dataset created for the fifth Coupled Model Intercomparison Project
(EMIPs . . L Lo X o )
fies)(Cionni et al,, 2011) . This leads to a discussion of the representation of the SOR in the ozone
dataset being created for CMIP6 based-on-a-synthesis-of theresults-in-the-two-parts—
itis prudent to briefly review the typical requirements of an ozone database for models by describing
The CMIPS ozone database provided monthly mean ozone mixing ratios on a regular latitude/pressure

eriod 1850-2100. Data were provided on the following pressure levels: 1000, 850, 700, 600, 500
400, 300, 250, 200, 150, 100, 80, 70, 50, 30, 20, 15, 10, 7, 5, 3, 2, 1.5, 1 hPa. Stratospheric ozone
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dat (at p<300 hPa) were given as zonal mean values. Therefore for any description of the SOR must
fulfil these (or similar) criteria to be viable for use in climate models (i.e. global coverage at monthl
mean resolution and with sufficient vertical and horizontal resolution throughout the stratosphere).

2 MethodsOzone datasets

2.1 Ozoene-datasets

Tbe satellite ozone datasets examined in this study are summarised in Table 1. Unless-otherwise

of the-sateliterecords;-their spatial and temporal sampling characteristics and, where appropriate,
their merging procedures is provided by Seukh%ev%%d—Heeé(—Z@@é}—Ttmm%%al—@@%}—&nd
es-Tummon et al. (2015) and
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references therein. Their main properties are briefly summarised below. Since our goal is to extract a
signal with power on a quasi-decadal timescale, it is desirable to use the longest available timeseries
and we therefore analyse all datasets for their full time periods. For the longest record considered,

2.0.1 SAGEHbasedreeords
2.1 SAGEII based records

The SAGE II record forms the basis of many long-term ozone datasets (see e.g. Tummon et al.
(2015)). As a limb-viewing instrument, the spatial and temporal sampling of SAGE is fairly sparse,

with a given latitude measured approximately once per month; however, it is recognised as having

good long-term stability and a vertical resolution of ~1km in the stratosphere, which are beth-key

Oetober1984-to-August2005-—characteristics that are likely to be important for analysing the SOR.
We use zonal and monthly mean ozone data from October 1984 to August 2005 provided through

the WCRP/SPARC Data Inititive (SDI) (Tegtmeier et al., 2013).

+8{Fhe native retrieval coordinate of SAGE 1I is in-units-of number-density-units of ozone number
densities on altitude levels; the-data are post-processed to volume mixing ratios (vmr) on pressure
__ Fherepresentation-of-the selar-ozone response-levels using temperatures from a meteorological

reanalysis dataset. The SAGE II retrieval algorithm was recently updated as part of the version 7.0
tdgase (Damadeo et al., 2013) . The SOR in SAGE II version-6:2-v6.2 data has been discussed in a

number of studies: e.g. Randel and Wu (2007); Soukharev and Hood (2006); Gray et al. (2009) for
@jxing ratios, and Remsberg and Lingenfelser (2010) for number densities. The-SAGEH-retrieval

~'

v6.2 in units of number densities and mixing ratios. It is important to conduct this comparison for
both sets of units because the temperature dataset-record used to convert SAGE II from-its-native

units-of-number—density—on-altitudelevels—to mixing ratios en—pressure—levels—was—changed-was
changed between v6.2 and v7.0 from National Meteorological Center/National Center for Environ-

wgtal Prediction (NMC/NCEP) to Modern Era-Retrospective Analysis for Research and Applica-

tions (MERRAversion 1 (MERRA-1) reanalysis data. The impact of this change on the SOR has not
been previously evaluated and is described in Section 4.1.

. As a solar occultation instrument, SAGE II profiles can be categorised as a sunrise (SR) or sunset
(88) measurement, There are known variations in the relative numbers of SR/SS retrievals over the
800GE 11 record. For example, SAGE II obtained profiles in two narrow latitude bands each day,



15 each at sunrise and sunset, but after November 2000 SAGE II measured only one profile per
orbit at either SR or SS. These variations in SR/SS sampling have been shown to affect estimates
of climatological ozone values due to diurnal cycle effects (Toohey etal,, 2013) , but could also
affect temporal variability in monthly mean ozone values. To account for the possible effects of
885e sampling issues on the estimation of the SOR, we add an additional term to the multiple linear
regression model for SAGE II data that represents the fraction of SR to total (SR+SS) profiles used
to generate each monthly mean data point (see Section 3).

—The SAGE II mission stopped measuring in 2005. Since then several satelites-satellite instruments

have continued to measure ozone, and there are now a number of combined datasets that have ex-

feitded the-SAGEH-record-SAGE 1l to near the present dayusingrecent-measurements—Here-we
analyse-five-such-extended-datasets-that-have-been—._These datasets were recently analysed as part
of the WCRP/SPARC SI°N assessmentofactivity to evaluate long-term %&P&Ee%pheﬂeﬂzeﬂe—&eﬂd%’

SAGE-GOMOS (Global Ozone Monitoring by Occultation of Stars) (Kyroli et al., 2015; Penckwitt et al., 2015
mentioned above, SAGE II mixing ratios are produced by conversion of number densities using
an independent temperature record. The uncertainties in the SOR that result from using different
stratospheric temperature records for this conversion are demonstrated in Section 4. labout differences

p25he-extended-datasets—Differences-between-. This leads us to focus our analysis of the combined
datasets-are-also-likelyto-arise-from-the-datasources-SOR on the extended records that provide
ozone as number densities and are therefore less dependent on the conversion issues that accompany
the choice of a particular temperature record (see Section 4.2). Since SWOOSH and GOZCARDS.
currently only provide ozone mixing ratios we do not analyse them here.

230 The three extended ozone datasets all include SAGE IT v7.0 number densities. Differences in the
SOR between the datasets may therefore arise as a result of the more recent measurements used to
extend SAGE and-from-how-the-various-satellite-recordsare-merged—

Two-datasets-are-anatysed-that- 1L and/or from the methods used to merge the different satellite

records. Two of the datasets extend SAGE II using GOMOS(Global-Ozone-Menitoring by-Oceultation
235 of-Stars), which flew on the ENVISAT satellite and covers 2002-20H2-Tweo-combined SAGE-GOMOS
datasets-have-been—constraeted-sofar-which-2002-2011, but take different approaches for combin-

ASERRAARARRA

ing the two records. Kyrola et al. (2015) use GOMOS as a reference and adjust SAGE II sunrise



240

245

260

265

270

and sunset profiles separately at each latitude and altitude; this dataset will be referred to as SAGE-
GOMOS 1. Conversely, Penckwitt et al. (2015) use SAGE II as a reference and adjust GOMOS
data using seasonally-varying offsets at each latitude and altitude; this dataset will be referred to as
SAGE-GOMOS 2.

Aﬁ@ﬂ&%d&ﬁ%mﬂb%ﬂmmtmwwww@ﬁ%extends SAGE II with-OSIRIS

using OSIRIS data
WW (Bourassa et al., 2014; Sioris et al., 2014). Latitude and altitude dependent off-

sets are calculated for the deseasonalised data during the instrument overlap period (January 2002-
August 2005), and the OSIRIS data are adjusted to produce a consistent combined SAGE II and
OSIRIS timeseries.

2.2 SBUY based records

2.2.1 SBUYV-basedreeords

In addition to SAGE II, the other main long-term internally-calibrated satellite ozone dataset is com-
prised of data from the Backscatter Ultraviolet Radiometer (BUV) and Solar Backscatter Ultraviolet
Radiometer (SBUV) instrument-on-the-Nimbus-sateHite-instruments on board Nimbus satellites and
the SBUV/2 instruments on various National Oceanic and Atmospheric Administration (NOAA)
satellites. Data are available as mixing ratios on pressure levels from January 1970 to near the present
day. As nadir-viewing instruments, SBHV-has-the BUV/SBUYV records have more frequent global
coverage than the limb-viewing SAGE II, but its-their vertical resolution is at least an order of mag-
nitude poorer at pressures greater than ~15 hPa rendering it more difficult to resolve detailed ozone
structures in the mid and lower stratosphere. Since SBUV-the entire BUV/SBUYV record is comprised
of multiple separate-records from different satellites, inter-instrument biases and drifts must also be
accounted for to produce a homogenised record.

We analyse zonal and monthly mean data from the longstanding-SBUV-SBUV Merged Ozone
Dataset (SBUVMOD) version 8.0 (VN8.0) dataset and the latest release SBUV VN8.6 (McPeters
etal., 2013; Bhartia et al., 2013), thereby complementing the-anatysis-of-SBUV-previous analyses of
the SOR (e.g. Soukharev and Hood (2006) ). SBUVMOD VN8.0 by-Setkharev-and-Hood-2006)



http://acd-ext.gsfc.nasa.gov/Data_services/merged/data/sbuv.70-09.za.v8_prof.vmr.rev1.txt.

275 Two versions of the SBUV VN8.6 record have been produced so far: the SBUV-Merged-Ozone
Dataset (SBUVMOD—-SBUVMOD VNB8.6 dataset from NASA (Frith-et-al-2644)-which covers
1970-2012 (Frith et al., 2014) , and the SBUV Merged Cohesive dataset from NOAA which covers
1978-2012 (Wild and Long, 2015). These are identical to the datasets analysed as part of the SI°N
ozone-trend-activity (e.g. Tummon et al. (2015)). The two SBUV VN8.6 datasets differin-terms

280 of-which-SBUV-instruments—are-included-in—particalartime-periodscontain some differences in

the data that is included from different instruments within a particular period (see Figure 1 in
Tummon et al. (2015) ), and in the methods for averaging and merging earried-out—The-these data.

SBUV Merged Cohesive VN8.6 dataset-uses data from a single instrument in any time period; the

individual records are then bias-corrected to produce a continuous record (Wild and Long, 2015).

285 In contrast, the-SBUVMOD VNS8.6 data—set-is constructed by averaging all available data for-a
eul ol (Frid L2014}

iti within a particular time window (Frith et al., 2014) . The SBUVMOD datasets

extend back to 1970 by including data from the BUV instrument on Nimbus 4 from 1970-1976

Jirst SBUV instrument on Nimbus 7.

2.2.1 Other ozone records




3 The multiple linear regression model

Following numerous earlier studies (e.g. mee&né@my@@%@)—%tehe&e%al—@@léa}ﬁame and Gray (2010); Soukharev and Ho

the ar-SOR is diagnosed usin
315 multiple linear regression (MLR)teehmqﬂe—fhf& ; this technique enables the signals ef-associated
with different forcings within a single timeseries to be separated.

The ozone data are first deseasonalised by removing the long-term monthly mean at each latitude
and pressure (or altitude). As in past studies, we then perform an MLR analysis on the timeseries of
monthly mean ozone anomalies at each location, O;(t), to diagnose the 11 year solar cycle compo-

320 nent:
O5(t) = A x F10.7(t) + B x EESCCOs(t) + C x QBOEESC(t)

+D % QBOurinog ENSO(t) + E x AODyo1eQBOA(t) + F x Nino3AQBOg(t) +r(t), (1)

where r(t) is a residual. The analysis mainly focuses on the-annual-mean signals, which are calcu-
lated by regressing all months as a single timeseries.
The basis funct Lin-the MLR
325 The monthly basis functions are: the F10.7cm radio solar flux
(http://lasp.colorado.edu/lisird/tss/noaa_radio_flux.html), the CO, concentration at Mauna Loa

http://www.esrl.noaa.gov/gmd/ccgg/trends/data.html), the equivalent effective stratospheric chlo-
rine (EESC), 3 ast—biennia Hati indi 3

330

Sato-et-ak(1+993)5-and-the-the Nino 3.4 index derived-calculated from the Extended Reconstructed
Sea Surface Temperature (ERSST) v3b dataset

(http://www.esrl.noaa.gov/psd/data/gridded/data.noaa.ersst.html)-, and two quasi biennial oscillation

BO) indices representing tropical zonal winds at 30 and 50 hPa

335 (http://www.cpc.ncep.noaa.gov/data/indices/). Figure 1 shows example timeseries of these indices
from +984-2004-1970-2015 in arbitrary units. The coefficients A-F are calculated using linear least

squares regression.

We-use-the-
. ENSQ is the main regressor for which a lagged response in stratospheric ozone might be expected;
Bévever, we find that the SOR is not sensitive to lagging the ozone anomalies with respect to the
Nino 3.4 index by 0-12 months. We therefore do not include any lags in Equation 1. We have
also tested the sensitivity of the diagnosed SOR to the use of a spatially-varying EESC field using

10
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virtually no effect on the SOR compared to the use of a single EESC timeseries for all locations, and
from the 2 year periods following the two major tropical volcanic eruptions during the analysis
from June 1991 - May 1993). These periods are excluded from the analysis for two reasons: firstly,
86Me of the datasets analysed implicitly exclude data in these periods for quality control purposes.
whereas others do not. For consistency, we therefore exclude these periods for all datasets. Secondly,
removing these periods reduces the likelihood of aliasing between volcanic and solar signals, which

We adopt the widely used F10.7cm fux-to-representsolar-activity-beeause-itsolar flux as a proxy.
for solar activity in the MLR model. This is a more appropriate proxy-for-tV-radiationmeasure for
variations in the UV spectral region, the key driver of the stratospheric ozone response, than other
indices such as sunspet-number-or-total solar irradiance (Gray et al., 2010)—Fhe-results-presented
direct measurement of UV variability, but rather is a proxy for variations at these wavelengths.
Throughout the manuscript the SOR is expressed as percent ozone change per 130 solar flux units

(1 SFU = 10722 Wm—2Hz ') to represent the difference between the 11 year solar cycle maximum

and minimum.

The 95% confidence intervals on the SORs are estimated by:

Axtasn—(k+1)VCaa, 2
9dfere A is the solar regression coefficient in Equation 1, ¢, /9, _ is the critical t-value at a

confidence level, o, of 0.05 with degrees of freedom n — (k + 1) where n is the number of data
points in the regression, k is the number of regressors, and C'aq is the variance of the estimated
solar regression coefficient 4.

. As mentioned in Section 2.1, the SAGE 11 record is affected by irregular SR and SS sampling.
33@ function of time. This could introduce spurious variability in the monthly mean ozone values,
particularly in the upper stratosphere, as a result of the diurnal cycle in ozone. However, many
previous regression studies of SAGE II data have not accounted for the non-stationarity in SR/SS.
sampling (e.g. Randel and Wu (2007) ). Here, we account for this by including an additional term
in Equation 1 that quantifies the ratio between the number of SR and the total (SR+SS) number of
Bréfiles used to produce each monthly mean SAGE II data point; this index can take values between
0 and 1. An example of this index for the SAGE Il v7.0 dataset at 1 hPa averaged over the tropics
(30°8-30°N) is shown in Figure 2.

11



One important issue for MLR analysis -and-for-is the handling of possible autocorrelation in the
regression residuals and its effects on the estimation of statistical uncertaintiessis-. A Durbin-Watson

380 testdoes not reveal significant autocorrelation in the regression residuals at most locations; however,
this is likely to be because there is a considerable fraction of missing data points in many of
the datasets analysed. In the analysis of chemistry-climate model simulations in Part II of this
study, for which there is implicit complete spatial and temporal sampling, a Durbin-Watson test
reveals significant serial correlation in the handling-of-pessible-autocorrelation—in—the-regression

385 residuals —Here-we-inetude-in many locations for lags of one and two months, particularly in the
lower stratosphere and mesosphere. This autocorrelation can lead to spurious overestimation of the
statistical significance of the regression coefficients and we therefore include an autoregressive term
in the MLR model. Given the significant serial correlation of the residuals in the chemistry-climate
models at up to two months lag in some regions, a second order autoregressive noise process (AR2)

390 is used, which assumes the residuals 7(z) have the form:
r(t)=ar(t—1)+br(t—2)+w(t), 3)

where a and b are constants and w(?) is a white noise process; this is the same approach employed
in the recent SPARC SI?N analysis of ozone trends (Tummon et al., 2015; Harris et al., 2015) . The

inclusion of 4

395

two-tatled-Student’s-t-testthis term has a very minor effect on the results for the observational datasets
in Part I, but has a greater effect for the model results in Part II. We therefore include it in the analysis
here for consistency between both parts of the study.

400 4 Results
4.1 The SOR in SAGE II reeorddatasets

Figure 3 shows timeseries of monthly and tropical (30°S-30°N) mean percent ozone anomalies from

1984 to 2004 at select

stratospheric levels for SAGE II verstons-6-2-and-7-0-v6.2 and v7.0 in units of mixing ratio-ratios (on

405 pressure surfaces) and number densityton-densities (on approximately equivalent altitude surfaces).
Data are only plotted where at least 1/2 of the points within the tropical band have values in a given
month. The lowest panel shows the monthly mean10.7 cm solar flux for reference.

The number-density-data-anomalies in the two ozone number density datasets (blue and green

lines) are in close agreement for-the-two-versions-of SAGEH-in-the-mid-stratosphere-in the mid-stratosphere
410 (24, 31 and 36 km) both in terms of high frequency fluctuations and long-term changes. At 31 km,

there are variations-whieh-ozone variations that are consistent with a QBO influence;-but-there-are

12



no-clear-quasi-decadal-fluctuations-in-phase-with-thesoelareyele. At 36 and 40 km, an-apparent-solar
eyelesignal-becomes-more-evidentthere are variations that are visibly in phase with the solar cycle,
with relatively tew-high ozone values from 1994-te—1998-during-an—tH-—yearsolar-eyecle-minimum;
415 and-highervaluesfrom-1989 to 1992-at-solar-maximum-—However-the-data-1992 during solar cycle

22 maximum, and lower ozone values from 1994 to 1998 during the cycle minimum. The data
show greater variance in the early and later parts of the records are-noisier-and-elear-variations-and

fluctuations in phase with the solar sigral-are-netimmediately-evidentcycle are not evident from the
420 The two SAGE II ozone mixing ratio datasets (black and red lines) are also in reasonable agree-

ment for long-term changes in the mid-stratosphere-although-there-are-differencesin-the-interannual
vartationsmid-stratosphere (10 and 30 hPa). However, in the upper stratosphere (1 and 3 hPa) there

are substantial differences in both thelong-and-short-term-variations-Atthesedevelsshort and long-term
variations. For example, SAGE II v6.2 (black line) shows persistent negative anomalies in the early
425 part of the record which are not evident in v7.0 (red line). These coincide with the 11 year solar cycle
21 minimum from 1985 to 1988. Furthermore, in the latter part of the record, v6.2 shows relatively
large amplitude fluctuations with a-persistent-positive-mean-anomaly-mean positive anomalies from
2002 to 2004which-eoineides-, which coincide with the peak and subsequent downward-declining
phase of solar cycle 23. Thus, there are differences in the evolution of ozone between the two

430 SAGE II v ak-mixing ratio datasets,
particularly in the upper stratosphere. Overall, the two versions of SAGE II number density-data-are

in-mueh-densities are in closer agreement than the two-vmr-datasetsmixing ratio data.

—Figures 4(a) and (b) show latitude-altitude plots of the pereentage-differences-in-ozone-number
density-betweensolar-maximum-and-minimum-SOR for SAGE II v6.2 and v7.0 number densities,

#apectively. The sotar-ozone signatsin93% confidence intervals for the SORs in Figure 4 expressed
as percent ozone anomalies are shown in Figure 5. The SORs in Figures 4(a) and (b) are generally

consistent for the two datasetsare-highly-consistent-and-show-an-inerease-, and show positive values
of 2-4% across the tropical and subtropical stratosphere, except for a region of small (<1%) deerease

negative values at 30 km in the tropics. There is a relative maximum in the SOR of 3-4% in the tropics
4¢60km, and two off equatorial peaks of a similar magnitude at ~40 km and £35°. These findings
are consistent with Remsberg and Lingenfelser (2010) and Remsberg (2014), who found similar 11
year solar-like signals in tropical upper stratospheric ozone number density-in-the-densities in SAGE
H-v6.2 and v7.0datasets—

. The confidence intervals for the SORs in Figures 5(a) and 5(b) show the largest uncertainty at the
are slightly larger in the northern subtropics compared to the southern subtropics. The uncertainties
in the lower stratosphere between 22-28 km are smaller in magnitude, but this is partly because the
SOR is also smaller here (note the confidence intervals are expressed as percent ozone to be directly.
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980he “best estimate’ SOR in Figure 4 indicating that there are considerable uncertainties in the SOR.
climate response to the solar cycle.
Figures 4(c) and 4(d) show equivalent plots to 4(a) and 4(b) for SAGE II in units of mixing ratios

on pressure surfaces—The-ozoneresponses-levels. The SORs between ~50-10 hPa are very similar
455 in the two versions ;-and strongly resemble Figures 4(a) and 4(b), with an-inerease-a positive SOR
in the tropical lower stratosphere of ~1-2%. The structure-of-the-ozone-signals—structures of the
SOR between 20 and 5~-7 hPa are also similarin-the-two-verstons, with subtropical maxima of 1-2%
and a distinct equatorial minimum. However, the ozene-signals-SORs in the upper stratosphere are
markedly different between v6.2 and v7.0. Polewards of £20° the struetures-structure of the SORs
460 are similar in both datasets, but the magnitude is ~1% larger in v6.2eempared-te-70. In the tropics,
the v6.2 data show a large maximum-in-the-peak in the SOR in the uppermost stratosphere of up to

5%, whereas the v7.0 data show a smaller inerease-SOR of 1% in this region.

46T he confidence intervals for the SAGE Il mixing ratio SORs in Figures 5(c) and 5(d) are generally.
similar to those for number densities, with the exception of the uncertainties being considerably
larger in the tropical upper stratosphere in both datasets, but particularly in SAGE II v6.2. The
relatively large uncertainties in the “best estimate’ of the SOR would feed through to similar uncertainties
in the contribution of the SOR to the atmospheric response to the 11-year solar cycle (Gray et al., 2009; Shibata and Kodera, 2005) .
g1 therefore important to understand the causes of the differences in SOR between the SAGE II

v6.2 and v7.0 datasets, since it presents a limitation for understanding and simulating the climate
. Ermolli et al. (2013); Mitchell et al. (2015b

response to solar forcing (e. . This is explored in the

next section.

4.1.1 Sensitivity-te-Differences in NMC/NCEP and MERRA-1 stratospheric temperature
475 reeordrecords

Since the ozone-signralsinthe-two versions of SAGE II are-comparable-innumberdensity-anitsshow
comparable SORs for number densities, the differences between Figures 4(c) and 4(d) must be re-

lated to the conversion of SAGE II te-data to ozone mixing ratios. As described in Section 2.1, SAGE
11 v6.2 employed NMC/NCEP temperature data for this conversion, but this was changed to MERRA:
480 reanalysis-data-MERRA-1 for v7.0 (see Damadeo et al. (2013) for details). The differences in the
solar-ozone-signals-SOR in the upper stratosphere must therefore be related to the use of different
temperature analysesrecords in the conversion. It is known that the evolution of upper-stratospheric
temperatures in some reanalyses show unphysical variability and trends (Mitchell et al., 2015a), and

these have been corrected for in some solar-climate studies (e.g. Frame and Gray (2010); Hood et al.
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485 (2015)). Spurious-vartations-in-upper-However, the effect of temperatures on the SOR in SAGE II
data has not been considered previously. Indeed, spurious variations in stratospheric temperatures in

meteorological-analyses-and-reanalysesreanalyses datasets, which are introduced through changes
in the observing system over time, may-therefore-could mask or enhance the signal of the 11 year

solar cycle in the-SAGE-H-reeordSAGE II ozone mixing ratios.

49Figure 6 shows timeseries of annual and tropical mean temperature anomalies at select pressure
stratospheric levels (1, 2, 5, 10, 30hPa) for the NMC/NCEP and MERRA—datasets— MERRA-1
datasets. The NMC/NCEP temperatures are those provided with the published SAGE 1I data files
website. At 30hPa, the evolution of the two temperature records is nearly identical during the
peBiod of overlap, with a long-term cooling trend of ~0.6 K decade ! and-a-warming-that is strongly
connected to an apparent step-wise cooling of ~6:52 K around-the-time-of-the-Mount-Pinatube
voleanie-eruptionin1+99+-—between 1992 and 1994. However, at pressures less than 30 hPa there are
substantial differences between the records. In-the-upper-stratosphere-at-thPathe-The NMC/NCEP
data show a-long-term-warming-trend-of +-6exceptional behaviour between 2000-03, At 1KhPa,
8agre is a warming of more than 3 decade='K over this short period, which is in-contrast-to-the
eooling-trend-of-coincident with a warming of ~1K at 2 deeade—n-MERRA—TFhe- MERRA-data
also-show-an-exceptional-eooling hPa. In contrast, at 5 and 10hPa there is a cooling of more than
4 and 2 K, respectively, over this period. The magnitude and vertical structure of these changes in
the NMC/NCEP record seems inexplicable as to be related to any physical process. particularly.
80en compared to the variations found in the remainder of the record. Some of these issues may be
related to the method used to construct the NMC/NCEP temperature record itself. NCEP reanalysis
data were only available for pressures greater than 10hPa, requiring the addition of operational
analyses to extend the data to the stratopause. Data from an atmospheric model was used to further
extend the temperature data to the mesosphere, but these levels are not considered here (see e.g.
Brimadeo et al. (2013) for more details). The NMC/NCEP temperature record used to convert SAGE
ILis therefore constructed from several component datasets. Regardless of the exact cause, it seems
likely that some of the temperature variations in the NMC/NCEP record are spurious and this may.
. The temperature variations in MERRA-1 over the period 1985-2003 are generally smaller in
cycle 23 by around a year, and is also larger in amplitude than typical solar signals in temperature at
62@pper stratospheric temperatures during the declining phase of the solar cycle.
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A valid question is which representation of past stratospheric temperatures is likely to be most
realistic? Mitchell et al. (2015a) compared MERRA-1 to Stratospheric Sounding Unit (SSU) satellite
data and found considerable differences in upper stratospheric temperature variability between the

two records. However, the en he-timeseries—during w : ar-ey
while-the- NMC/NCEP data show a marked-warming-in-this-period—There-are-therefore-substantial

and-upper stratospherebetween-the-two-reeords long-term warming trend in the upper stratosphere,
which is opposite to the cooling expected from increasing atmospheric CO and declining ozone
abundances over this period. Both records therefore appear to exhibit differences compared to observed
stratospheric temperature changes.

___The evolution of temperature-atmospheric temperatures will affect the geometric altitude of a
given pressure surface, as well as the conversion from number density to mixing ratio. It is well

known that a-long-term-cooling will lower the altitude of pressure surfaces, a so-called ‘atmospheric
shrinking’ effect. Therefore the presence of cooling near the stratopause in MERRA-MERRA-1
§301ld tend to lead to a greater atmospheric shrinking than for the NMC/NCEP temperatures. Fur-
thermore, the conversion from number density to mixing ratio is proportional to temperature, so a
positive correlation between number density and temperature over the solar cycle would tend to in-
crease the mixingratio-signal-magnitude of the SOR on a given pressure surface. Figure 7 shows
the annual mean solar cycle signals in stratospheric temperatures derived for a)-the NMC/NCEP
a1d (b MERRAMERRA-1 datasets over the period 1985-2003. Although the bread-strueture-sign
of the temperature signals are targely-eonsistent-consistent in most regions, the maximum warming
in the tropics at solar maximum occurs at 4 hPa in MERRA-MERRA-1 as compared to 2hPa in
NMC/NCEP. The peak warming-magnitude of the solar cycle temperature response is also around
25% smaller in MERRA-compared-to-in-MERRA-1 compared to NMC/NCEP. The impact of these
éifferences on the SOR in SAGE II mixing ratio data are explored in the next section.

However, the

4.1.2 Dependence of SOR in SAGE II mixing ratios on temperature record
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Intight-of theseuneertainties;-we—econduet-and MERRA-1 temperatures on the SOR in SAGE
II, we perform our own conversion of SAGE-H-the SAGE 1II v6.2 data from number densities to

mixing ratioste-te

stgnal. Each monthly and zonal mean ozone profile is first converted to number density-densities on
pressure levels s-using the hydrostatic relatiorequation, and then to mixing ratios on pressure levels
using the ideal gas law. The MLR in Equation 1 is then applied to the converted ozone mixing ratie
timeseriesratios to derive a selar-ozone-signalb-SOR that can be compared to the eriginal-SAGEH

datasetspublished SAGE II mixing ratio datasets discussed above and shown in Figure 4.
As a first test, we convert the-SAGE II v6.2 number density-profiles-densities to mixing ratios using
the full timeseries of temperatures from NMC/NCEP and MERRA-to-testhow-our-MERRA-1 in turn,

The SORs diagnosed from these ‘post-hoceonverted-data-compares-to-the-original-records—These-
converted datasets are shown in Figures 8(a) and 8(b) for NMC/NCEP and MERRAMERRA-1,

respectively, whieh-with the difference between them shown in Figure 8(c). These can be compared

to Figures 4(c)and—~d-4(e). We stress that differences in the SORs are to be expected, since in the
original-datasets-each-published SAGE II datasets each ozone profile is converted separately before
averaging is performed, whereas here we eenvert-have converted the monthly, zenal-zonally and
latitudinally averaged ozone number density profiles.

578he converted-SOR in the post-hoc converted data using NMC/NCEP date-show-atemperatures
(Figure 8(a)) shows a qualitatively similar structure to Figure 4(c), but the magnitude-of-the-signal
peak magnitude is underestimated by areund-~2% in the tropies—Also-the-signal-in-thetropical

tropical upper stratosphere. The SOR in the data converted using MERRA-MERRA-1 temperatures

BB8ipure 8(b)) also-agrees-well-compares more closely with the original datasetin-the-mid-and-upper
stratosphere-SAGE 1I v7.0 vmr dataset (Figure 4(d)). In particular, the reduced magnitude of the

solar-ozone-signal-SOR in the tropical upper stratosphere is captured-This-comparison-indicates-that

A N A 2N P A AGE d A AOLD

signals—As-was-diseussed-above;-the-, which allows us to explore how differences in linear trends
and solar cycle signals in temperature between NMC/NCEP and MERRA-datasetsshow-markedly

e-MERRA-1 impact

on the diagnosed SOR.
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Figures 8(d) and 8(e) show the SOR for the SAGE II v6.2 number-density-data-data converted to
mixing ratios using a monthly temperature climatology from MERRA-1 added to a latitude-height-time

dependent linear trend and solar signal-component,—which—are-extracted—from—each-dataset-as—a

are shown-incycle term (see Figure 7) extracted from either NMC/NCEP (Figure 8(d)) or MERRA- 1
(Figure 8(e)). The difference between Figures 8(ed) and 8(e)~The-data-converted-using-¢) is shown
in_Figure 8(f) for reference. Figures 8(d-f) are very similar to Figures 8(a-c) indicating that the
majority of the difference in SOR in Figure 8(c) can be intepreted as due to differences in long-term

@ends and solar cycle variability in temperatures between NMC/NCEP tempera{ufes—shemfgef
RRAand

MERRA-1. Further tests (not shown) ;show—that-this—is-show that the diagnosed SORs are not
affected by ¢

wrﬂﬁheﬂme-depeﬂdeﬂ{—&eﬂd—&nd—sela%eye}eeempeﬂeﬂ%&the choice of base temperature climatolo

MERRA-1 or NMC/NCEP).
The remaining panels m—Figufe%Fl ures 8(g-1) and 8(j-1) show equivalent results to Figures

with the conversion to mixing ratios performed with the temperature climatology added to either
the linear trend (Figures 8(g-1)) or solar cycle (Figures 8(j-1)) components of temperature variability_
from the two datasets. In both ea ata tsHig R : .
ﬁgﬁ&kowfvtlrcseﬂlnlwrwwwvwgcvs&svvtvwvm}wS()l{ in the troplcal upper stratosphere eempafed%eﬂi&t—ﬂ%mg
indicates that both Mgmw%ﬁﬂﬁem%e%meﬂﬁﬁempeﬁ&ww
@mg%nmconmbute to the differences between-the-solar-ozone-signals-in-Figures
In conclusion, the selar-ozone-sigrals-SORs in SAGE II are-highly—consistent-across—the-tweo
verstons-v6.2 and v7.0 are much more consistent in terms of number densities on altitude surfaces -

ratios on pressure surfaces. The differences in SORs in the latter occur particularly in the upper
stratosphere, and these have been shown to be sensitive to the gl/%l\s/\g@g}emperature records used

for conversion.

trends-and-selar-eyele—variability-in-the-temperaturerecords—The long-term warming trend in the
upper stratosphere in NMC/NCEP data is at odds with eurthe understanding of recent changes in

i es-stratospheric composition
and its impact on temperatures (Randel et al., 2009) ; however, the peak of the solar cycle signal in

stratospheric temperatures in MERRA-1 is at lower altitude #n-MERRA-than predicted from theory
and models. Recent analysis suggests that the anticipated-photochemiealrelationship between ozone

and temperature in the upper stratosphere is-that is anticipated from photochemical theory is more

18



630

635

660

realistic for the SAGE II v7.0 mixing ratio data than for v6.2 (Dhomse et al., 2015). Fhese-stubstantial
epefrqt}esﬁeﬂs—afeuﬂekNevertheless there remain questions around which of the SAGE II mixing

ratio datasets rais
issues for the representation of the SOR in the CMIPS s-which-targely relied-upen-ozone database.
which was largely based on SAGE II v6.2 vimr-data—This-will-be-discussedfurtherinPartH-of this

mixing ratios (Cionni et al. (2011) ; see also Maycock et al., in prep.).

4.2 Recentextensionsto The SOR in extended SAGE II datasets

Given the uncertainties in the SOR.

for the SAGE Il mixing ratio datasets discussed above, we focus our analysis of the extended SAGE
11 records on the three SI°N datasets that are currently available as number densities (see Section
84D: SAGE-GOMOS 1, SAGE-GOMOS 2, and SAGE-OSIRIS. Extending SAGE 1I using these
more recent measurements increases the number of data points included in the MLR model by almost
a factor of 2 in the tropics and by ~50% in the subtropics (see Supplementary Material Figures ST
and 52). Figure 9 shows timeseries of monthly tropical percent ozone anomalies at select altitudes
for the three SI’N datasets. The datasets do not agree perfectly over the SAGE II era (1984-2004)
Bébause the anomalies are defined relative to the entire timeseries, but overall they show similar
behaviour to SAGE 11 v7.0 number densities (green line) in Figure 3. as expected. In the post-2004
period, where either GOMOS or OSIRIS data are included, the datasets show generally consistent

BO-like variations in ozone

are visible in the timeseries at 24 and 31 km. At 36 km, there is a decline in ozone from 2004-09 in

8Hahree datasets, with increases subsequent to this. However, in the upper stratosphere (48 km) there
are more substantial differences between the datasets, particularly between the SAGE:GOMOS and
SAGE-OSIRIS records. SAGE-OSIRIS shows mean positive anomalies from 200413, particularly
in the latter part of the record, whereas the two SAGE-GOMOS datasets show negative anomalies
between 2007-10, which coincide with the minimum of solar cycle 23. These differences in ozone
85fiability during the post:SAGE 11 period may affect the SORs diagnosed in the extended datasets.
as compared to that found for the SAGE I v7.0 data alone (Figure 4(b)).

Figures 10(a-c) show the SORs in the three extended SAGE II datasets deseribed—in—Seetion
21+—The-and Figures 10(d-f) show their associated 95% confidence intervals in terms of percent

ozone. An indication of the importance of how the separate-satellite records are merged for the

e-SOR can be seen by comparin
Figures 10(a) and 10(b), which show the SOR in SAGE-GOMOS 1 and SAGE-GOMOS 2, respec-

tively. The SOR in SAGE-GOMOS 1 shows censistently-smaller-ozone-increases-by—1a generally
smoother spatial structure as compared to SAGE-GOMOS 2, which-has—typical-magnitudes—of
2-3although the magnitudes are not distinguishable from one another given the estimated confidence
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intervals (Figures 10(d-e)). Nevertheless, since statistical uncertainties in the SOR are not typically.
accounted for in solar-climate studies (e.g Gray etal. (2009) ) or in climate model ozone datasets
(e.g. Cionni et al. (2011)), differences in the ‘best estimate’ of the SOR between the datasets remain
important to characterise. The differences of the-two-merging proceduresin SOR between SAGE-GOMOS.

1 and 2 must arise from differences in the data merging procedures, which are summarised by Tum-
mon et al. (2015), and are described in mere-detail by Kyrola et al. (2015) and Penckwitt et al.

(2015). However; difficult-to-identify-whichfactors—in-the-mersins—procedure-aretikely-to-be
most-important-for-the-differences—in-the-solar-ozoneresponses—Analysis of the SOR in the two
SAGE-GOMOS datasets over the SAGE II period alone (1984-2004) reveals similar differences in
magnitude and structure (not shown), which suggests that the use of SAGE II or GOMOS as a refer-

ence -to which the other record is adjusted s a key factor which-ean-alterthe- SAGE H-signal-itself

for the differences in SOR. The uncertainties in the SOR in SAGE-GOMOS 2 (Figure 10(ejshows

ed - SAGE T-OSTRIS datace boca d 1 octlirshow—sionificantinereasasin-ozona o

those found in the SAGE II v7.0 number density dataset (Figure 5(b)), whereas the magnitude of the
uncertainties in the SOR in SAGE-GOMOS datasets;-which-both-show signifieantinereasesinozone

compared to SAGE II v7.0and-SAGE-OSIRIS, particularly in the upper stratosphere.

—The SWOOSHrecord-SOR in the SAGE-OSIRIS dataset (Figure 10(dc)) shows a-much-smoother

at-these-Jevelsinkm. This is consistent with the results of Bourassa et al. (2014) who conducted a

stmilar MLR analysis to assess long-term ozone trends in SAGE-OSIRIS (see also Tummon et al. (2015) ).
Hewever, the SOR is smaller and less significant in the tropical upper stratosphere and northern
&R@atropics as compared to the two SAGE-GOMOS datasets and the SAGE II v6-2-data-compared

B L e o R R B e e e
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fean data. Hubert et al. (2015) identified

a-significant positive drift of 5-8 hPa—Thesignal-in-GOZCARDShas-asimilarstructure-to-thatin
SWOOSH;butis-areundt%targer-

—DMost of the extended SAGE II datasets also show significant increases in ozone in the tropical
lewer stratosphere of a few percent. It has been hypothesised that positive ozone anomalies could
B¢bur-in this region as a result of changes in the large-scale stratospheric circulation during the solar

eycle (Kuroda and Kodera,- .

__decade™ ! in OSIRIS data above 35 km compared to ozonesondes and lidar measurements, which

may contribute to the differences in SOR in the upper stratosphere.
—Although there are some-similarities—between-thefive-extended-broad similarities in the SOR'

Bebveen the three extended SAGE II datasets there are also marked-some differences. This is de-
spite the fact that four-of-the-five-datasets-use-the-same-version-of SAGEJ-all of the datasets use
SAGE 1L v7.0 number densities as a basis; i

between generating the longest climate data record possible, which is desirable for analysing quasi-decadal
Fahals, and the introduction of additional sources of uncertainty from combining multiple satellite
records with different sampling properties and drifts. There appear to be variations in ozone in the
magnitudes-of OSIRIS record that reduce the magnitude of the SOR in the extended SAGE-OSIRIS
record compared to the selar-ozone-signals-differ-by—up-to-afactor-of 3-4—These-differences—will

738 AGE 1I period alone. When the SAGE-GOMOS datasets are analysed over the SAGE II period
1984-2004), SAGE-GOMOS 1 shows the greatest resemblance to the original SAGE II v7.0 data
in Figure 4(b) (not shown) and we therefore conclude that this record is likely the most reliable

estimate of the SOR from the datasets considered.
4.3 TheSBUV-record

735 4.3 The SOR in SBUV records
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__ Figure 11 shows timeseries of monthly percent ozone anomalies at select presstre-stratospheric
Azls (as in Figure 3) for the SBUV-SBUVMOD VN&.0 (black line), SBUVMOD VN8.6 (red line),
and SBUV Merged Cohesive VN8.6 (blue line) datasets. The-differences-between-the-SBUV-records

{eﬂd{e—}ﬂereasew%hmereasmg-pfe%uf%At 1 hPa, the %OW datasets

Mmfm
BB0ween the SBUMOV VNS0 and the two SBUV VNS 6 datasets, the latter being largely consistent
with one another. In particular, SBUVMOD VN8.0 shows a larger positive trend in ozone from the
mid-1990s to the mid-2000s than in the two-SBUV VNS.6 records; this partly coincides with the
ascending phase of solar cycle 23. At 53 hPa, the-SBUV-a comparison of the three SBUV records
reveals somewhat different behaviour. Here, the SBUVMOD VNS8.0 and SBUY. Merged Cohesive

¥888.6 re

datasets-with-datasets show more similar ozone variations, and instead the SBUVMOD VN8.6 and

is an outlier exhibiting a larger
decline in ozone compared to the other two records of ~7-8% over 1979-2012. At 5 hPa, all-ofthe
m&u@ﬁ%@m&show similar temporal variations in the+980s;but-with
the records, with some differences in offsets linked to different behaviours in the late 1990s and early
2000s -
thanin-the- SBYV-VINS-6-reeords;when data come from the NOAA-11, 14, 16 and 17 satellites. At

30 hPa, the three SBUV records are largely consistent with one another in their short and long-term

yéHRations, with some exceptions during the 1990s when the data come mainly from the NOAA-11
and NOAA-14 satellites (see e.g. Tummon et al. (2015) ).

show the annual mean SORs in the (a) SBEV-SBUVMOD VN8.0, (b) SBUVMOD VN8.6, and (c)
SBUV Merged Cohesive VN8.6 datasets. The—SBWWS%&é—SBWMerge%@hem&—\ﬁN&é
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Fmterpositive-anomalies-2)-in-Figures 5(d-f) show the seuthern-subtropies-thanin-SBUV-VINE0
fassociated 95% confidence intervals in terms of percent ozone. All three SBUV records show a

Dasea

atesser-extentin-, The SOR in the tropical upper stratosphere is smaller and not highly statisticall
gihificant in SBUVMOD VNB.6dataset;-but-which-is-absentin-SBUV-VINS, which is in contrast to

the two other records and somewhat resembles the SOR in SAGE 11 v7.0 -Hewever-we note that the

the-newer-datasetmixing ratios (Figure 4(d)). The modifications to the data processing algorithm be-
tween the-two-versions-SBUVMOD VN8.0 and SBUVMOD VNS8.6 are documented by Bhartia et al.

(2013); these include the use of new ozone absorption cross-sections, a new a priori ozone climatol-
ogy, and a new cloud-height climatology. In addition, changes were also made to the inter-instrument
calibration, which is now achieved at the radiance level during periods of overlap between the SBUV
instruments (DeLand et al., 2012; Bhartia et al., 2013). It seems likely-that-the-calibration-changes
would-have-the-greatest-plausible that calibration changes could impact on the diagnosis of quasi-
decadal variability in ozone, and it seems possible that the new proeedures-processing procedure

may have smoothed out the-selar-ozone-signal-in-the-part of the SOR in the upper stratosphere in
SBUVMOD VNS8.6.
upper stratosphere between the two SBUV V8.6 datasets; Figure S-hightights—that-akey-issue

tve-is_analysed over the
shorter 1978-2012 period (not shown), so this does not result from the inclusion of the early BUV
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WS@A&%aset—étht&eé%a}}ﬂfﬁfessufes—}ess—&mﬁéThe SORs in the three SBUV records show

MQ&M hPa—HeweveHa—fheNeﬁhemheﬁﬂsphef&mefe—af&ﬁgﬂrﬁeaﬂ%
v-hPa, with

RARAAARAA
SBEJVMOD VN 8&%&9&%&4&%&%&:&%@%&&88%&%%
significant SOR, particularly in the northern extratropics, while SBUV Merged Cohesive VN&:6
datasets—show-insignificant-changes—in-ozone-in-the-tropies-at-.6_shows a weaker SOR. However,
we note that the poor vertical resolution (~ 10 hPa-with-an-inerease-below-between20-56km) of the

SBUV instruments at pressures greater than NlShPa—a}ﬂmghﬂﬁ%fﬁeaHesehrHeﬁef—SBH%ﬁﬂ{

#85-stady;-this-is-hPa makes it challenging to resolve features in the mid and lower stratosphere.
Note that the confidence intervals for all the SBUV records are smaller than those for SAGE II

based records (see Figure 5 and Figures 10(d-f)). This is likely to be because the offsets-between-the

sffa{espheﬂeﬁzeﬂe—measufemeﬂfs—ﬁr{he%DBP—dafase{—number of data points included in the
MLR analysis is around 2-3 times higher for the SBUV datasets than for the SAGE records (see
Supplementary Material Figures S1 and S3).
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848t is desirable for the purposes of e.g. chemistry-climate model evaluation to determine which
SBUYV dataset might be most reliable for estimating the annual mean SOR; Lean (2014) analysed
total column ozone measurements from SBUVMOD VN8.0 and SBUVMOD V8.6 and found a
smaller SOR in SBUVMOD VN8.6 near-global column ozone, which appeared to be related to
instrument effects around the 1996 time frame. However, Hood (1997) analysed the SOR in total
Wmost of the ether—d—&fasefﬁﬂ—ﬂms—smdy—l{—rs—eﬂeef—theeﬂ%ydﬁase%s

__Instead, the main features in HALOE consist of increases in ozone in the subtropics of 3 maximising

at-Ssignal is associated with ozone changes in the lower stratosphere that are linked to dynamical
BBacesses. Column ozone measurements are therefore unlikely to be particularly helpful for constraining
the SOR in the upper stratosphere where differences are found amongst many of the datasets analysed
here and where the SOR is strongly determined by photochemical processes.

—Tummon et al. (2015) analysed vertical profiles of long-term ozone trends in satellite datasets
and found that SBUV Merged Cohesive VN8.6 showed negligible ozone trends at 2hPa in-the

1984-1997, whereas almost all other datasets analysed, including SBUVMOD VNB8.6datasets-also
8b6w-a-comparable-strueture-to-HALOE-, showed a significant decline of several percent per decade

over this period

870

SBUV Merged Cohesive VN8.6 éafaset—t&eheseﬁ—fer—ﬂﬁs—aﬂalyﬁ&bee&use—}t—exteﬁds—feﬁmefe
than40showed larger negative ozone trends that the other datasets between 5-10

875 Wild and Long (2015) and Tummon et al. (2015) explain how the adjustments used to combine data
from the ascending node of NOAA-11 with NOAA-9 and NOAA-14 in SBUV Merged Cohesive
VYN8.6 were determined from the overlap of the descending node of NOAA-11 with NOAA-16
because of known issues with the quality of data from NOAA-9 and NOAA-14 (Kramavora et al., 2013) .
Since the NOAA-9 and NOAA-14 data coincide with the end of the trend analysis period used by
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Tummon et al. (2013) . this could have had a particularly pronounced impact on their linear trend
calculations, but may not be as important for diagnosing the SOR.

—~Figure-2?-shows-the-annual-mean-solar-ozone signal-in-the-From the timeseries of 1 hPa ozone
anomalies shown in Figure 11, it would appear that differences between the two SBUV_VN8.6
datasets in the early 2000s may be more important for determining the differences in SOR in the
&gipical upper stratosphere. During this period, which coincides with the maximum of solar cycle
22, SBUVMOD VNB.6 shows persistently more negative ozone anomalies than SBUV_Merged
Cohesive VN8.6. Further analysis of the SOR for the period up to the year 2000 (not shown) does
produce a slightly larger and more significant SOR in the tropical upper stratosphere in SBUVMOD

VNS.6datasetfor—sueeesstve year—pertod eparatea—oy rear—terva overine—1979-2009-

tor—, but the magnitude is still ~ ldoeesnot

isalso-inereasing% smaller than in SBUV Merged Cohesive VN8.6 indicating that the post-2000
period alone does not explain all differences between Figures 5(b) and 5(c). Based on the above
f@gtors, it is difficult to assert which of the SBUV VN8.6 datasets is likely to be most reliable for
estimating the SOR. However, in practice the differences between the SORs in the deetine in-EESE

—These results highlight the challenges associated with extracting a quasi-decadal signal from a

relatively short observational record.

- tropical upper stratosphere in the SBUV records are small compared to the associated statistical
amoertainties (Figures 5(d-f)) and small compared to the differences in SOR between the two SAGE
Il mixing ratio datasets in this region. We therefore conclude that using the longest climate data
record is most favourable for diagnosing the SOR, particularly on seasonal timescales (see Section
4.4), and in this case that is SBUVMOD VN8.6.
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4.4 Seasonality in the solar-ozone response

9te analysis so-far-hasfoeused-on-thus far has described the annual mean selar-ezene-signals—in
sﬂeﬁﬁeﬂb%m%%smgggm However, fhefe—afeﬂlfkeb#t&befeaseﬂaﬂy-depeﬂdeﬂ{

the SOR is expected to exhibit a seasonal dependence; for example, in regions close to photochemical
steady-state the annual cycle in solar zenith angle would be expected to produce a larger SOR in the
sammer hemisphere (Haigh, 1994) . Furthermore, given the hypothesis that solar variability modifies
the strength of the stratospheric polar vortex (Kuroda and Kodera, 2002) , there may also be seasonal
signatures in the SOR arising from dynamical processes, particularly in the winter hemispheres.
Seasonal variations in the SOR could potentially influence the overall climate response to solar
vartability (Hood-et-al; 2615)-Constraining-the selar-ozoneresponse-forcing through coupling to
gafiation (e.g. Hood etal. (2015) ), and itis therefore important to characterise these in observations

and chemistry-climate models.
Constraining the SOR on seasonal timescales requires high spatial and temporal data coverage;

this is to ensure that any seasonal component of the signal can be resolved, but also to increase the
number of degrees of freedom (i.e. the number of datapointsdata points) available for the regression.

930 Such coverage is not adequately provided by limb-viewing instruments, such as SAGE II, which
only-have relatively sparse and infrequent sampling. The coverage is considerably better for nadir-
viewing instruments ;steh-as-the-like SBUV; however, as described above their vertical resolution is
much poorer in the middle and lower stratospherethanfortimb-viewers. There is therefore a trade-off
between the information that can be usefully extracted from different data sources.

935 n-tight-of-the-muchtmpreve-Given the denser sampling of SBUV compared to SAGE II, we
focus here on the SBUVMOD VN8.6 dataset to examine the seasonality of the selar-ozone-signal

inr-observationsSOR. Figure 5 shows the monthly meawselaf-ezeﬁe—s:gﬁﬁﬁw%h&SOR in SBU-
VMOD VNB8.6 datasetfor the period +984

monthsseparately1970-2012. These values are calculated by applying the MLR model to timeseries

940 for individual months, and therefore no autocorrelation term has been includedin-the- MER, since sep-

arate months are found-to-be-approximately uncorrelated from year-to-year. We note that the preeise

at-detailed magnitudes and structure of the
monthly SORs are more sensitive to the Sﬂmp}mgpeﬂed—ése&eg—drse&sstefrm—See&eﬂﬂchmce
of analysis epoch than for the annual mean SOR (not shown), but the broadseale-struetures-broad

945 features are generally consistent. The key point to take from Figure 5 is that there are much-targer

assoetated-with-substantially enhanced meridional and vertical gradients in the monthly SORs as
compared to the annual mean sigral-SOR for SBUVMOD VN8.6 shewn-in Figure 5(b). This peint
was-also-noted-is similar to the conclusion reached by Hood et al. (2015).
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Although much of the localised ehanges-in-ozone-are-clearly-driven-by-variations in the SOR

are driven by dynamical processes, it is also possible that they could feedback onto circulation

through their-impaet-the radiative impacts of ozone on stratospheric heating rates and temperatures.
Hood et al. (2015) concluded that the three chemistry-climate models from CMIP5 that simulated

simulate strong gradients in ozone in the winter upper stratosphere, which mere-elosely-resembled
observations;tended-most closely resemble observations, tend to have high latitude dynamical re-
sponses that eompared-more-favourably-with-are most similar to reanalysis data. }-may-therefore-be

thatlack-interactive-chemistrySeasonal variations in the SOR may therefore play a role in the abilit
of a model to simulate the climate response to solar variability. However, given the tight coupling

between ozone and dynamics, attribution of the importance of such radiative feedbacks is particu-
larly challenging. To our knowledge, the importance of this two-way coupling for the selar-elimate
response-climate response to solar variability has not been explicitly tested. This is important to clar-
ify for-modeling-the-impact-of-solar-vartability-on-elimate-because it is not known whether it is suffi-

cient to simply prescribe a seasonally-varying selar-ozone-signatlSOR, or whether a fully interactive
chemistry-climate model is required whieh-ean-to capture the coupling and feedbacks between com-

position, radiation and dynamics over the solar cycle. The representation of the selar-ozeneresponse
in-global-atmespherie-SOR in global climate models is discussed in more detail in Part II of this study

(Maycock et al., in prep.).
5 Diseussion

5 Conclusions

The representation—of-the—annual-mean—solar-ozone response has—been—analysed—in—many—of-the
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impertantimplicationsfor-understanding-the-(SOR) forms an important part of the climate response

1RO ariah ha 1:ang of-chance 1 o d - oz7zane—on At hea haq o
S

»oratr—vartao V- pa O ansg acta ana—oZzo O atoSsp attmgta

selar cycle variability through its impact on stratospheric temperatures (e.g. Shibata and Kodera
£2005); Gray et al. (2009)). Since—one—of-theleading—top-down—mechanisms—for—solar-chma
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--This_papers forms
the first of a two-part study that aims to quantify the SOR in current satellite observations and

—It is therefore important to quantify the solar-ozone signal to improve our understanding and

ability to model the influence of solar variability on climate. Many global climate models, such as
#93@-participating in CMIP exercises, do not currently represent stratospheric chemical processes.
As aresult, several ozone databases have been created for long-term climate model studies. To allow

for a realistic representation of the impacts of solar variability on climate, these datasets must include

a-solar-ozone signal. Such a signal could be derived from observations and Part I has focused on

comparing the SOR in recently updated and/erfrom—chemistry-climate-modelsimulations—
1085 extended versions of long-term satellite ozone datasets (e.g. SAGE II, SBUV) with their previous
counterparts (e.g. Soukharev and Hood (2006); Austin et al. (2008) ).

___The SAGE II dataset has been widely used for ozone studies because of its long-term stability.

analysis-of-the SAGE-H-SAGE 11 ozone data are available as number densities on altitude levels
a08dost-processed to mixing ratios on pressure levels. The SAGE II version 6.2 (v6.2mixingratio

O crata O - aatd OW—a d atosSpne OZO1c

i i mixing ratio dataset shows a positive annual mean SOR with a
peak magnitude of ~5% near the tropical stratopause. However, the more recent SAGE II v7.0

~
A

mixine ratio data-show-a-markedly dilterentsolar-ozone sienal, with-smallerincrease

Conversely, the SORs in the equivalent SAGE I number density datasets are much more consistent
for v6.2 and v7.0, and show a three peaked structure in the tropics/subtropics with a magnitude of
up to 3-4%._

By applying a post-hoc method to convert SAGE II number densities to mixing ratios, we have.
shown that the differences mustin SOR mostly arise from the change in the-temperature-fields-used

independent temperature record used by the SAGE II team to convert number densities to mixing ra-
tiosfrom: v6.2 uses NMC/NCEP atv6-2to-MERRA-atand v7.0 —A-poest-hoc-conversion-of menthly

beth-the-uses MERRA-1 temperatures. Differences between these temperature records in both long-
term trends and solar cycle variations in-temperature-betweenr NMCE/NCEP-and MERRAlikely—con-

tribute to the €4
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is—changes in SOR described above. Since both temperature records contain known issues (e.g.
Damadeo et al. (2013); Mitchell et al. (2015a) ), we conclude that the latest SAGE II v7.0 ozone
number densities are likely to be most realistie;-howeverotherrecentresearch-suggests—that-the

representative i SAGEHv7:0-(Phomse etal;2045) reliable for estimating the SOR at the present
time, This is an important conclusion because several of the existing ozone datasets developed for
use in global climate models have been based on SAGE 1I v6.2 mixing ratio data, including the
dataset developed for CMIPS simulations (Cionni et al., 2011) .

datasets—that-have-We further analysed the annual mean SOR in three extended SAGE II using

Otre—FecAn a A ma Aaman oA ONO O b, AV nd—A L _E hace-d
a ast S vV V a T ata

more recent GOMOS (2002-11) or OSIRIS (2002-13) data with SAGE II v7.0 number densities.
Two SAGE-GOMOS datasets were analysed that adopt different methods for merging the satellite
records (Kyrold et al., 2015; Penckwitt et al., 2015) . These records show broadly similar SORs, but
tigyGataset that uses SAGE I as a reference and adjusts GOMOS using seasonally-varying offsets
at each latitude and altitude (Penckwitt et al., 2015) was found to have a SOR with a noisier spatial
structure. The SAGE-OSIRIS dataset (Bourassa et al., 2014) shows a significant positive SOR of

~2% between 30-40 km, but a weaker and less significant SOR in the tropical upper stratosphere
than is found in the SAGE-GOMOS datasets;—whi S i S—as

densities that underpin the first part of the record. Given these various issues, we conclude that the
dataset for estimating the SOR at the present time,

1086nalysis of the reeent-recently released SBUVMOD VNS8.6 data produced by NASA show a
smaller inerease-in-upper-stratospheric-ozone-at-solarmaximum-SOR in the tropical upper stratosphere
by ~1% compared to the previous SBUVMOD VNS8.0 data (Soukharev and Hood, 2006). However,
the SBUV Merged Cohesive VN8.6 dataset from NOAA, which takes a different approach for com-
bining individual-SBUV-the individual SBUV VN8.6 records, shows a signal-whieh-SOR that more

¢B9@ly matches the-SBUV-SBUVMOD VNB8.Odata—There-is-therefore-an-outstanding-question-as-to

in the magnitude of the SOR between the various SBUV records are generally smaller than those
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bodseen the SAGE 11 v6.2 and v7.0 mixing ratio datasets and are not highly statistically significant
given the estimated uncertainties in the SOR from the regression model. We therefore suggest that
the SBUVMOD VN8.6 dataset is most appropriate for analysing the SOR since it is the longest of
the currently available SBUV records (1970-2012).

of the SOR on monthly timescales in the SBUVMOD VN8.6 dataset reveals larger horizontal and
Yeftical gradients in the SOR, particularly in the winter extratropics. Hood etal. (2015) analysed
CMIP5 models with interactive chemistry and concluded that the models with seasonal variations in
the SOR that best matched observations simulated changes in high latitude zonal winds that more
closely resemble reanalysis data, Seasonal variations in the SOR may therefore be important for the
climate response to solar variability, but the quantitative importance of this feedback for stratospheric
dynamics remains to be tested.

“Fhe-To allow for a realistic representation of the climate impacts of solar variability in models,
simulations should include the effects of both the SOR and variations in spectral solar irradiance
(Matthes et al., 2016) . Our results raise issues for how to best inctude-the-effects-of-solar-variability

O—StratoSP 0Z0O a oG t approa STang O S, y b€

1115

extremely likely thatrepresent the SOR in ‘non-interactive’ climate models for which the SOR much
be externally prescribed. For example, ozone databases for climate models are usually created using.
a variety of ozone measurements, and therefore implicitly include a representation of the SOR that
1120 emerges from whichever combinations of data are included (e.g. Cionni et al. (2011); Bodeker et al. (2013) ).
However, the differences in the implementation-of the solar-ozone signal-contributed-to-the-magnitude
and structure of the ‘best estimate’ SOR between the various satellite datasets presented here would
likely result in different climate responses to solar forcing. There is therefore a need for new studies
to explore the effects of uncertainties in the SOR for climate simulation, particularly in light of the
1125 substantial, but largely unexplained, spread in s

1130
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responses to the 11 year solar cycle across CMIP5 models (Mitchell et al., 2015b; Hood et al., 2015) .
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Figure 1. Timeseries of the six basis functions used in mest-ef-the MLR analysisshewn-here. (a) Solar forcing
based on F10.7cm solar radio flux; (b) Veleanieforeing-a trend term based on the Sate-AOB-indexmonthly
COg_concentration at Mauna Loa; (c) Equivalent effective stratospheric chlorine; (d) the Nino 3.4 index for
ENSObased-onERSSTdataset; (e, ) two erthegenal-QBO indices defined-as-the-first-two-prineipal-component
timeseries—of- ERA-Interim—based on tropical zonal winds at 50 and 30hPa. The timeseries are in units of

39



Sampling of SR/(SR+SS) profiles for SAGE Il v7.0 vmr
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Figure 2. Timeseries of pereent-tropieal-the fraction of sunrise to total (sunrise + sunset) profiles used to
enerate monthly mean ozone values in the tropics (30°S-30°N) ozone-anomaliesfor1984-2004-at {a)>-1 hPa

for the SAGE I v7.0 ymr dataset.

40



1 hPa/48 km

Kk W gy V\'MW” 44 'w il

| l

T

03 anom [%]
=Y
s
e
=
==
RS

1984 1939 1994 1999 2004
year
3hPa/40 km ‘
0 L L
3 5 9 E
z Apiahh iy % \
] i g o )
© ! /
h 1984 1 989 1994 1 9|99 2olo4
year
5 hPa/36 km
10 L L L L
2 5 E
oo :-----"X-‘»'-a-vﬁvé-&v-g, MN—/?J-Rﬁ"-’-\f-\ﬂ-q-\-\rw-v-x--u\;-\\-\--a-f\-,w---»—-}m%-w--{:
v 1984 1 glsg 19I94 1 9|99 20'04
year
10 hPa/31 km
10 . L L .
.2:""*“‘”‘““‘W“AW“%f"'""\'vvW"V'v"\“"\'\“\f\/"’n'y\""“’*\"*‘:
° -10 T T T T
1984 1989 1994 1999 2004
year
30 hPa/24 km
10 I L )
£ 51 " ,
D T Z N EWNL 'Y L T SR mz\...i _______ Vs N ]
g Wi ) MR ALA P
5 = (f | . | b \'
1984 1989 1994 1999 2004
year
Monthly F10.7cm solar flux
5 250 ! ' : !
‘Lé 200 F
i e -M—
< 100 +
£ 50 : T T T
1984 1989 1994 1999 2004
year
SAGE Il v6.2 vmr SAGE 11 v6.2 nd
SAGE Il v7.0 vmr SAGE Il v7.0 nd
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following major tropical volcanic eruptions. The bottom panel shows the F10.7em solar flux for reference.

41



altitude [km]

Pressure [hPa]

(a) SAGEII v6.2 nd

03 [%] Smax - Sm'
(b) SAGEII v7.0 nd

In

(c): (b) minus (a)

50 , , 50 -+ . , 50 .' .
=3 23 ==
% =3
X3 : . w5, =
- L = - -\ L = - 4 L
40 o> = E 40 & > : E 4
@ Ve o) =
el ™, o R
2 £ &
30 A FE 304 A S 30 w r
<2} = o @ -0.5
PN 0%
. = = <0~
20 5 20 ; d : 20 ,g&é ;
-60 -30 0 30 60 -60 30 0 30 60 -60 -30 0 30 60
latitude latitude latitude
(d) SAGEII v6.2 vmr (e) SAGEII v7.0 vmr (f): (e) minus (d)
1 + 1 : : < - i
)& R
< )& &
£ £
[0 [0
5 5
10 1 ¢ p Fa 10 Fa
& o
@ o & &
(RS
o
50 T A 'K& qﬁ. 50
-60 -30 0 30 60 -60 60

Latitude

Latitude

Latitude
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(e)-ShPa—36kmya, {d) +6hPa—SAGE Il v6.2 data and (3Hemb, e) SAGE II v7.0 data in terms of (a,

b
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ratio-ratio-pressure units. Panel (vmrc) shows (blackb) - SAGEH-v76-vmrminus (reda), SAGEH-v6-2number
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level.
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teattysigni d-f) As in Figure 5, but for the 95datasets as shown in (a-c). The contour
interval is 0.5 %confidencetevel.
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Merged Cohesive VNS.6 (blue) datasets. The time period is 1970-2015.
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SBUV Merged Cohesive VN8.6

Figure 11. As in Figure 3, but for the SBEV-SBUVMOD VN8.0 (black), SBUVMOD VN8.6 (red), and SBUV
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Figure 12. Theannual-percentO-differenees-As in ezone-per+30SFU-Figure 10 for the (a,d) SBEV-SBUVMOD
VNB8.0tMePeters-et-al-1994)-, (b,e) SBUVMOD VNB8.6dataset-(MePeters-et-al;2043: Frith-et-als2044)-, and
(c,f) SBUV Merged Cohesive VNB.6 datasets¢tWitd-and-Long;2645)-. Signals-SORs are derived for different
periods as stated in the period—+984-2004-inctusiveheaders. The contour interval is——Fhe-hatching-denotes
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Fhe-monthly pereent-solar-ozone response (SOR) differences-in-ozone(per 130 SFU) in the SBUVMOD
VNB.6 dataset for the period +984-26641970-2012. The contour interval is 1%. The grey shading denotes
regions that-are-where the SOR is not statistically signtficantdistinguishable from zero at the 95% confidence

level.
Fhe-monthly pereentsolar-ozone response (SOR) differeneesinozone(per 130 SFU) in the SBU-

VMOD VNS8.6 dataset for the period +984-20041970-2012. The contour interval is 1%. The grey
shading denotes regions that-are-where the SOR is not statistically significant-distinguishable from

zero at the 95% confidence level.

Figure 13. (a-H-The percent (%) €4

Fhe-monthly pereentsolar-ozone response (SOR) differeneesinozone(per 130 SFU) in the SBUVMOD VNS.6
dataset for the period +984-20041970-2012. The contour interval is 1%. The grey shading denotes regions that

are-where the SOR is not statistically stgnificant-distinguishable from zero at the 95% confidence level.
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Dataset ‘ Type Time period | Units Reference
Raw satellite product: solar oc-
SAGE I1 v6.2 o 1984 - 2004 ppmv/cm Wang et al. (2002)
cultation instrument
SAGE——H——62 | Raw satellite product: solar oc-
o 1984 - 2004 ppmv/cm Damadeo et al. (2013)
1984 2009 | cultation instrument
Froidevauxetal(2015)-
SAGE II v7.0
Combined satellite product, in- | 1984 - 26092011
SAGE-GOMOS 1 Tl emT? Penckwitt et al. (2015)
cluding SAGE 11 v7.0
Combined satellite product, in- | 1984 - 20692011 i
SAGE-GOMOS 2 o em B Kyroli et al. (2015)
cluding SAGE 11 v7.0 T
Combined satellite product, in- | 1984 -2069-2013
SAGE-OSIRIS D ggl:/i Bourassa et al. (2014)
cluding SAGE 11 v7.0
Combined—raw—sateHite
SAGE——I—~70 | Raw satellite product: nadir- | +984-1970 - 2004
myv produet—1984—2004
19842009 | viewing instrument 2009 RRICY.
D B e
"]Vif‘ et :] - ( ‘) 6)
SBUVMOD VNB8.0
Raw satellite product: nadir- | +984-1970 - 2004 McPeters et al. (2013);
SBUVMOD VNB8.6 o ppmyv
viewing instrument 2012 Frith et al. (2014)
SBUV Merged Co- | Raw satellite product: nadir- | $984-1978 - 2004
AR ppmyv__ Wild and Long (2015)

hesive VN8.6

viewing instrument

2012

Table 1. Betaits-Overview of the satellite ozone datasets used in this study.
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