
Our responses to review comments (repeated in italics) are given below in red.  

Response to Reviewer 1 

I realize that this paper concerns a multi-model effort, and that it is difficult to analyze a large 

number of models and find common physical threads and results. Still I feel that this manuscript is 

lacking discussion of some things that raise obvious questions, and it would be worth the effort for 

the authors to make serious revisions. 

Hossaini and co-authors describe a multi-model intercomparison that attempts to develop a 

reconciled estimate of the stratospheric injection of bromine. The paper is mainly descriptive. I 

suggest revisions that will place results in better context and strengthen the paper.  

We thank the Reviewer for their comments on our manuscript. Many of the comments raised by 

the Reviewer involve clarification of points and further discussion. We have addressed these 

suggestions and believe the paper has been strengthened accordingly. 

Main suggestions for revision:  

1) Rewrite the objectives. Although the paper meets the first two of the stated objectives (lines 95-

100), the third and fourth objectives do not receive the attention of the first two. Objective (c) 

examines trends and inter-annual variability in the stratospheric loading of VSLS and (d) 

investigates how these relate to climate modes). The discussion of point (c) is limited to transport 

(mostly derived from assimilated meteorology) and point (d) is barely considered  

OK, we have reworked the objectives as the Reviewer requests. The objectives now better reflect 

the focus of this work. 

2) Include some discussion of CTM/CCM differences, and the factors that control whether or not 

CTMs with the same meteorological fields yield the same or similar results. Where different, the 

differences should be attributable to differences in CTM setup. Four of the 11 CTMs use ERA-

Interim, and in addition, one version of EMAC is ‘nudged’ to ERM-interim. Two CTMS use JRA-25, 

one uses MERRA. There are three free running models; these will give similar results to the CTMs 

only if free running climatology is similar to the assimilated climatology.  

OK, we have added text throughout the manuscript to address these comments. Regarding model 

differences, we have added the convection and boundary layer parameterisation used by each 

model to Table 2 (as was also requested by Reviewer 2). 

Specifically, regarding whether or not CTMs with the same meteorological fields yield similar 

results, we have added text to Section 3.1.1 discussing the cause of “outliers”. We have also 

added text to Section 3.1.2 comparing, as an example, TOMCAT vs. B3DCTM at the surface (both 

models use ECMWF ERA-Interim). Note, it is not surprising that CTMs which use the same input 

meteorological fields can look different in terms of the simulated distribution of VSLS (or other 

species, as observed in previous TransCom experiments). This is because of differences in each 

model’s parameterisation of convection and boundary layer mixing (which use the input 

meteorological fields in different ways and with different assumptions). As noted, details of these 

parameterisation are now given in Table 2. We already point to various papers in Section 3.1.2 that 

have shown large differences in the simulated near surface abundance of short-lived tracers due to 

difference in the treatment of the above transport processes. 

In the revised manuscript, we have also expanded upon the discussion of convection as a large 

contributor to the simulated levels of CHBr3 around the tropopause. For example, in Section 3.4 in 

discussion of Figures 14 and 15, we have added the following paragraph. 

“The high altitude model-model differences in CHBr3, highlighted in Figures 14 and 15, are 
attributed predominately to differences in the treatment of convection. Previous studies have 
shown that (i) convective updraft mass fluxes, including the vertical extent of deep convection 



(relevant for bromine SGI from VSLS), vary significantly depending on the implementation of 
convection in a given model (e.g. Feng et al., 2011) and (ii) that significantly different short-lived 
tracer distributions are predicted from different models using different convective parameterisations 
(e.g. Hoyle et al., 2011). Such parameterisations are often complex, relying on assumptions 
regarding detrainment levels, trigger thresholds for shallow, mid-level and/or deep convection, and 
vary in their approach to computing updraft (and downdraft) mass fluxes. Furthermore, the vertical 
transport of model tracers is also sensitive to interactions of the convective parameterisation with 
the boundary layer mixing scheme (also parameterised) (Rybka and Tost, 2014). On the above 
basis and considering that the TransCom-VSLS models implement these processes in different 
ways (Table 2), it was not possible to detangle transport effects within the scope of this project. 
However, no systematic similarities/differences between models according to input meteorology 
were apparent”. 
 
The Reviewer asks that differences between models are attributed to “CTM setup”. The paragraph 

beginning “As the chemical sink of VSLS…” in Section 3.1.2 has been appropriately reworked to 

reflect this comment (see response below). The text has also been amended in the Abstract and 

Conclusions so that it is clear that “implementation” of transport is important. 

Although differences are said to be ‘transport’ – does that mean real differences in meteorology 

(e.g., differences between assimilation or free-running), differences in implementation of a single 

analysis, or differences among the analyses? When 70% of the models (or 8 of 11 models) do 

something does that mean the 8 models that use assimilation differ from the free running models?  

We believe this is a terminology issue that simply needs clarification. As it was impossible here to 

isolate the exact cause of the differences between models, nor is that the focus of this work, the 

word “transport” is used to incorporate all the factors that the Reviewer states (considering that all 

models used common fluxes & chemistry). To clarify this and address the Reviewer’s comment we 

have: 

1. Defined what we mean by “transport” early in the manuscript: “…the effects of PBL mixing, 

convection and advection, and the implementation of these processes” – see introduction, final 

paragraph. 

 

2. Noted in the Abstract and Conclusions that the implementation of transport processes is a clear 

factor (as each model would say that they are simulating convection, MBL mixing, advection 

etc.). 

 

3. Reworked the appropriate paragraphs in Sections 3.1.2 and 3.4, where transport is discussed, 

to make clear that the “implementation” of transport and “CTM setup” are contributing factors. 

Throughout the manuscript more discussion is now given on the reasons for model differences. 

If convection and boundary layer mixing are dealt with differently among the CTMs, and are 

demonstrably different from the CCMs, then there should be some mention.  

As noted, we now include the convection and boundary layer mixing scheme used by each model 

in Table 2. 

1) Include physical interpretation and a sense as to what we learn from ‘lack of sensitivity of the 

simulated seasonal cycle to the choice of inventory’ (line 615). If the mean value is sensitive to the 

inventory but the seasonal cycle is not, does that mean anything more compelling than that the 

seasonal cycle of the loss process (input to the simulations and the same in all models) is realistic?  

That is correct, we are essentially saying here that the seasonal cycle of the loss process is 

accurate based on the various model-measurement comparisons at the surface. There is already 

some discussion on this point in Section 3.1.1. However, we have now added a sentence to make 

the point in the 2nd paragraph of Summary and Conclusions also, where the reviewer suggests.  



2) Quantify the importance of SGI of VSLS to the total stratospheric bromine budget. It would be 

helpful to put the difference in SGI from WMO best estimate (∼1.3 vs 2.0 (this work)) in the context 

of the stratospheric budget. IAV is +/- 5%? Is that significant?  

We have addressed these comments and added some new discussion in Section 3.5 of the 

revised manuscript.  

The reviewer comment refers to the TransCom multi model mean SGI of bromine from CHBr3 and 

CH2Br2 (2.0 ppt Br) versus WMO best estimate of the same quantity derived from observations 

(1.28 ppt Br). In the context of the total stratospheric Bry budget, estimated to be ~20 ppt Br in 

2011 (WMO, 2014), SGI of CHBr3 and CH2Br2 accounts for 10% of this total (our estimate) versus 

6.4% based on the current WMO best estimate. 

In the context of total stratospheric Bry (~20 ppt), the ±5% IAV of modelled bromine SGI from 

CHBr3 and CH2Br2 is small (sub ppt). We have made this point in the revised manuscript. 

Is uncertainty in SGI more or less important than uncertainty in product gases? How large is the 

uncertainty in SGI + product gases relative to the total stratospheric bromine budget?  

The uncertainty in SGI and PGI are similar. The WMO quote an uncertainty range of 0.7-3.4 ppt Br 

for SGI and 1.1-4.3 ppt Br for PGI (note, from all brominated VSLS). Their best estimate for SGI + 

PGI is therefore 2-8 ppt Br, giving an uncertainty of 6 ppt Br. Of this uncertainty PGI contributes 

54% and SGI 46%. 

The uncertainty in SGI + PGI (i.e. 6 ppt Br, above) corresponds to ~30% of the total stratospheric 

bromine budget (i.e. 100*[6 ppt / 20 ppt]).  

Is the uncertainty in SGI + product gases smaller than the uncertainty in SGI?  

No. The WMO uncertainty of SGI + PGI is 6 ppt Br. The WMO uncertainty in SGI is 2.7 ppt Br (i.e. 

3.4 minus 0.7 ppt) and is therefore smaller.  

We note additionally that we have amended the text in Section 3.5 to make clearer the reduction in 

SGI range the TransCom results suggest. In summary: 

WMO SGI range (CHBr3 + CH2Br2 only): 0.6 to 2.65 ppt Br 

WMO SGI range (minor VSLS** only): 0.08 to 0.71 ppt Br 

WMO SGI range (total, all VSLS): 0.7 to 3.4 ppt Br 

TransCom considered CHBr3 and CH2Br2 only, which dominate the SGI uncertainty range (based 

on the above numbers). 

TransCom SGI range (CHBr2 + CH2Br2 only): 2.0 (1.2 to 2.5) ppt Br 

Therefore, if we take the WMO SGI range for the “minor” VSLS, the total TransCom SGI range (all 

VSLS) would be 1.28 to 3.21 ppt Br. This range is 28% smaller than the total WMO SGI range. 

This result is now incorporated into the text. 

**including: CHBr2Cl, CH2BrCl, CHBrCl2, C2H5Br, C2H4Br, and C3H7Br 

3) How important is it that SGI does not show a transport trend? Isn’t it just as likely that a trend (if 

any) would be due to a trend in the sources (as mentioned in penultimate paragraph)? 

There are various factors that could, in principle, cause a trend in stratospheric bromine SGI. 

These could potentially include a trend in sources (e.g. oceanic emissions), as the reviewer notes, 

or a trend in the atmospheric loss rate of VSLS (e.g. due to any oxidant changes), or a trend in 

transport processes (e.g. convection). To our best knowledge, there is no strong evidence that any 

of these factors has caused a trend in the SGI of CHBr3 and CH2Br2 over the study period.  



One aim of this work was to isolate any possible transport trend impacting SGI. Therefore, VSLS 

emissions and the chemical loss of VSLS was fixed in each year, with no inter-annual variability. 

The fact no SGI trend was found over the study period does not preclude future SGI changes 

driven by climate-driven transport changes (or other factors). We already make this point in the 

final paragraph of the paper but have now also included it briefly in Section 3.5. 

Specific Comments 

Imprecise language throughout – paper has sufficient quantitative statements and comparisons 

that qualified descriptions detract from overall message. These are examples: ‘reasonably well’ 

‘not particularly sensitive’ ‘at most sites the amplitude of the seasonal cycle is generally consistent’ 

‘to some degree likely reflects’ ‘likely’ – followed by 5 references – how many do we need to make 

a concrete statement? 

OK. We have been through the manuscript and addressed this by removing unnecessary qualified 

descriptions. 

Why ‘models are able to reproduce’? Why not ‘models reproduce’? 

OK. We have changed this throughout the manuscript.  

You don’t need to repeatedly say ‘participating models’ (unless you are also showing output from 

models that did not participate). 

OK. We removed ‘participating’ in virtually all instances.  

Abstract and Introduction Not clear until section 2.3 that most of the models are CTMs. Very 

surprising and possibly misleading that nothing is said about input meteorology. Differences among 

CTMs that use the same source for meteorology are differences in implementation since all of 

them would claim that they are trying to solve the same general equations with the same 

meteorological input. 

OK. We now note in the abstract that most models are CTMs. We agree that differences in CTM 
implementation should be commented on and have also added to the abstract: “Overall, our results 
do not show systematic differences between models specific to the choice of reanalysis 
meteorology, rather clear differences are seen related to differences in the implementation of 
transport processes in the models”. See earlier responses to comments also. 
 
Line 30 – transport driven variability in the annual mean SGI is 5% - why is that ‘however’? Isn’t 

that small? 

OK, we have removed ‘however’. (See above IAV discussion).  

Line 52 delete last phrase ‘in recent years’ – very long sentence already says ‘recent’ 

OK, we have deleted that phrase.  

Line 55 and following: why is it important to differentiate the product gas injection from source gas 

injection? Is the NET impact of VSLs (PGI and SGI) better constrained that SGI or PGI separately? 

It is common to differentiate SGI from PGI in the literature concerning VSLS and it has indeed 

been done in all recent WMO Ozone reports. It is important here because our paper deals with SGI 

only. More broadly, this distinction is sensible given the differences in the two processes and how 

they can be quantified. For example, it is easier to quantify bromine SGI, from measurements of 

CHBr3 and CH2Br2 etc. in the UT, than it is to quantify PGI, which requires measurements of Bry 

species (e.g. BrO, HBr). Observations alone cannot determine whether Bry has come from VSLS or 

other source gases. In addition, it is useful to consider SGI separately, as modelling work has 

shown that the stratospheric SGI of bromine from VSLS may increase in response to climate 

change (Hossaini et al. 2012a). To our knowledge, this has yet to be shown for PGI. 



Regarding the SGI/PGI uncertainty relative to the total (SGI + PGI), we have already answered this 

point (see above responses). 

Line 64 – should be ‘coincides’ 

OK, this has been corrected.  

Line 83 – it seems to me that the robust evaluation of the ACTUAL SGI needs observations, not 

just a concerted model evaluation. All the models could give the same answer (especially if they all 

use the same input meteorology) and data might reveal them all to be wrong.  

As VSLS observations are limited in their space/time coverage, clearly the best approach is to 

consider both observations and models when evaluating SGI. That is exactly what we have done in 

this paper, therefore we are somewhat puzzled by this review comment. A wealth of observational 

data are used to evaluate the models and the model SGI results are compared to the existing 

measurement-derived SGI estimates from WMO.  

Use of models to make predictions regarding future climate-driven changes to the stratospheric 

SGI of bromine from VSLS is increasing (e.g. Dessler et al. 2009; Hossaini et al. 2012a). 

Therefore, it is important that studies such as TransCom evaluate how these models perform in the 

present day. It has already been discussed above that input meteorology is not all that matters for 

tracer/VSLS transport in CTMs.  

Line 115 – you specify the chemistry – thereby ELIMINATING (rather the minimizing) its 

contribution to inter model differences. Also – since most of the models use ERAinterim, and there 

is no discussion of differences in its implementation, it is somewhat misleading to say that this 

study isolates differences due to transport processes. 

We use the work “minimising” here as it cannot be said that the chemical loss rates are totally 

identical as VSLS oxidation by OH is temperature dependent. Models use different reanalysis 

products (5 out of the 11 CTMs/nudged CCMs use ECMWF Era-Interim) and are expected to have 

similar, but not identical, temperature fields. Some differences in the chemical loss rate are 

therefore unavoidable, even when oxidants are prescribed in each model. 

As can be seen from Figure 14, the model-model differences are quite large due to transport 

(mainly; only a second order effect in loss due temperature). Even the models using ERA-interim 

(B3DCTM, EMAC-nudge, TOMCATs) show large differences at 100 hPa. Thus the ensemble of 11 

models do account for a large fraction, if not most, of the uncertainty due to model transport or 

implementation of such. As already noted, differences in the treatment of convection and boundary 

mixing can introduce significant differences in model tracer transport regardless of whether or not 

the models use the same reanalysis data (ECMWF or otherwise). We have been through the 

manuscript and made clear, where appropriate, that the treatment (or implementation) of transport 

processes differs between the models (though all models are attempting to simulate convection 

and mixing processes).  

In the revised manuscript we now comment on the fact that most models use ERA-Interim (see first 

paragraph of Section 2.3). 

Line 136 – is aseasonal the same as ‘annual average’?  

The top-down emission inventory in question was formulated using somewhat sporadic 

tropospheric VSLS measurements in various years and locations. The limited availability of 

measurements within a given year did not allow seasonality to be derived (i.e. the inventory is 

aseasonal). Similarly, nor can the fluxes be considered annual averages (although this may be a 

reasonable approximation). 

Section 2.1 
 



It would be useful to have some visual comparison of the emissions (perhaps supplementary 
material)? The words don’t give a sense of how large the differences in emissions are, and without 
that the sensitivity to emissions or lack thereof does not make sense. 
 
OK. Figures comparing the surface emission fields for both CHBr3 and CH2Br2 is now given in a 
new Supplementary Information.  
 
Line 160 the words after the semi-colon should have a verb, or the sentence should be 
re-written without a semi-colon.  
 
OK. The sentence has been re-written accordingly.  
 
Line 184 ‘diagnosed convection’ – do you mean used the standard parameterization 
for transport? Identified convection? Not clear.  
 
OK. We have made this clearer now. The “diagnosed convection” in TOMCAT is the standard 
scheme yes.  
 
Section 2.3 Did the CCMs use observed sea surface temperatures (relevant for El Nino)? 
 
Yes and we have now noted this in the footer of Table 2.  
 
Section 3.1.1 Line 300 – MHD, THD, CGO, PSA - simulated seasonal cycles do not agree with 
data – does the simulated seasonality look like the imposed seasonality of the loss terms? (If it 
does, then how can the models perform differently?) 
 
Yes, the simulated seasonality at these sites is consistent with that expected from the seasonality 
of the chemical loss. We have added a sentence in Sect. 3.1.1 making this point.  
 
The Reviewer asks “how can the models perform differently?”. On this point, first, at MHD the 
models in fact look very similar for both CHBr3 (see Figure 3) and CH2Br2 (Figure 4). It is not 
surprising that at some sites there will be differences between the models as the models have 
different transport schemes. This is not limited to simply the large-scale resolved horizontal/vertical 
winds, for most models taken from reanalysis products (i.e. ECMWF), but also includes differences 
in parameterisations of both convection and boundary layer mixing. Differences in such will impact 
both absolute tracer mixing ratios at a given site and can also impact seasonality (see references 
below). We make this point in the revised paper in the following lines: 
 
From revised Section 3.1.2: 
 
“As the chemical sink of VSLS was consistent across all models, the inter-model differences 
discussed above are attributed primarily to differences in the treatment and implementation of 
transport processes. This includes convection and boundary layer mixing, both of which can 
significantly influence the near-surface abundance of VSLS in the real (Fuhlbrügge et al., 2013, 
2015) and model (Zhang et al., 2008; Feng et al., 2011; Hoyle et al., 2011) atmospheres, and are 
parameterised in different ways (Table 2). On this basis, it is not surprising that different CTM 
setups lead to differences in the surface distribution of VSLS, nor that differences are apparent 
between CTMs that use the same meteorological input fields. Indeed, such effects have also been 
observed in previous model intercomparisons (Hoyle et al., 2011). Large-scale vertical advection, 
the native grid of a model and its horizontal/vertical resolution may also be contributing factors, 
though quantifying their relative influence was beyond the scope of TransCom-VSLS.” 
 
Line 315 – Is it important that the observed annual variation is much smaller at SMO and CGO 
than at many of the other sites? Disregarding SMO (some really weird behaviour), CGO and PSA 
amplitude greatly overestimated although shape is vaguely similar. Any commonalities among the 
60% of models that do not correlate with observations > 0.5? Resolution? Meteorology? Transport 
scheme? Boundary Layer dynamics? Anything? 



At mid-high latitude sites, the local lifetime of these VSLS is approximately 1 month or longer, and 

the effect of loss seasonality will be similar at sites within similar latitude bands; e.g. because of 

seasonality in OH following the solar insolation. Also note that the seasonal difference in OH 

concentration increase towards the poles. Since SMO is located in the tropics the seasonality in 

loss due to OH is weaker compared to CGO, MHD or PSA. Emission and transport can vary 

regionally and also have a local influence on concentration seasonality. The interactions of spatial 

distribution of emissions and transport are discussed later for the MHD case.    

In the revised manuscript we have expanded the discussion of surface seasonality in Section 

3.1.1. As previously noted we could not detangle individual transport components in each model 

within the framework of this large multi-model project (we note the Reviewer’s opening sentence of 

his/her review). CGO and PSA, being outside of the tropics, are obviously far less relevant for 

bromine SGI than tropical locations. As SMO is within the tropics we have expanded the discussed 

in Section 3.1.1 on the possible causes of the model outliers. 

317 – virtually all do not reproduce – how about ‘almost none of the models reproduce’ 
or ‘virtually all of the models fail 
 
OK, we have changed “virtually all of the models do not reproduce” to “almost none of the models 
reproduce”, as requested. 
 
I don’t understand the point of this discussion (lines 317 ff) At MHD, seasonality in the local 
emission flux is suggested to be the dominant factor controlling the seasonal cycle of surface 
CHBr3 (Carpenter et al., 2005). This leads to the observed summer maximum (as shown in Figure 
3) and is not represented in the models’ CHBr3_L tracer which, at the surface, is driven by the 
aseasonal emission inventory of Liang et al. (2010). Why did Carpenter et al. make that 
‘suggestion’? This sort of model can only do what you tell it, so if Carpenter et al. are correct – then 
you would never expect the models to do this. So then, what is the point of going to the MMM?  
 
Of course we agree that the seasonality in the emissions will not be captured (these are aseasonal 
emission inventories, as noted). However, seasonality in the emission flux (and the chemical loss) 
may not be the only factor contributing to the observed seasonal cycle in the CHBr3 surface mixing 
at MHD. Our results suggest that transport processes serving the MHD site are also important. 
MHD is served by air masses mostly of marine origin and several studies have shown a marked 
seasonality in the transport of air masses arriving at the site (e.g. Cape et al., 2000).  
 
In the revised manuscript we now include individual model-measurement correlation coefficients (in 
addition to the MMM) at MHD (in the new Supplementary Information, Table S1). These 
comparisons reveal that 7 out of the 11 models capture the MHD CHBr3 seasonal cycle (with r > 
0.65) when using the Ziska et al. inventory, despite the inventory being aseasonal. (Note, this was 
also shown by Lennartz et al. 2015, ACP). We have also now discussed why this is seen for the 
Ziska inventory and not the other aseasonal emissions. Given that this is the only difference (i.e. 
the chemistry is the same between simulations in a given model), the only possible conclusion is 
that the distribution of emissions, with respect to transport processes, is causing this effect. We 
already make this point in the paper, but have expanded the discussion in Section 3.1.1 so that it is 
clearer (see response to point below). 
 
Cape et al.: the use of trajectory cluster analysis to interpret trace gas measurements at Mace 
Head, Ireland, Atmos. Env., 2000.  
 
Why aren’t you discussing whether an emission inventory that has a seasonal element does 
better?  
 
With the exception of the Ordonez et al. inventory at tropical latitudes only, where it has a small 
seasonal element (not relevant for MHD), the inventories are aseasonal. We are not aware of a 
prescribed emission inventory with global seasonality in the surface fluxes and therefore cannot 



speculate. Besides, as noted above, 7 out of 11 models do not require seasonally-varying CHBr3 
emissions to capture the observed seasonality in CHBr3 mixing ratios at MHD. 
 
It would make more sense if there was a better sense of the differences in inventories. Specifically 
– why would TWO aseasonal inventories give different answers at MHD, if the seasonality of the 
emissions is speculated to be a controlling factor? 
 
We have added to the new Supplementary Information figures showing surface CHBr3 and CH2Br2 
emissions for each inventory (Figure S1 and S2) to provide a better sense of the differences in the 
inventories, as requested. It can be clearly seen that surface CHBr3 emissions are much larger in 
the region of MHD, and indeed in the NH in general, for the Ziska et al. inventory. This has been 
previously highlighted in our recent work (Hossaini et al. 2013). In addition, we have added a 
supplementary figure (S3) comparing the absolute agreement between each model and measured 
surface CHBr3 at MHD for Liang et al. emissions and Ziska et al. emissions. The figure clearly 
shows that the larger emissions in the latter provide much better model-measurement absolute 
agreement (for the majority of models). Regarding the seasonal cycle, clearly a comprehensive 
trajectory analysis of air masses arriving at MHD is well beyond the scope of this work, and is not 
required to support our main conclusions concerning bromine SGI (mainly occurring in the tropics). 
However, we have extended the discussion in Section 3.1.1 so that the above points are clearer. 
We now suggest that the summertime transport of air that has experienced relatively large CHBr3 
emissions north to north-west of MHD is the cause of the seasonal cycle seen in the Ziska et al. 
simulations. To further support this, animations of the seasonal evolution of surface CHBr3 have 
been created and have also been added to the paper as Supplementary Information. 
 
Section 3.1.2 338 between a model value (M) and an observation (O), why parenthesis around ‘for 
each model tracer’? 
 
OK. We have removed the parentheses. 
 
Figure 6 – ok these are the minimum percentages – but how does the reader know that the 
difference between a ‘best’ comparison and a comparison with one of the other inventories is 
significant?  
 
That is not the point of Figure 6. The point is to show which emission inventory performs best and 
to give the MAPE for that inventory. While it is true from Figure 6 that one cannot discern how the 
2nd best inventory performs (in terms of MAPE) this is less relevant. Inclusion of that level of detail 
in this Figure would add unnecessary convolution to an already detailed figure and detract from the 
main message regarding the best inventory. Besides, one can see how the inventories perform 
against each other, within a given model, in the tropics (most important region for VSLS injection 
into the stratosphere) from Figure 7. 
 
350 I presume you don’t get MAPE for both species with the same inventory because loss 
processes are different time scale? Replace: ‘low CHBr3 MAPE (good agreement), at a given 
location using a particular inventory does not necessarily mean a corresponding low CH2Br2 
MAPE can be achieved using the same inventory, at that location’. At a given location low CHBr3 
MAPE (good agreement) does not necessarily accompany a corresponding low CH2Br2 MAPE 
using the same inventory 
 
Yes. We have reworded the sentence as the Reviewer suggests. 
 
355 – is this also related to how the inventories are created in the first place – i.e., how much do 
the inventories themselves depend on models and/or ERA-Interim?  
 
A brief discussion of the inventories is already given in Section 2.1. We also refer the reader to our 
recent paper that further describes the inventories in the following lines: 
 



“As these inventories were recently described and compared by Hossaini et al. (2013), only a brief 
description of each is given below”. 
 
The top-down inventories are derived using aircraft observations in conjunction with models. 
Therefore, to some degree the derived fluxes will depend on the details of the transport scheme in 
the model used. However, we cannot say anything quantitative regarding this and this type of 
analysis is well beyond the scope of this paper. It is also not required to support our conclusions. 
Neither of the two top-down inventories were derived in models that use ERA-Interim.  
 
365 – you attribute all differences to physical processes – e.g., convection and boundary layer 
mixing. Since most of these use assimilated meteorology, does that mean implementations differ 
among CTMs. Also, there are some pretty large differences between a free running simulation and 
a nudged simulation, so differences among ‘variants’ should not be surprising. 
 
Yes, the differences are attributed to both the convection and boundary layer schemes in these 
models. Implementation of ERA-Interim is not necessarily the key or only point here, rather the fact 
that these models use different parameterisations of the above sub-grid processes in important. In 
other words, simply because a number of the models read ERA-Interim fields (horizontal/vertical 
winds, temperature and humidity), tracer transport will be different because of the way the above 
sub-grid scale processes are treated. We already include several citations to modelling work which 
has shown large differences in the simulated near-surface abundance of short-lived tracers, 
depending on the choice of convection and boundary layer transport schemes.  
 
In addition, as noted earlier, we have now (i) defined what we mean by “transport” in the 
Introduction, (ii) amended the text in numerous places to clarify that implementation of transport 
processes is important and (iii) added the boundary layer and convection scheme used by each 
model to Table 2. 
 
Regarding the variants, we removed the word “even” from the following sentence so that is sounds 
less surprising. 
 
“At some sites, differences among emission inventory performance are even apparent between 
model variants that, besides transport, are otherwise identical.” 
 
Finally, in the prior modelling studies that had best agreement with different inventories, the loss 
terms were presumably different. 
 
Yes, that is correct. We now make that point in Section 3.12. 
 
370 – why are differences in model variants surprising? In one case, this is the difference 
between free-running and nudged, and it is more likely than not that convection differs between 
these two in both intensity and location. In the second case, the chief difference that is discussed 
in convection, so again, performance is more likely to be different than it is to be the same. 
 
As already answered above, regarding the variants, we removed the word “even” so that the 
sentence sounds less like the result is surprising. 
 
395 It would be better to say ‘For the N (fill in number) models that submitted hourly output . .  
 
OK. We have done this. 
 
After that, paper says “Generally, the models reproduce the observed mixing ratios from SHIVA 
well, with a MMM campaign MAPE of 25% or less for both VSLS.” This good agreement clearly 
depends on who is looking, and whether it makes sense to compute MAPE for the multimodel 
mean when the spread indicated by shading can be as much as 1 ppt (lowest value) and about 2 
ppt (MMM) (top panel).  
 



It is not clear what the Reviewer is asking for. It is common practice in large multi-model 
assessments to include multi-model mean (MMM) values and to indicate the model spread. We 
have done both of these things in Figure 8 (and 9). For CHBr3, we believe a MAPE of <25% on the 
multi-model mean is good. Inclusion of more (unnecessary) data on these figures would distract 
from the main point that the models perform reasonably well at the surface in the tropical West 
Pacific, giving confidence in the corresponding modelled bromine SGI. 
 
It is also confusing since each model is using its ‘preferred’ inventory, and seriously in the real 
world there is only one actually set of emissions. In the best of circumstances, I think the MMM 
conceals physical differences and/or deficiencies in a subgroup of models. Here, with each model 
using its ‘preferred’ inventory, I think it is nearly impossible to understand they significance of good 
or poor agreement with the MMM.  
 
As noted, it is common practice in large multi-model assessments to include MMM values. 
Naturally it will be the case that some models look better than others and that the MMM does not 
provide that information. However, we already provide the model spread (as is also common 
practice) and most comparisons throughout the paper show results from individual model profiles. 
The point on “preferred” inventory is dealt with below. 
 
Section 3.2 412 – by using the model ‘preferred’ inventory, what you are testing here is given 
surface values, how similar is the transport to higher levels to that inferred from observations in the 
real atmosphere. There are other ways to do this of course – in fact, looking at EACH tracer profile 
as a fraction of its near surface value might be even more instructive. Nonetheless – the discussion 
is convoluted and should be re-written to state the main (physical) point clearly. I presume 
‘paramerized transport schemes’ later in this paragraph refers mainly to convection? 
 
Yes. A major goal of this work was to provide the first multi-model estimate of the climatological 
SGI of bromine from VSLS reaching the stratosphere. To accomplish this, the preferred tracer 
approach was needed. It would not be correct to make predictions of how much CHBr3/CH2Br2 
enters the stratosphere, from a given model, using an emission inventory that does not provide that 
model with good or reasonable agreement to measured surface CHBr3/CH2Br2. Use of the 
optimal/preferred inventory in this regard is essential. We note, a major and novel finding of this 
work is that the models do not necessarily agree as to which inventory performs the best in many 
locations. 
 
We have reworded the sentence beginning “This approach ensures..” in Section 3.2 for clarity. 
Directly after this we have now stated what we are testing, as suggested by the Reviewer.  
 
Yes, we are referring to sub-grid scale transport schemes, such as convection. We have now 
added “sub-grid scale” for clarity. 
 
447 Only the number of flights controls the variability comparing Pre-AVE to CR-AVE? Nothing 
seasonal or spatial? Are the models sampled like the aircraft to produce average profiles? Is the 
error bar the range of values, the standard deviation? Would standard error of the mean be better? 
The correlation coefficient – is that the correlation for the whole profile? Isn’t that guaranteed to be 
large since observed and simulated profiles general decrease with altitude? 
 
Pre-AVE and CR-AVE were broadly in the same region and in the same months (already clear 
from Figure 2 and from the campaign descriptions in Section 2.4.2). We therefore anticipate that 
the sample size is a significant contributor to the variability. 
 
Yes. The models are sampled like the aircraft and then averaged. 
 
The error bars on Figure 11 are the standard deviation as indicated in the caption. For consistency 
we have used standard deviation throughout the paper.   
 



Yes, the correlation coefficient is over the whole profile. It is not guaranteed to be large since 
variability can be significant (see e.g. panel c of Figure 11). It is a good indicator of model skill that 
the models reproduce the decrease with altitude and that correlation coefficients are large. 
 
ATTREX higher values at higher altitude ‘possibly reflects the location’? Isn’t this true (and backed 
by other observations?) If it is only ‘possible’, what are the other causes?  
 
Yes, OK, we have removed “possibly”. 
 
grammar - CR-AVE had nearly twice the number of flights AS Pre-Ave and . . . 
 
OK, we have changed “than” to “as”. 
 
Section 3.3 
470 ‘ likely reflects the location at which the measurements were made’ Why so many words, why 
‘likely’ (what else could it be) and why no direct statement about zonal asymmetry? Would the 
model zonal means compare better with Carpenter and Reimann? Or should it be model mean in a 
different region compared with Carpenter and Reimann? 
 
OK. We have removed “likely”. We do not follow the 2nd part of the Reviewer’s comment. The last 
paragraph of Section 3.3 discusses measurements of CHBr3 and CH2Br2 from ATTREX (not 
models) versus those from the WMO compilation. 
 
Section 3.4 
515 If most of the models are using assimilated fields, how can they fail to locate the areas of deep 
convection and the seasonal dependence therein? It is all right to describe this behaviour, but I 
would hardly call it a prediction. Too much discussion, especially since the result is not novel. 
 
Perhaps the Reviewer is asking a rhetorical question here. As noted earlier, the treatment of 
convection in models can vary significantly. Use of meteorological fields from reanalysis data (e.g. 
ECMWF) does not guarantee a “good” simulation of deep convection, though clearly accurate 
fields of temperature, pressure, humidity and wind fields (from the reanalysis), which feed into 
convective parameterisation, are desirable. Such parameterisations are often complex (with many 
tuneable parameters) and make assumptions, for example, on whether shallow, mid-level or deep 
convection takes place in a column and the trigger threshold for such. Clearly, the point of this 
paper is not to provide a comprehensive critique of the parameterisation of convection in 11 
models. We already make the point in the introduction that “While global models generally simulate 
broadly similar features in the spatial distribution of convection, large inter-model differences in the 
amount of tracers transported to the tropopause have been reported…”. It is unclear where the 
Reviewer is referring when he/she says there is too much discussion. On line 515, where he/she 
states, there is only a very brief description that the models show the largest CHBr3 mixing ratios at 
the tropopause over the West Pacific in DJF.  
 
525 – variations in the importance of Monsoon – any connection to the input data or model type? I 
don’t think this is evidence that UKCA-HI has a more faithful representation of convection – you 
would need some other information about HI vs LOW to make this statement.  
 
No clear relationship between the importance of the Monsoon and the input data/model type could 
be discerned from this analysis (this is not required to support our main conclusions). This would 
require a more detailed and dedicated examination of the Monsoon region, outside the scope of 
the TransCom-VSLS framework. We now make this point in Section 3.4 of the revised manuscript. 
 
Regarding UKCA-HI vs LOW, we agree that the statement was too strong and have reworded. 
 
Section 4 
 



605 previously when you talked about variability it was physical (e.g., seasonal etc. –something 
real). Here you are talking about differences among models for different inventories. It is confusing 
to call  
this ‘variability’. 
 
We agree and have changed “inter-model variability to “inter-model differences”. 
 
622 – model variants are identical except for tropospheric transport schemes. Based on everything 
else written, I don’t think this statement is correct. E.g, the tropospheric transport of ‘nudged’ vs 
‘free-running’ will differ for physical reasons, not just ‘transport schemes’. 
 
Yes, we agree that is the case for EMAC_N vs free-running EMAC_F. However, for TOMCAT and 
TOMCAT_CONV (offline CTMs), the models are identical apart from the convective transport 
schemes. Therefore, we have replaced:  
 
“This effect was even observed between model variants which, other than tropospheric transport 
schemes, are identical”. 
 
With: 
 
“This effect was also observed between CTM variants which, other than tropospheric transport 
schemes, are identical”. 
 
The problem with single model studies of inventories or deriving inventories is that they don’t 
typically include model error. If they did then the inventories would be more robust – or the 
differences among studies would likely fall within the errors.  
 
We agree. 
 
625 – For both CHBr3 and CH2Br2 the ‘best’ inventory for the tropics is the lowest – but at the 
same time agreement here is ‘less sensitive to choice of inventory’. What point are you trying to 
make? I don’t see how the statements about seasonally resolved air-to-sea fluxes follow from 
anything in this paragraph (noting this is the ‘discussion and conclusions’ section). 
 
OK, this was not clear. The “less sensitive to choice of inventory” refers to CH2Br2 not the tropics. 
We have reworded this sentence to clarify.  
 
The inventories we currently use are aseasonal. We feel it is good to make the point that a move 
towards seasonally-resolved VSLS emissions in models would be a good direction to go in. We 
feel as though this fits in following the discussion of surface emission inventories. 
 
665 – the very long sentence beginning ‘Although . . . ‘ should be clarified. 
 
OK, we have shortened this sentence and removed unnecessary words to improve clarity. 
 
Picky comment Example: Do you really need to include so many references – e.g., five 
references to say that Bromine + chlorine destroys ozone more than chlorine by itself? 
 
OK, we removed one of the references on this point from the introductory paragraph. 
 



Our responses to review comments (repeated in italics) are given below in red.  

Response to Reviewer 2 

This paper presents a comprehensive model intercomparison of the impact of bromine containing 
VSLS on the stratospheric bromine loading. This is a good initiative and the outcome of this 
intercomparison will be important of assessing the impact of bromine on stratospheric ozone. It is 
in particular noteworthy that a lot of observations are employed to assess the quality of the model 
results. 
 
We thank the Reviewer for his/her comments on our manuscript. We are pleased that he/she finds 
the work important and acknowledges the large body of atmospheric observations used throughout. 
 
I have some points (see below), where I think the discussion in the paper can be clarified and 
improved. The impact of particular model features (e.g., the convective schemes employed) on the 
different results could be brought out more clearly. The reader ultimately will be interested in what 
the problematic model features are, because these are the features that need improvement in the 
further developments of such models. This point cold be brought across in the paper in a better 
way. In summary, I think that a revised version of the paper, taking into account the points raised in 
the reviews will be a valuable contribution to ACP. 
 
We have addressed the review comments and believe the paper has been strengthened 
accordingly. We are pleased the Reviewer thinks this work will make a valuable contribution to 
ACP.  
 
Detailed comments 
Five out of the 11 participating models are nudged to or driven by ERA-Interim. While ERA-Interim 
is a good choice, this fact will lead to the multi-model mean being biased to an ERA-Interim world. I 
suggest to bring this point across more clearly. Does this fact have any implications for the 
conclusions of this model intercomparison?  
 
It is indeed the case that most models use ERA-Interim met fields, but as you can see other 
models (ACTM, NIES or the free running models) do not produce MAPE very different from those 
produced by the ERA-interim driven model. In fact there is quite good agreement between the 
major reanalysis products from ECMWF, JMA and NCEP. This was very recently highlighted by 
Harada et al., (2016) and is clearly shown in Figure 4 of that paper: see: 
http://jmsj.metsoc.jp/EOR/2016-015.pdf. Thus we do not believe at this stage that our model 
spread is hugely biased towards ERA-interim. In the revised manuscript we have commented on 
this, as requested, in the first paragraph of Section 2.3. 
 

 
 
Figure from Harada et al., JMSJ, 2016 
 
 

http://jmsj.metsoc.jp/EOR/2016-015.pdf


 
Another model feature, which is important for tropospheric transport of VSLS is the convective 
parametrisation used in the model (see for example Rybka, H. and Tost, H.: Uncertainties in future 
climate predictions due to convection parameterisations, Atmos. Chem. Phys., 14, 5561-5576, 
doi:10.5194/acp-14-5561-2014, 2014, and references therein). I suggest more discussion of this 
point in the paper. Also, the information of the convective scheme used in the different models 
should be included in Table 2. Perhaps some of the model differences and some of the model 
similarities can be attributed to using a particular convective parametrisation or a particular 
meteorology? 
 
As per the Reviewer’s suggestion, we have extended Table 2 to include the convection and 
boundary layer mixing schemes used by each model. We did not find any systematic differences in 
our results related to the choice of convection scheme or input meteorology. We have now made 
this point in the abstract: 
 
“Overall, our results do not show systematic differences between models specific to the choice of 
reanalysis meteorology, rather clear differences are seen related to differences in the 
implementation of transport processes in models”. 
 
Related to the above, and following comments from Reviewer #1, we have made clear that 
differences between CTM setup and the implementation of transport processes is important, as all 
models would claim to be simulating the above physical processes. Further, we now define what 
we mean when referring to “transport” differences early on in the manuscript (last paragraph of 
Introduction): 
 
“... we define transport differences between models as the effects of boundary layer mixing, 
convection and advection, and the implementation of these processes. Note, the project was not 
designed to separate clearly the contributions of each transport component in the large model 
ensemble, but can be inferred as the boundary layer mixing affects tracer concentrations mainly 
near the surface, convection controls tracer transport to the upper troposphere and advection 
mainly distributes tracers horizontally (e.g. Patra et al. 2009)” 
 
Finally, we have expanded the discussion of the role of convection in the manuscript. In addition to 
new text placed in Section 3.1.2 (suggested by Reviewer #1), we have added discussion in Section 
3.4 relating to model differences shown in Figures 14 and 15. We also cite the Rybka and Tost 
paper. 
 
“The high altitude model-model differences in CHBr3, highlighted in Figures 14 and 15, are 
attributed predominately to differences in the treatment of convection. Previous studies have 
shown that (i) convective updraft mass fluxes, including the vertical extent of deep convection 
(relevant for bromine SGI from VSLS), vary significantly depending on the implementation of 
convection in a given model (e.g. Feng et al., 2011) and (ii) that significantly different short-lived 
tracer distributions are predicted from different models using different convective parameterisations 
(e.g. Hoyle et al., 2011). Such parameterisations are often complex, relying on assumptions 
regarding detrainment levels, trigger thresholds for shallow, mid-level and/or deep convection, and 
vary in their approach to computing updraft (and downdraft) mass fluxes. Furthermore, the vertical 
transport of model tracers is also sensitive to interactions of the convective parameterisation with 
the boundary layer mixing scheme (also parameterised) (Rybka and Tost, 2014). On the above 
basis and considering that the TransCom-VSLS models implement these processes in different 
ways (Table 2), it was not possible to detangle transport effects within the scope of this project. 
However, no systematic similarities/differences between models according to input meteorology 
were apparent”. 
 
I also have reservations about the concept of a “preferred” tracer. I think this means that the 
emission inventory somehow interacts with the transport scheme of the model to produce 
reasonable results at higher altitudes. But this means that the higher altitude agreement could be 
right for the wrong reason. I know it is demanding a lot from models, but of course one would 



expect to design independently the best emission inventory and the best (vertical) transport to 
obtain the best agreement with measurements. Obviously this model intercomparison cannot 
achieve this goal, but I think the discussion of these issues could be improved. 
 
The overarching goal of the work was to calculate a climatological multi-model best estimate of 
stratospheric bromine SGI from CHBr3 and CH2Br2. It was essential, of course, for this estimate to 
be based on simulations that provide the best possible model-measurement agreement at the 
surface. Given good surface agreement, the models’ transport of CHBr3/CH2Br2 from the surface to 
higher altitudes, against that observed, has been tested. The fact that models do not necessarily 
agree as to which emission inventory “performs best” at all surface sites (against measurements) 
we believe is an important finding of this work. It has implications for model studies attempting to 
quantify the global flux of VSLS to the atmosphere and, in particular, for studies attempting to 
reconcile such estimates obtained from different models. We have added a sentence to the revised 
manuscript in Section 3.1.2 (end of 3rd paragraph), where the above is discussed, to make the 
latter point more clear: 
 
“Ultimately, attempts to reconcile estimates of global VSLS emissions, obtained from different 
modelling studies, need to consider the influence of inter-model differences, as discussed above.” 
 
The discussion of “preferred tracer” has also been clarified in Section 3.2 in response to a 
comment from Reviewer #1. 
 
Finally, the impact of ENSO activity on the stratospheric bromine loading is unclear. What is the 
message of the paper here? The paper states that there is a strong correlation of SGI with ENSO 
(e.g. abstract), but that there is no correlation of ENSO (MEI) with the bromine loading in the LS 
(e.g. conclusions). But SGI is important for the bromine loading in the LS. This points needs to be 
clarified and better discussed in the paper.  
 
OK, we have clarified this. Our results show that (i) SGI is enhanced over the East Pacific during 
strong El Niño conditions (e.g. in 1997/1998 as can be seen in Figure 17). Related to this (ii) SGI is 
strongly correlated to MEI over the East Pacific (where significant SST warming occurs under El 
Niño conditions) but (iii) averaged over the whole tropical domain, there is little correlation between 
SGI and ENSO. The latter point is because of the zonal structure in SST anomalies (and therefore 
convective activity) associated with ENSO activity. Essentially, the effect of warming and 
intensified convection in some areas (i.e. East Pacific) on stratospheric Br SGI can be cancelled 
out by the cooler SSTs in other tropical regions. Aschmann et al. (2011) performed a detailed 
analysis of how bromine SGI is affected by ENSO and indeed reported this complex zonal 
structure. We have now clarified these points at the end of Section 3.5 of the revised manuscript. 
 
Minor issues 
• Title: I am not sure if “TransCom-VSLS” should be in the title; the name of the project will not be 
relevant on a timescale of years, when the paper will still be read. 
 
Since the concept and experimental method are chosen from previous TransCom experiments, it 
gives a link to the paper’s evolution. Thus we would prefer to keep this term in the title.  
 
• l. 7: I do not think that model estimates should be used to “constrain” measurements. 
 
We are referring here to using models to help constrain the current SGI range. 
 
• line 20: change ‘optimal’ to ‘best’ 
 
OK. We have done this. 
 
• l. 36: Isn’t 6 month a bit long for very short lived? 
 



We agree that intuitively it does seem long for a “very short-lived” compound. However, this is the 
definition used in previous WMO Ozone reports. VSLS local lifetimes at the surface can vary 
substantially in space and time, though the <6 months rule is broadly accurate. 
 
• l 51: ‘recent’ twice in this sentence 
 
OK. A “recent” has been removed. 
 
• l. 52: try nmathrm{VSLS} to avoid italics in VSLS. (Similar for MAPE (l. 345) below). 
 
We thank the Reviewer for this suggestion. The italics have been removed from “VSLS” in Bry

VSLS 
throughout the manuscript. 
 
• l. 59: ‘owing to’ instead of ‘due to’ 

OK, we have replaced this. 

• l. 76: I think you mean Tissier and Legras here 
 
Yes, that has been corrected. 
 
• l. 78: do you mean “broadly similar” here? 
 
Yes, we have corrected this. 
 
• l. 100: what do you mean by “climate modes” – more explanation here. 
 
We are referring to modes of climate variability, specifically ENSO in this case. We have been 
more explicit in the revised manuscript and refer directly to ENSO rather than “climate modes”. 
 
• Figure 1: This figure is not really discussed in the paper. Which message does it communicate? I 
suggest removing the figure from the paper. 
 
We feel that Figure 1 provides a visual overview of the experimental design for the reader. 
Otherwise it is extremely difficult to show the flow of work and the design of experiments, with 
several emission scenarios, to a new reader. In this figure we also show how the model output is 
used for calculating SGI. Some of these concepts are new to the TransCom initiative, thus we 
would prefer to keep it. 
 
• l. 144: is a bottom-up . . . 
 
We have changed “bottom-up” to “a bottom-up”. 
 
• line 179: this means that the multi-model mean is highly influenced by CTMs driven by ERA-
Interim data – correct? 
 
Yes. We have now commented on this in the manuscript. Please see our above response to the 
first detailed review comment on page 1 of this document.  
 
• l. 211: instead of ‘see also’ you could perhaps state for which information which paper should be 
consulted. 
 
We have removed the reference following “see also” as this was not needed. 
 
• l 301: what is the reason that ‘clear outliers’ are found? Are these models with obvious errors? 
 



The text here is discussing Figure 3. Generally there are few outliers and these outliers are limited 
to specific sites (for example, B3DCTM and STAG at SMO).  We have added some text directly 
following the sentence containing “clear outliers” in Section 3.1.1 commenting on potential causes.  
 
“The cause of the outliers at a given site are likely in part related to the model sampling error, 
including distance of a model grid from the measurement site and resolution (as was shown for 
CO2 in Patra et al., 2008). These instances are rare for VSLS but can be seen in B3DCTM’s output 
in Figure 3 for CHBr3 at SMO. B3DCTM ran at a relatively coarse horizontal resolution (3.75°) and 
with less (40) vertical layers compared to most other models. Note, it also has the simplest 
implementation of boundary layer mixing (Table 2). This above behaviour is also seen at SMO but 
to a lesser extent for CH2Br2, for which the seasonal cycle is smaller (see below). The STAG model 
also produces distinctly different features in the seasonal cycle of both species at some sites 
(prominently at CGO, SMO and HFM). We attribute these deviations to STAG’s parameterisation 
of boundary layer mixing, noting that differences for CHBr3 are greater at KUM than at MLO – two 
sites in very close proximity but with the latter elevated at ~3000 metres above sea level (i.e. 
above the boundary layer).”  
 
Later in the paragraph: “The NIES-TM model does not show major differences from other models 
for CHBr3, but outliers for CH2Cl2 at Southern Hemispheric sites (SMO to SPO) are apparent. We 
are unable to assign any specific reason for the inter-species differences seen for this model”.  
 
• l. 329: use r for the correlation coefficient 
 
OK, we have italicized “r” throughout the text. 
 
• l. 366: why does convection influence “near-surface” abundances of VSLS? 
 
Convection lofts tracer mass away from the boundary layer. We already point to several references 
which show this to be the case. For example, see plot of convective updraft mass fluxes in Figure 3 
of Feng et al. (2011) which shows the vertical extent of convection. 
 
• l. 414: I think it is problematic that models have a preferred tracer: doesn’t this imply that results 
could be right for the wrong reason? 
 
This comment is addressed in the detailed comments section above.  
 
• l. 425: Where is the reproduction of the c-shape shown? This seems an important issue. 
 
It is clearly visible for SHIVA and HIPPO-1. We have now been explicit as to where we are 
referring: panel (a), 2nd and 3rd row of Figure 10. 
 
• l. 435: The concept of a ‘preferred’ tracer means that the emission inventory somehow interacts 
with the models transport scheme to produce reasonable results at higher altitudes – correct? Can 
you describe in more detail here, what ‘worse agreement’ means?  
 
The models, with good agreement at the surface (by way of their preferred tracer), produce a 
sound simulation of the transport of CHBr3/CH2Br2 from the surface to higher altitudes (as 
evidenced in Figures 10 and 11). The point we are making is that if the model-measurement 
agreement at the surface is degraded (e.g. in the simulations using the non-preferred tracer), then 
the absolute model-measurement agreement at higher altitudes is also worsened. We have 
reworded the text here for clarity. The sentence now reads: 
 
“For a given model, simulations using the non-preferred tracers (i.e. with different CHBr3/CH2Br2 
emission inventories, not shown), generally lead to worse model-measurement agreement in the 
TTL. This is not surprising as model-measurement agreement at the surface is poorer in those 
simulations.” 
  



• l. 485: is CO really short-lived? 
 
CO has a global lifetime of several months and therefore is similar to some VSLS. In order that CO 
and VSLS are not confused, we have reworked this sentence.  
 
• l. 492: state the lifetime in months/weeks 
 
OK, we now state that CH2Cl2 has a local lifetime > 1 year in the TTL. 
 
• l. 527: you might want to add here also Tissier and Legras 2015; Vogel et al. 2014 
 
OK. We have done this. 
 
• l 560: Clarify which best estimate is meant here, TransCom or WMO. 
 
WMO. We have added the citation to Carpenter and Reimann to clarify. 
 
• l. 593-595: The last sentence states that the VSLS loading in the LS is not correlated to MEI. But 
the sentences above state that bromine SGI is sensitive to modes such as MEI. Isn’t this a 
contradiction? I think more discussion is require here. 
 
See earlier and also later comment. We have clarified this section of text and we are saying that 
the correlation is related to a particular region (the tropical E Pacific). 
 
• l. 598: change to: these processes 
 
OK, we have added “processes”. 
 
• l. 599: change ‘a range’ to ‘a number’ 
 
OK, we have done this. 
  
• l. 614-618: Is the point here that the seasonal cycle is not dependent on the emission inventory, 
but the absolute model-measurement agreement is? How can this be the case. Please clarify. (See 
also abstract). 
 
Yes, that is correct and is the case because at most sites the seasonal CHBr3/CH2Br2 abundance 
is determined from seasonality in the chemical loss rate (same for all models and same between 
model simulations with different emissions). We have clarified this point. The sentence now reads: 
 
“At most sites, (i) the simulated seasonal cycle of these VSLS is not particularly sensitive to the 
choice of emission inventory, and (ii) the observed cycle is reproduced well simply from seasonality 
in the chemical loss (a notable exception is at Mace Head, Ireland).” 
 
Of course the absolute model-measurement agreement will be sensitive to the emission fluxes as 
they vary in strength. 
 
• l. 626: change optimal to best 
 
OK, we have done this. 
 
• l. 634: what exactly is meant by ‘online calculations’? 
 
An “online” emission calculation here refers to one in which emissions are calculated by taking into 
account the interaction between the atmospheric state and the ocean. Online calculations consider 
the actual seawater concentration of VSLS to derive air-sea concentration gradients and calculate 



fluxes. This is different to the approach mostly used to date whereby climatological emissions are 
prescribed. We have clarified this in the text. 
 
• l. 648: But the ‘higher altitudes’ are most relevant for the transport of VSLS into the stratosphere 
– correct? 
 
Yes. The model-measurement agreement during ATTREX is discussed in Section 3.3. We have 
added a sentence in the Summary and Conclusions noting that most models fall within 1 standard 
deviation of the observed mean at the tropopause. 
 
• l. 663: You mean the SGI range by Carpenter and Reiman, add the citation for clarification. 
 
OK, we have done this. 
 
• l. 670-672: This is astonishing, isn’t it? I suggest somewhat more discussion on this point. 
 
This comment was answered earlier. Essentially, it may not be too surprising as changes to SSTs 
(and convective activity) associated with ENSO is zonally very asymmetric, with warming in some 
regions and cooling in others. The warming of East Pacific SSTs under El Niño conditions leads to 
enhanced SGI over this region, but when SGI is averaged over the whole of the tropics, this effect 
is dampened/cancelled. We have clarified these points at the end of Section 3.5 
 
• l. 676: change ‘changes to’ to ‘changes of’ 
 
We feel that “changes to emissions” reads better than “changes of emissions”. 
 
• l. 678: change ‘increased’ to ‘increase of the’ 
 
OK, we have done this. 
 
• l. 679: distinguished from what? 
 
From the present day loading. To clarify we have changed “distinguished” to “determined”. 
 
• l. 689: why is R Hommel not abbreviated? 
 
We did not abbreviate R Hommel because the abbreviation would be the same as the earlier, but 
different “RH”. 
 
• Fig. 1: not sure if this figure is necessary 
 
We feel that Figure 1 provides a visual overview of the experimental design for the reader. We 
would prefer to keep it. Perhaps the Editor can comment on this. 
 
• Fig. 2: Continents in light grey would look better than in black. 
 
OK, we will update. 
 
• References: There are some references that need to be updated; ACP vs ACPD, Werner et al., 
2016 etc. 
 
We have updated the reference list. 
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Abstract. The first concerted multi-model intercomparison of halogenated very short-lived sub-

stances (VSLS) has been performed, within the framework of the ongoing Atmospheric Tracer

Transport Model Intercomparison Project (TransCom). Eleven global models or model variants par-

ticipated(nine chemical transport models and two chemistry-climatemodels)by simulating the ma-

jor natural bromine VSLS, bromoform (CHBr3) and dibromomethane (CH2Br2), over a 20-year pe-5

riod (1993-2012).Except for 3 model simulations, all others were driven offline by (or nudged to) re-

analysed meteorology.The overarching goal of TransCom-VSLS was to provide a reconciled model

estimate of the stratospheric source gas injection (SGI) ofbromine from these gases, to constrain

the current measurement-derived range, and to investigateinter-model differences due to emissions

and transport processes. Models ran with standardised idealised chemistry, to isolate differences due10

to transport, and we investigated the sensitivity of results to a range of VSLS emission inventories.

Models were tested in their ability to reproduce the observed seasonal and spatial distribution of

VSLS at the surface, using measurements from NOAA’s long-term global monitoring network, and

in the tropical troposphere, using recent aircraft measurements - including high altitude observations

from the NASA Global Hawk platform.15

The models generally capture theobservedseasonal cycle of surface CHBr3 and CH2Br2 well,

with a strong model-measurement correlation (r ≥0.7) anda low sensitivity to thechoiceof emis-

sion inventory, at most sites. In a given model, the absolute model-measurement agreementat the

surfaceis highly sensitive to the choice of emissions.andLarge inter-model differences arealso

apparent when using the sameemissioninventory, highlighting the challenges faced in evaluating20

such inventories at the global scale. Across the ensemble, most consistency is found within the

tropics where most of the models (8 out of 11) achieveoptimal bestagreement to surface CHBr3

observations using the lowest of the three CHBr3 emission inventories tested (similarly, 8 out of 11

models for CH2Br2). In general, the modelsareableto reproduce well observations of CHBr3 and

CH2Br2 obtained in the tropical tropopause layer (TTL) at various locations throughout the Pacific.25

Zonal variability in VSLS loading in the TTL is generally consistent among models, with CHBr3

(and to a lesser extent CH2Br2) most elevated over the tropical West Pacific during boreal winter.

The models also indicate the Asian Monsoon during boreal summer to be an important pathway

for VSLS reaching the stratosphere, though the strength of this signal varies considerably among

models.30

We derive an ensemble climatological mean estimate of the stratospheric bromine SGI from

CHBr3 and CH2Br2 of 2.0 (1.2-2.5) ppt,∼57% larger than the best estimate from the most re-

cent World Meteorological Organization (WMO) Ozone Assessment Report. We find no evidence

for a long-term, transport-driven trend in the stratospheric SGI of bromine over the simulation pe-

riod. However,The transport-driven inter-annual variability in the annual mean bromine SGI is of35

the order of±5%, with SGI exhibiting a strong positive correlation with ENSO in the East Pacific.

Overall, our results do not show systematic differences between models specific to the choice of
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reanalysis meteorology, rather clear differences are seenrelated to differences in the implementation

of transport processes in the models.

1 Introduction40

Halogenated very short-lived substances (VSLS) are gases with atmospheric lifetimes shorter than,

or comparable to, tropospheric transport timescales (∼6 months or less at the surface). Naturally-

emitted VSLS, such as bromoform (CHBr3), have marine sources and are produced by phytoplank-

ton (e.g. Quack and Wallace, 2003) and various species of seaweed (e.g. Carpenter and Liss, 2000)

- a number of which are farmed for commercial application (Leedham et al., 2013). Once in the at-45

mosphere, VSLS (and their degradation products) may ascendto the lower stratosphere (LS), where

they contribute to the inorganic bromine (Bry) budget (e.g. Pfeilsticker et al., 2000; Sturges et al.,

2000) and thereby enhance halogen-driven ozone (O3) loss (Salawitch et al., 2005; Feng et al., 2007;

Sinnhuber et al., 2009; Sinnhuber and Meul, 2015). On a per molecule basis, O3 perturbations near

the tropopause exert the largest radiative effect (e.g. Lacis et al., 1990; Forster and Shine, 1997;50

Riese et al., 2012) and recent work has highlighted the climate relevance of VSLS-driven O3 loss in

this region (Hossaini et al., 2015a).

Quantifying the contribution of VSLS to stratospheric Bry (BrVSLS
y ) has been a major objective of

numerous recent observational studies (e.g. Dorf et al., 2008; Laube et al., 2008; Brinckmann et al.,

2012; Sala et al., 2014; Wisher et al., 2014) and modelling efforts (e.g. Warwick et al., 2006; Hossaini et al.,55

2010; Liang et al., 2010; Aschmann et al., 2011; Tegtmeier etal., 2012; Hossaini et al., 2012b, 2013;

Aschmann and Sinnhuber, 2013; Fernandez et al., 2014)in recentyears. However, despite a wealth

of research, BrVSLS
y remains poorly constrained, with a current best-estimate range of 2-8 ppt re-

ported in the most recent World Meteorological Organization (WMO) Ozone Assessment Report

(Carpenter and Reimann, 2014). Between 15% and 76% of this supply comes from the stratospheric60

source gas injection (SGI) of VSLS; i.e. the transport of a source gas (e.g. CHBr3) across the

tropopause, followed by its breakdown and in-situ release of BrVSLS
y in the LS. The remainder comes

from the troposphere-to-stratosphere transport of both organic and inorganic product gases, formed

following the breakdown of VSLS below the tropopause; termed product gas injection (PGI).

Dueto Owing totheir short tropospheric lifetimes, combined with significant spatial and temporal65

inhomogeneity in their emissions (e.g. Carpenter et al., 2005; Archer et al., 2007; Orlikowska and Schulz-Bull,

2009; Ziska et al., 2013; Stemmler et al., 2015), the atmospheric abundance of VSLS can exhibit

sharp tropospheric gradients. The stratospheric SGI of VSLS is expected to be most efficient in re-

gions where strong uplift, such as convectively active regions, coincides with regions of elevated

surface mixing ratios (e.g. Tegtmeier et al., 2012, 2013; Liang et al., 2014), driven by strong lo-70

calised emissions or “hot spots”. Both the magnitude and distribution of emissions, with respect to

transport processes, could be, therefore, an important determining factor for SGI. However, current
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global-scale emission inventories of CHBr3 and CH2Br2 are poorly constrained, owing to a paucity

of observations used to derive their surface fluxes (Ashfoldet al., 2014), contributing significant

uncertainty to model estimates of BrVSLS
y (Hossaini et al., 2013). Given the uncertainties outlined75

above, it is unclear how well preferential transport pathways of VSLS to the LS are represented in

global scale models.

Strong convective source regions, such as the tropical WestPacific during boreal winter, are

likely important for the troposphere-to-stratosphere transport of VSLS (e.g. Levine et al., 2007;

Aschmann et al., 2009; Pisso et al., 2010; Hossaini et al., 2012b; Liang et al., 2014). The Asian Mon-80

soon also represents an effective pathway for boundary layer air to be rapidly transported to the LS

(e.g. Randel et al., 2010; Vogel et al., 2014; Orbe et al., 2015; Tissier and Legras , 2016), though

its importance for the troposphere-to-stratosphere transport of VSLS is largely unknown, owing to a

lack of observations in the region. While global modelsgenerally simulatebroadandsimilar broadly

similar features in the spatial distribution of convection, large inter-model differences in the amount85

of tracers transported to the tropopause have been reportedby Hoyle et al. (2011), who performed

a model intercomparison of idealised (“VSLS-like”) tracers with a uniform surface distribution. In

order for a robust estimate of the stratospheric SGI of bromine, it is necessary to consider spatial

variations in VSLS emissions, and how such variations couple with transport processes. However, a

concerted model evaluation of this type has yet to be performed.90

Over a series of two papers, we present results from the first VSLS multi-model intercompar-

ison project (TransCom-VSLS). The TransCom initiative wassetup in the 1990s to examine the

performance of chemical transport models. Previous TransCom studies have examined non-reactive

tropospheric species, such as sulphur hexafluoride (SF6) (Denning et al., 1999) and carbon diox-

ide (CO2) (Law et al., 1996, 2008). Most recently, TransCom projectshave examined the influ-95

ence of emissions, transport and chemical loss on atmospheric CH4 (Patra et al., 2011) and N2O

(Thompson et al., 2014). The overarching goal of TransCom-VSLS was to constrain estimates of

BrV SLS
y , towards closure of the stratospheric bromine budget, by (i) providing a reconciled clima-

tological model estimate of bromine SGI, to reduce uncertainty on the measurement-derived range

(0.7-3.4 ppt Br) - currently uncertain by a factor of∼5 (Carpenter and Reimann, 2014) - and (ii)100

quantify the influence of emissions and transport processeson inter-model differences in SGI.In

this regard, we definetransport differences between models as the effects of boundary layermixing,

convection and advection, and the implementation of these processes. The project was not designed

to separate clearly the contributions of each transport component in the large model ensemble, but

can be inferred as the boundary layer mixing affects tracer concentrations mainly near the surface,105

convection controls tracer transport to the upper troposphere and advection mainly distributes tracers

horizontally (e.g. Patra et al., 2009).Specific objectives were to (a) evaluate models against measure-

ments from the surface to the tropical tropopause layer (TTL) and(b) examine zonal and seasonal

variations in VSLS loading in the TTL., (c) examine trendsandinter-annualvariability in thestrato-
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sphericloading of VSLS and(d) investigatehow theserelateto climatemodes.We also show inter-110

annual variability in the stratospheric loading of VSLS (limited to transport) and briefly discuss

possible trends related to the El Niño Southern Oscillation(ENSO).Section 2 gives a description of

the experimental design and an overview of participating models. Model-measurement comparisons

are given in Sections 3.1 to 3.3. Section 3.4 examines zonal/seasonal variations in the troposphere-

stratosphere transport of VSLS and Section 3.5 provides ourreconciled estimate of bromine SGI and115

discusses inter-annual variability.

2 Methods, Models and Observations

Eleven models, or their variants, took part in TransCom-VSLS. Each model simulated the major

bromine VSLS, bromoform (CHBr3) and dibromomethane (CH2Br2), which together account for

77-86% of the total bromine SGI from VSLS reaching the stratosphere (Carpenter and Reimann,120

2014). Participating models also simulated the major iodine VSLS, methyl iodide (CH3I), though

results from the iodine simulations will feature in a forthcoming, stand-alone paper (Hossaini et al.

2016, in prep). Each model ran with multiple CHBr3 and CH2Br2 emission inventories (see Section

2.1) in order to (i) investigate the performance of each inventory, in a given model, against observa-

tions and (ii) identify potential inter-model differenceswhilst using the same inventory. Analogous125

to previous TransCom experiments (e.g. Patra et al., 2011),a standardised treatment of tropospheric

chemistry was employed, through use of prescribed oxidantsand photolysis rates (see Section 2.2).

This approach (i) ensured a consistent chemical sink of VSLSamong models, minimising the in-

fluence of inter-model differences in tropospheric chemistry on the results, and thereby (ii) isolated

differences due to transport processes. Long-term simulations, over a 20 year period (1993-2012),130

were performed by each model in order to examine trends and transport-driven inter-annual vari-

ability in the stratospheric SGI of CHBr3 and CH2Br2. Global monthly mean model output over the

full simulation period, along with output at a higher temporal resolution (typically hourly) over mea-

surement campaign periods, was requested from each group. Abrief description of theparticipating

models is given in Section 2.3 and a description of the observational data used in this work is given135

in Section 2.4. Figure 1 summarises the approach of TransCom-VSLS and its broad objectives.

2.1 Tracers and oceanic emission fluxes

Owing to significant differences in the magnitude and spatial distribution of VSLS emission fluxes,

among previously published inventories (Hossaini et al., 2013), all participating models ran with

multiple CHBr3 and CH2Br2 tracers. Each of these tracers used a different set of prescribed sur-140

face emissions. Tracers named “CHBr3_L”, “CHBr 3_O” and “CHBr3_Z” used the inventories of

Liang et al. (2010), Ordóñez et al. (2012) and Ziska et al. (2013), respectively. These three stud-

ies also reported emission fluxes for CH2Br2, and thus the same (L/O/Z) notation applies to the
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model CH2Br2 tracers, as summarised in Table 1. As these inventories wererecently described

and compared by Hossaini et al. (2013), only a brief description of each is given below.Surface145

CHBr3/CH2Br2 emission maps for each inventory are given in the Supplementary Information (Fig-

ures S1 and S2).

The Liang et al. (2010) inventory is a top-down estimate of VSLS emissions based on aircraft

observations, mostly concentrated around the Pacific and North America between 1996 and 2008.

Measurements of CHBr3 and CH2Br2 from the following National Aeronautics and Space Admin-150

istration (NASA) aircraft campaigns were used to derive theocean fluxes: PEM-Tropics, TRACE-P,

INTEX, TC4, ARCTAS, STRAT, Pre-AVE and AVE. This inventory is aseasonal and assumes the

same spatial distribution of emissions for CHBr3 and CH2Br2. The Ordóñez et al. (2012) inventory

is also a top-down estimate based on the same set of aircraft measurements with the addition of the

NASA POLARIS and SOLVE campaigns. This inventory weights tropical (±20◦ latitude) CHBr3155

and CH2Br2 emissions according to a monthly-varying satellite climatology of chlorophyll a (chl

a), a proxy for oceanic bio-productivity, providing some seasonality to the emission fluxes. The

Ziska et al. (2013) inventory isa bottom-up estimate of VSLS emissions, based on a compilation of

seawater and ambient air measurements of CHBr3 and CH2Br2. Climatological, aseasonal emission

maps of these VSLS were calculated using the derived sea-airconcentration gradients and a com-160

monly used sea-to-air flux parameterisation; considering wind speed, sea surface temperature and

salinity (Nightingale et al., 2000).

2.2 Tropospheric chemistry

Participating models considered chemical loss of CHBr3 and CH2Br2 through oxidation by the hy-

droxyl radical (OH) and by photolysis. These loss processesare comparable for CHBr3, with pho-165

tolysis contributing∼60% of the CHBr3 chemical sink at the surface (Hossaini et al., 2010). For

CH2Br2, photolysis is a minor tropospheric sink, with its loss dominated by OH-initiated oxidation.

The overall local lifetimes of CHBr3 and CH2Br2 in the tropical marine boundary layer have recently

been evaluated to be 15 (13-17) and 94 (84-114) days, respectively (Carpenter and Reimann, 2014).

These values are calculated based on [OH] = 1×106 molecules cm−3, T = 275 K and with a global170

annual mean photolysis rate. For completeness,participating models also considered loss of CHBr3

and CH2Br2 by reaction with atomic oxygen (O(1D)) and chlorine (Cl) radicals. However, these

are generally very minor loss pathways owing to the far larger relative abundance of tropospheric

OH and the respective rate constants for these reactions.Kinetic data (Table 1) wastaken from the

most recent Jet Propulsion Laboratory (JPL) data evaluation (Sander et al., 2011). Note, the focus175

and design of TransCom-VSLS was to constrain the stratospheric SGI of VSLS, thus product gases

- formed following the breakdown of CHBr3 and CH2Br2 in the TTL (Werner et al. 2016, in prep) -

and the stratospheric PGI of bromine was not considered.
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Participating models ran with the same global monthly-meanoxidant fields. For OH, O(1D)

and Cl, these fields were the same as those used in the previousTransCom-CH4 model inter-180

comparison (Patra et al., 2011). Within the TransCom framework, these fields have been exten-

sively used and evaluated and shown to give a realistic simulation of the tropospheric burden and

lifetime of methane and also methyl chloroform. Models alsoran with the same monthly-mean

CHBr3 and CH2Br2 photolysis rates, calculated offline from the TOMCAT chemical transport model

(Chipperfield, 2006). TOMCAT has been used extensively to study the tropospheric chemistry of185

VSLS (e.g. Hossaini et al., 2010, 2012b, 2015b) and photolysis rates from the model were used to

evaluate the lifetime of VSLS for the recent WMO Ozone Assessment Report (Carpenter and Reimann,

2014).

2.3 Participating models and output

Eight global models (ACTM, B3DCTM, EMAC, MOZART, NIES-TM, STAG, TOMCAT and UKCA)190

and 3 of their variants (see Table 2) participated in TransCom-VSLS. All the models are offline

chemical transport models (CTMs), forced with analysed meteorology (e.g. winds and temperature

fields), with the exception of EMAC and UKCA which are free-running chemistry-climate models

(CCMs), calculating winds and temperature online. The horizontal resolution ofparticipating models

ranged from∼1◦×1◦ (longitude× latitude) to 3.75◦×2.5◦. In the vertical, the number of levels var-195

ied from 32 to 85, with various coordinate systems. A summaryof theparticipating models and their

salient features is given in Table 2. Note, these features donot necessarily link to model performance

as evaluated in this work.Note also, approximately half of the models used ECMWF ERA-Interim

meteorological data. In terms of mean upwelling in the tropics, where stratospheric bromine SGI

takes place, there is generally good agreement between the most recent major reanalysis products200

from ECMWF, JMA and NCEP (e.g. Harada et al., 2015). Therefore, we do not expect a particular

bias in our results from use of ERA-Interim.

Three groups, the Karlsruhe Institute of Technology (KIT),the University of Leeds (UoL) and

the University of Cambridge (UoC), submitted output from anadditional set of simulations using

variants of their models. KIT ran the EMAC model twice, as a free running model (here termed205

“EMAC_F”) and also innudged mode (EMAC_N). The UoL performed two TOMCAT simula-

tions, the first of whichdiagnosedconvection used the model’sstandard convection parameterisa-

tion, based on the mass flux scheme of Tiedtke (1989). The second TOMCAT simulation (“TOM-

CAT_conv”) used archived convective mass fluxes, taken fromthe ECMWF ERA-Interim reanalysis.

A description and evaluation of these TOMCAT variants is given in Feng et al. (2011). In order to210

investigate the influence of resolution, the UoC ran two UKCAmodel simulations with different hor-

izontal/vertical resolutions. The horizontal resolutionin the “UKCA_high” simulation was a factor

of 4 (2 in 2 dimensions) greater than that of thestandard UKCA run (Table 2).
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All participating models simulated the 6 CHBr3 and CH2Br2 tracers (see Section 2.1) over a 20

year period; 01/01/1993 to 31/12/2012. This period was chosen as it (i) encompasses a range of field215

campaigns during which VSLS measurements were taken and (ii) allows the strong El Niño event of

1997/1998 to be investigated in the analysis of SGI trends. The monthly mean volume mixing ratio

(vmr) of each tracer was archived by each model on the same 17 pressure levels, extending from

the surface to 10 hPa over the full simulation period. The models were also sampled hourly at 15

surface sites over the full simulation period and during periods of recent ship/aircraft measurement220

campaigns, described in Section 2.4 below. Note, the first two years of simulation were treated as

spin up and output was analysed post 1995.

2.4 Observational data and processing

2.4.1 Surface

Model output was compared to and evaluated against a range ofobservational data. At the surface,225

VSLS measurements at 15 sites were considered (Table 3). Allsites except one form part of the on-

going global monitoring program (see http://www.esrl.noaa.gov/gmd) of the National Oceanic and

Atmospheric Administration’s Earth System Research Laboratory (NOAA/ESRL). Further details

related to the sampling network are given in Montzka et al. (2011)(seealso). Briefly, NOAA/ESRL

measurements of CHBr3 and CH2Br2 are obtained from whole air samples, collected approximately230

weekly into paired steel or glass flasks, prior to being analysed using gas chromatography/mass spec-

trometry (GC/MS) in their central Boulder laboratory. Here, the climatological monthly mean mole

fractions of these VSLS were calculated at each site based onmonthly mean surface measurements

over the 01/01/98 to 31/12/2012 period (except SUM, THD and SPO which have shorter records).

Similar climatological fields of CHBr3, CH2Br2 were calculated from each model’s hourly output235

sampled at each location.

Surface measurements of CHBr3 and CH2Br2, obtained by the University of Cambridge in Malaysian

Borneo (Tawau, site “TAW”, Table 3), were also considered. A description of these data is given in

Robinson et al. (2014). Briefly, in-situ measurements were made using theµ-Dirac gas chromato-

graph instrument with electron capture detection (GC-ECD)(e.g. Pyle et al., 2011). Measurements240

at TAW are for a single year (2009) only, making the observed record at this site far shorter than that

at NOAA/ESRL stations discussed above.

A subset ofparticipating models also provided hourly output over the period of the TransBrom

and SHIVA (Stratospheric Ozone: Halogen Impacts in a Varying Atmosphere) ship cruises. During

both campaigns, surface CHBr3 and CH2Br2 measurements were obtained on-board the Research245

Vessel (R/V)Sonne. TransBrom sampled along a meridional transect of the West Pacific, from Japan

to Australia, during October 2009 (Krüger and Quack, 2013).SHIVA was a European Union (EU)-

funded project to investigate the emissions, chemistry andtransport of VSLS (http://shiva.iup.uni-

9



heidelberg.de/). Ship-borne measurements of surface CHBr3 and CH2Br2 were obtained in Novem-

ber 2011, with sampling extending from Singapore to the Philippines, within the South China Sea250

and along the northern coast of Borneo (Fuhlbrügge et al., 2015). The ship track is shown in Figure

2.

2.4.2 Aircraft

Observations of CHBr3 and CH2Br2 from a range of aircraft campaigns were also used (Figure 2).

As (i) the troposphere-to-stratosphere transport of air (and VSLS) primarily occurs in the tropics,255

and (ii) because VSLS emitted in the extratropics have a negligible impact on stratospheric ozone

(Tegtmeier et al., 2015), TransCom-VSLS focused on aircraft measurements obtained in the latitude

range 30◦N to 30◦S. Hourly model output was interpolated to the relevant aircraft sampling location,

allowing for point-by-point model-measurement comparisons. A brief description of the aircraft

campaigns follows.260

The HIAPER Pole-to-Pole Observations (HIPPO) project (http://www.eol.ucar.edu/projects/hippo)

comprised a series of aircraft campaigns between 2009 and 2011 (Wofsy et al., 2011), supported by

the National Science Foundation (NSF). Five campaigns wereconducted; HIPPO-1 (January 2009),

HIPPO-2 (November 2009), HIPPO-3 (March/April 2010), HIPPO-4 (June 2011) and HIPPO-5 (Au-

gust/September 2011). Sampling spanned a range of latitudes, from near the North Pole to coastal265

Antarctica, on board the NSF Gulfstream V aircraft, and fromthe surface to∼14 km over the Pacific

Basin. Whole air samples, collected in stainless steel and glass flasks, were analysed by two differ-

ent laboratories using GC/MS; NOAA/ESRL and the Universityof Miami. HIPPO results from both

laboratories are provided on a scale consistent with NOAA/ESRL.

The SHIVA aircraft campaign, based in Miri (Malaysian Borneo), was conducted during November—270

December 2011. Measurements of CHBr3 and CH2Br2 were obtained during 14 flights of the DLR

Falcon aircraft, with sampling over much of the northern coast of Borneo, within the South China

and Sulu seas, up to an altitude of∼12 km (Sala et al., 2014; Fuhlbrügge et al., 2015). VSLS mea-

surements were obtained by two groups; the University of Frankfurt (UoF) and the University of East

Anglia (UEA). UoF measurements were made using an in-situ GC/MS system (Sala et al., 2014),275

while UEA analysed collected whole air samples, using GC/MS.

CAST (Coordinated Airborne Studies in the Tropics) is an ongoing research project funded by the

UK Natural Environment Research Council (NERC) and is a collaborative initiative with the NASA

ATTREX programme (see below). The CAST aircraft campaign, based in Guam, was conducted

in January-February 2014 with VSLS measurements made by theUniversity of York on-board the280

FAAM (Facility for Airborne Atmospheric Measurements) BAe-146 aircraft, up to an altitude of

∼8 km. These observations were made by GC/MS collected from whole air samples as described in

Andrews et al. (2016).
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Observations of CHBr3 and CH2Br2 within the TTL and lower stratosphere (up to∼20 km) were

obtained during the NASA (i) Pre-Aura Validation Experiment (Pre-AVE), (ii) Costa Rica Aura285

Validation Experiment (CR-AVE) and (iii) Airborne Tropical TRopopause EXperiment (ATTREX)

missions. The Pre-AVE mission was conducted in 2004 (January-February), with measurements

obtained over the equatorial eastern Pacific during 8 flightsof the high altitude WB-57 aircraft.

The CR-AVE mission took place in 2006 (January-February) and sampled a similar region around

Costa Rica (Figure 2), also with the WB-57 aircraft (15 flights). The ATTREX mission consists of290

an ongoing series of aircraft campaigns using the unmanned Global Hawk aircraft. Here, CHBr3

and CH2Br2 measurements from 10 flights of the Global Hawk, over two ATTREX campaigns,

were used. The first campaign (February-March, 2013) sampled large stretches of the north east and

central Pacific ocean, while the second campaign (January-March, 2014) sampled predominantly the

West Pacific, around Guam. During Pre-AVE, CR-AVE and ATTREX, VSLS measurements were295

obtained by the University of Miami following GC/MS analysis of collected whole air samples.

3 Results and Discussion

3.1 Model-observation comparisons: surface

In this section, we evaluate the models in terms of (i) their ability to capture the observed seasonal

cycle of CHBr3 and CH2Br2 at the surface and (ii) the absolute agreement to the observations. We300

focus on investigating the relative performance of each of the tested emission inventories, within a

given model, and the performance of the inventories across the ensemble.

3.1.1 Seasonality

We first consider the seasonal cycle of CHBr3 and CH2Br2 at the locations given in Table 3. Fig-

ure 3 compares observed and simulated (CHBr3_L tracer) monthly mean anomalies, calculated by305

subtracting the climatological monthly mean CHBr3 surface mole fraction from the climatological

annual mean (to focus on the seasonal variability). Based onphotochemistry alone, in the north-

ern hemisphere (NH) one would expect a CHBr3 winter (Dec-Feb) maximum owing to a reduced

chemical sink (e.g. slower photolysis rates and lower [OH])and thereby a relatively longer CHBr3

lifetime. This seasonality, apparent at most NH sites shownin Figure 3, is particularly pronounced310

at high-latitudes (>60◦N, e.g. ALT, BRW and SUM), where the amplitude of the observedseasonal

cycle is greatest. A number of features are apparent from these comparisons. First, in general most

models reproduce the observed phase of the CHBr3 seasonal cycle well, even with emissions that

do not vary seasonally, suggesting that seasonal variations in the CHBr3 chemical sink are generally

well represented. For example, model-measurement correlation coefficients (r), summarised in Ta-315

ble 4, are>0.7 for at least 80% of the models at 7 of 11 NH sites. Second, atsome sites, notably

MHD, THD, CGO and PSA, the observed seasonal cycle of CHBr3 is not captured well by virtually
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all of the models (see discussion below). Third, at most sites the amplitude of the seasonal cycle is

generally consistent across the models (within a few percent, excluding clear outliers).The cause of

outliers at a given site are likely in part related to the model sampling error, including distance of a320

model grid from the measurement site and resolution (as was shown for CO2 in Patra et al. (2008)).

These instances are rare for VSLS but can be seen in B3DCTM’s output in Figure 3 for CHBr3 at

SMO. B3DCTM ran at a relatively coarse horizontal resolution (3.75◦) and with less vertical layers

(40) compared to most other models. Note, it also has the simplest implementation of boundary layer

mixing (Table 2). The above behaviour is also seen at SMO but to a lesser extent for CH2Br2, for325

which the seasonal cycle is smaller (see below). The STAG model also produces distinctly different

features in the seasonal cycle of both species at some sites (prominently at CGO, SMO and HFM).

We attribute these deviations to STAG’s parameterisation of boundary layer mixing, noting that dif-

ferences for CHBr3 are greater at KUM than at MLO – two sites in very close proximity but with

the latter elevated at∼3000 metres above sea level (i.e. above the boundary layer).With respect to330

the observations, the amplitude of the seasonal cycle is either under- (e.g. BRW) or over-estimated

(e.g. KUM) at some locations, by all of the models. This possibly reflects a more systematic bias in

the prescribed CHBr3 loss rate and/or relates to emissions, though this effect isgenerally small and

localised.

A similar analysis has been performed to examine the seasonal cycle of surface CH2Br2. Ob-335

served and simulated monthly mean anomalies, calculated inthe same fashion as those for CHBr3

above, are shown in Figure 4 and correlation coefficients aregiven in Table 5. The dominant chem-

ical sink of CH2Br2 is through OH-initiated oxidation and thus its seasonal cycle at most stations

reflects seasonal variation in [OH] and temperature. At mostsites, this gives rise to a minimum in

the surface mole fraction of CH2Br2 during summer months, owing to greater [OH] and tempera-340

ture, and thereby a faster chemical sink. Relative to CHBr3, CH2Br2 is considerably longer-lived

(and thus well mixed) near the surface, meaning the amplitude of the seasonal cycle is far smaller.

At most sites, most models capture the observed phase and amplitude of the CH2Br2 seasonal cy-

cle well, though as was the case for CHBr3, agreement in the southern hemisphere (SH, e.g. SMO,

CGO, PSA) seems poorest. For example, at SMO and CGO only 40% of the models are positively345

correlated to the observations withr >0.5 (Table 5).The NIES-TM model does not show major

differences from other models for CHBr3, but outliers for CH2Cl2 at SH sites (SMO to SPO) are

apparent. We were unable to assign any specific reason for theinter-species differences seen for this

model.

At two sites (MHD and THD)virtually all of the models do not reproducealmost none of the350

models reproducethe observed CHBr3 seasonal cycle, exhibiting an anti-correlation with the ob-

served cycle (see bold entries in Table 4).Here, the simulated cycle follows that expected from

seasonality in the chemical sink.At MHD, seasonality in the local emission flux is suggested tobe

the dominant factor controlling the seasonal cycle of surface CHBr3 (Carpenter et al., 2005). This
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leads to the observed summer maximum (as shown in Figure 3) and is not represented in the models’355

CHBr3_L tracer which, at the surface, is driven by the aseasonal emission inventory of Liang et al.

(2010). A similar summer maximum seasonal cycle is observedfor CH2Br2, also not captured by

the models’ CH2Br2_L tracer. To investigate the sensitivity of the model-measurement correlation

to the prescribed surface fluxes, multi-model mean (MMM) surface CHBr3 and CH2Br2 fields were

calculated for each tracer (i.e. for each emission inventory considered) and each site. Figure 5 shows360

calculated MMMr values at each site for CHBr3 and CH2Br2. For CHBr3, r generally has a low

sensitivity to the choice of emission fluxes at most sites (e.g. ALT, SUM, BRW, LEF, NWR, KUM,

MLO, SPO), though notably at MHD, use of the Ziska et al. (2013) inventory (which is aseasonal)

reverses the sign ofr to give a strong positive correlation(MMM r >0.70) against the observations.

Individual modelr values for MHD are given in Table S1 of the Supplementary Information. With365

the exception of TOMCAT, TOMCAT_CONV and UKCA_HI, the remaining 7 models each repro-

duce the MHD CHBr3 seasonality well (withr >0.65). That good agreement is obtained with the

Ziska aseasonal inventory, compared to the other aseasonalinventories considered, highlights the

importance of the CHBr3 emission distribution, with respect to transport processes, serving this lo-

cation. We suggest that the summertime transport of air thathas experienced relatively large CHBr3370

emissions north/north-west of MHD is the cause of the apparent seasonal cycle seen in most mod-

els using the Ziska inventory (example animations of the seasonal evolution of surface CHBr3 are

given in the Supplementary Information to visualise this).Note also, the far better absolute model-

measurement agreement obtained at MHD for models using thisinventory (Supplementary Figure

S3). At other sites, such as TAW, no clear seasonality is apparent in the observed background mixing375

ratios of CHBr3 and CH2Br2 (Robinson et al., 2014). Here, the models exhibit little or no significant

correlation to measured values and are unlikely to capture small-scale features in the emission dis-

tribution (e.g the contribution from local aquaculture) that conceivably contribute to observed levels

of CHBr3 and CH2Br2 in this region (Robinson et al., 2014).

3.1.2 Absolute agreement380

To compare the absolute agreement between a model (M) and an observation (O) value, for each

monthly mean surface model-measurement comparison, the mean absolute percentage error (MAPE,

equation 1) was calculated(for each model tracer). Figure 6 shows the CHBr3 and CH2Br2 tracer

that provides the lowest MAPE (i.e. best agreement) for eachmodel (indicated by the fill colour of

cells). The numbers within the cells give the MAPE value itself, and therefore correspond to the385

“best agreement” that can be obtained from the various tracers with the emission inventories that

were tested.

MAPE =
100

n

n∑

t=1

|
Mt −Ot

Ot

| (1)

13



For both CHBr3 and CH2Br2, within any given model, no single emission inventory is able to

provide the best agreement at all surface locations (i.e. from the columns in Figure 6). This was pre-390

viously noted by Hossaini et al. (2013) using the TOMCAT model, and to some degree likely reflects

the geographical coverage of the observations used to create the emission inventories. Hossaini et al.

(2013) also noted significant differences between simulated and observed CHBr3 and CH2Br2, using

the same inventory; i.e.at a given location, low CHBr3 MAPE (good agreement) does not necessar-

ily accompany a corresponding low CH2Br2 MAPE using the same inventory.a low CHBr3 MAPE395

(goodagreement),at a givenlocation using a particular inventory, doesnot necessarily meana cor-

responding low CH2Br2 MAPE canbeachievedusing thesameinventory, at thatlocation.

A key finding of this study is that significant inter-model differences are also apparent (i.e. see

rows in Figure 6 grid). For example, for CHBr3, no single inventory performs best across the full

range of models at any given surface site.TOMCAT and B3DCTM - both of which are driven by400

ERA-Interim - agree on the best CHBr3 inventory (lowest MAPE) at approximately half of the 17

sites considered.This analysis implies that, on a global scale, the “performance” of emission in-

ventories is somewhat model-specific and highlights the challenges of evaluating such inventories.

Previous conclusions as to thebest performing VSLS inventories, based on single model simula-

tions (Hossaini et al., 2013), must therefore be treated with caution. When one considers that previ-405

ous modelling studies (Warwick et al., 2006; Liang et al., 2010; Ordóñez et al., 2012), each having

derived different VSLS emissions based on aircraft observations,and having different tropospheric

chemistry, report generally good agreement between their respectivemodel and observations, our

findings are perhaps not unexpected. However, we note also that few VSLS modelling studies have

used long-term surface observations to evaluate their models, as performed here.This suggests any410

attempts to reconcile estimates of global VSLS emissions, obtained from different modelling studies,

need to consider the influence of inter-model differences.

As the chemical sink of VSLS was consistent across all models, the inter-model differences dis-

cussed above are attributed primarily to differences inthe treatment and implementationof transport

processes, including (i) . This includesconvection and(ii) boundary layer mixing, both of which415

can significantly influence the near-surface abundance of VSLS in the real (Fuhlbrügge et al., 2013,

2015) and model (Zhang et al., 2008; Feng et al., 2011; Hoyle et al., 2011) atmospheres, and are pa-

rameterised in different ways (Table 2). On this basis, it isnot surprising that different CTM setups

lead to differences in the surface distribution of VSLS, northat differences are apparent between

CTMs that use the same meteorological input fields. Indeed, such effects have also been observed in420

previous model intercomparisons (Hoyle et al., 2011).Large-scale vertical advection, the native grid

of a model and its horizontal/vertical resolution may also be contributing factors, though quantifying

their relative influence was beyond the scope of TransCom-VSLS. At some sites, differences among

emission inventory performance areevenapparent between model variants that, besides transport,
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are otherwise identical;i.e. for example, seeEMAC_F andEMAC_N modelentries,andalsothe425

TOMCAT and TOMCAT_CONV entries of Figure 6.

Despite the inter-model differences in the performance of emission inventories, some generally

consistent features are found across the ensemble. First, for CHBr3 the tropical MAPE (see Figure

7), based on the model-measurement comparisons in the latitude range±20◦, is lowest when using

the emission inventory of Ziska et al. (2013), for most (8 outof 11, ∼70%) of theparticipating430

models. This is significant as troposphere-to-stratosphere transport primarily occurs in the tropics

and the Ziska et al. (2013) inventory has the lowest CHBr3 emission flux in this region (and globally,

Table 1). Second, for CH2Br2, the tropical MAPE is lowest for most (also∼70%) of the models

when using the Liang et al. (2010) inventory, which also has the lowest global flux of the three

inventories tested. For a number of models, a similar agreement is also obtained with Ordóñez et al.435

(2012) inventory, as the two are broadly similar in magnitude/distribution (Hossaini et al., 2013). For

CH2Br2, the Ziska et al. (2013) inventory performs poorest across the ensemble (models generally

overestimate CH2Br2 with this inventory). Overall, the tropical MAPE for a givenmodel is more

sensitive to choice of emission inventory for CHBr3 than CH2Br2 (Figure 7). Based on each model’s

preferred inventory (i.e. from Figure 7), the tropical MAPE is generally ∼40% for CHBr3 and<20%440

for CH2Br2 (in most models). One model (STAG) exhibited a MAPE of>50% for both species,

regardless of the choice of emission inventory, and was therefore omitted from the subsequent model-

measurement comparisons to aircraft data and also from the multi-model mean SGI estimate derived

in Section 3.5.

For thesubsetof 5 models that submitted hourly output over the period of the SHIVA (2011) and445

TransBrom (2009) ship cruises, Figures 8 and 9 compare the multi-model mean (MMM) CHBr3

and CH2Br2 mixing ratio (and the model spread) to the observed values. Note, the MMM was cal-

culated based on each model’s preferred tracer (i.e. preferred emissions inventory). Generally, the

models reproduce the observed mixing ratios from SHIVA well, with a MMM campaign MAPE of

25% or less for both VSLS. This is encouraging as SHIVA sampled in the tropical West Pacific re-450

gion, where rapid troposphere-to-stratosphere transportof VSLS likely occurs (e.g. Aschmann et al.,

2009; Liang et al., 2014) and where VSLS emissions, weightedby their ozone depletion potential,

are largest (Tegtmeier et al., 2015). Model-measurement comparisons during TransBrom are varied

with models generally underestimating observed CHBr3 and CH2Br2 during significant portions of

the cruise. The underestimate is most pronounced close to the start and end of the cruise during455

which observed mixing ratios were more likely influenced by coastal emissions, potentially under-

estimated in global-scale models. Note, TransBrom also sampled sub-tropical latitudes (see Figure

2).

Overall, our results show that mostparticipating models capture the observed seasonal cycle and

the magnitude of surface CHBr3 and CH2Br2 reasonably well, using a combination of emission460

inventories. Generally, this leads to a realistic surface distribution at most locations, and thereby
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provides good agreement between models and aircraft observations above the boundary layer; see

Section 3.2 below.

3.2 Model-observation comparisons: free troposphere

We now evaluate modelled profiles of CHBr3 and CH2Br2 using observations from a range of recent465

aircraft campaigns (see Section 2.4). Note, for these comparisons, and from herein unless noted, all

analysis is performed usingeachmodels the preferred CHBr3 and CH2Br2 tracerfor each model

(i.e. preferred emissions inventory), as was diagnosed in the previous discussion (i.e. from Figure 7,

see also Section 3.1.2).This approach ensures that an estimate of stratospheric bromine SGI, from

a given model, is based on a simulation in which the optimal CHBr3/CH2Br2 model-measurement470

agreement at the surface was acheived.This approachensuresconsistentmodelestimatesof strato-

sphericbromineSGI,basedon simulationswith optimal model-measurementagreementat thesur-

face. The objective ofthe comparisons belowhereis to show that theparticipating models produce a

realistic simulation of CHBr3 and CH2Br2 in the tropical free troposphere and to test model transport

of CHBr3 and CH2Br2 from the surface to high altitudes, against that from atmospheric measure-475

ments.Intricacies of individual model-measurement comparison are not discussed. Rather, Figure

10 compares MMM profiles (and the model spread) of CHBr3 and CH2Br2 mixing ratio to observed

campaign means within the tropics (±20◦ latitude). Generally model-measurement agreement, di-

agnosed by both the campaign-averaged MAPE and the correlation coefficient (r) is excellent during

most campaigns. For all of the 7 campaigns considered, the modelled MAPE for CHBr3 is ≤35%480

(≤20% for CH2Br2). The models also capture much of the observed variability throughout the ob-

served profiles, including, for example, the signature “c-shape” of convection in the measured CHBr3

profile from SHIVAand HIPPO-1 (panel (a), 2nd and 3rd rows of Figure 10). Correlation coefficients

between modelled and observed CHBr3 are≥0.8 for 5 of the 7 campaigns and for CH2Br2 are gen-

erally>0.5.485

It is unclear why model-measurement agreement (particularly the CHBr3 MAPE) is poorest for

the HIPPO-4 and HIPPO-5 campaigns. However, we note that at most levels MMM CHBr3 and

CH2Br2 falls within ±1 standard deviation (σ) of the observed mean. Note, an underestimate of

surface CHBr3 does not generally translate to a consistent underestimateof measured CHBr3 at

higher altitude. Critically, for the most part, the models are able to reproduce observed values of490

both gases well at∼12-14 km, within the lower TTL. Recall that the TTL is defined as the layer

between the level of main convective outflow (∼200 hPa,∼12 km) and the tropical tropopause

(∼100 hPa,∼17 km) (Gettelman and Forster, 2002).For a given model, simulations using the non-

preferred tracers (i.e. with different CHBr3/CH2Br2 emission inventories, not shown), generally lead

to worse model-measurement agreement in the TTL. This is notsurprising as model-measurement495

agreement at the surface is poorer in those simulations (as discussed in Section 3.1.2.)
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Overall, given the large spatial/temporal variability in observed VSLS mixing ratios, in part due

to the influence of transport processes, global-scale models driven by aseasonal emissions and using

parameterisedsub-grid scaletransport schemes face challenges in reproducing VSLS observations

in the tropical atmosphere. Yet despite this, we find that theTransCom-VSLS models generally500

provide a very good simulation of the tropospheric abundance of CHBr3 and CH2Br2, particularly

in the important tropical West Pacific region (e.g. SHIVA comparisons).

3.3 Model-observation comparisons: TTL and lower stratosphere

Figure 11 compares model profiles of CHBr3 and CH2Br2 with high altitude measurements obtained

in the TTL, extending into the tropical lower stratosphere.Across the ensemble, model-measurement505

agreement is varied but generally the models capture observed CHBr3 from the Pre-AVE and CR-

AVE campaigns, in the Eastern Pacific, well. It should be noted that the number of observations

varies significantly between these two campaigns; CR-AVE had almost twice the number of flights

thanasPre-AVE and this is reflected in the larger variability in theobserved profile, particularly in

the lower TTL. For both campaigns, the models capture the observed gradients in CHBr3 and vari-510

ability throughout the profiles; model-measurement correlation coefficients (r) for all of the models

are>0.93 and>0.88 for Pre-AVE and CR-AVE, respectively. In terms of absolute agreement, 100%

of the models fall within±1σ of the observed CHBr3 mean at the tropopause during Pre-AVE (and

±2σ for CR-AVE). For both campaigns, virtually all models are within the measured (min-max)

range (not shown) around the tropopause.515

During both ATTREX campaigns, larger CHBr3 mixing ratios were observed in the TTL (panels c

and d of Figure 11). This reflects the location of the ATTREX campaigns compared to Pre-AVE and

CR-AVE; over the tropical West Pacific, the level of main convective outflow extends deeper into

the TTL compared to the East Pacific (Gettelman and Forster, 2002), allowing a larger portion of the

surface CHBr3 mixing ratio to detrain at higher altitudes. Overall, model-measurement agreement520

of CHBr3 in the TTL is poorer during the ATTREX campaigns, with most models exhibiting a low

bias between 14-16 km altitude. MOZART and UKCA simulations(which prefer the Liang CHBr3

inventory) exhibit larger mixing ratios in the TTL, though are generally consistent with other models

around the tropopause. Most (≥70%) of the models reproduce CHBr3 at the tropopause to within

±1σ of the observed mean and all the models are within the measured range (not shown) during both525

ATTREX campaigns. Model-measurement CHBr3 correlation is>0.8 for each ATTREX campaign,

showing that again much of the observed variability throughout the CHBr3 profiles is captured. The

same is true for CH2Br2, with r >0.84 for all but one of the models during Pre-AVE andr >0.88 for

all of the models in each of the other campaigns.

Overall, mean CHBr3 and CH2Br2 mixing ratios around the tropopause, observed during the530

2013/2014 ATTREX missions, are larger than the mean mixing ratios (from previous aircraft cam-

paigns) reported in the latest WMO Ozone Assessment Report (Table 1-7 of Carpenter and Reimann
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(2014)). As noted, thislikely reflects the location at which the measurements were made; ATTREX

2013/2014 sampled in the tropical West and Central Pacific, whereas the WMO estimate is based on

a compilation of measurements with a paucity in that region.From Figure 11, observed CHBr3 and535

CH2Br2 at the tropopause was (on average)∼0.35 ppt and∼0.8 ppt, respectively, during ATTREX

2013/2014, compared to the 0.08 (0.00—0.31) ppt CHBr3 and 0.52 (0.3-–0.86) ppt CH2Br2 ranges

reported by Carpenter and Reimann (2014).

3.4 Seasonal and zonal variations in the troposphere-to-stratosphere transport of VSLS

In this section we examine seasonal and zonal variability inthe loading of CHBr3 and CH2Br2540

in the TTL and lower stratosphere, indicative of transport processes. In the tropics, a number of

previous studies have shown a marked seasonality in convective outflow around the tropopause,

owing to seasonal variations in convective cloud top heights (e.g. Folkins et al., 2006; Hosking et al.,

2010; Bergman et al., 2012).Such variations influence the near-tropopause abundance ofbrominated

VSLS(Hoyle et al., 2011; Liang et al., 2014)and other tracers, such as CO(Folkins et al., 2006).545

Figures 12 and 13 show the simulated seasonal cycle of CHBr3 and CH2Br2, respectively, at

the base of the TTL and the cold point tropopause (CPT). CHBr3 exhibits a pronounced seasonal

cycle at the CPT, with virtually all models showing the same phase; with respect to the annual mean

and integrated over the tropics, CHBr3 is most elevated during boreal winter (DJF). The amplitude

of the cycle varies considerably between models, with departures from the annual mean ranging550

from around±10% to±40%, in a given month (panel b of Figure 12). Owing to its relatively long

tropospheric lifetime, particularly in the TTL(>1 year)(Hossaini et al., 2010), CH2Br2 exhibits a

weak seasonal cycle at the CPT as it is less influenced by seasonal variations in transport.

Panels (c) and (d) of Figures 12 and 13, also show the modelledabsolute mixing ratios of CHBr3

and CH2Br2 at the TTL base and CPT. Annually averaged, for CHBr3, the model spread results in a555

factor of∼3 difference in simulated CHBr3 at both levels (similarly, for CH2Br2 a factor of 1.5). The

modelled mixing ratios fall within the measurement-derived range reported by Carpenter and Reimann

(2014). The MMM CHBr3 mixing ratio at the TTL base is 0.51 ppt, within the 0.2-1.1 ppt measurement-

derived range. At the CPT, the MMM CHBr3 mixing ratio is 0.20 ppt, also within the measured

range of 0.0-0.31 ppt. On average, the models suggest a∼60% gradient in CHBr3 between the TTL560

base and tropopause. Similarly, the annual MMM CH2Br2 mixing ratio is 0.82 ppt at the TTL base,

within the measured range of 0.6-1.2 ppt, and at the CPT is 0.73 ppt, within the measured range of

0.3-0.86 ppt. On average, the models show a CH2Br2 gradient of 10% between the two levels. These

model absolute values are annual means over the whole tropical domain. However, zonal variability

in VSLS loading within the TTL is expected to be large (e.g. Aschmann et al., 2009; Liang et al.,565

2014), owing to inhomogeneity in the spatial distribution of convection and oceanic emissions. The

Indian Ocean, the Maritime Continent (incorporating Malaysia, Indonesia, and the surrounding is-

lands and ocean), central America, and central Africa are all convectively-active regions, shown to
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experience particularly deep convective events with the potential, therefore, to rapidly loft VSLS

from the surface into the TTL (e.g. Gettelman et al., 2002, 2009; Hosking et al., 2010). As previ-570

ously noted, the absolute values can vary, though generallythe TransCom-VSLS models agree on

the locations with the highest VSLS mixing ratios, as seen from the zonal CHBr3 anomalies at the

CPT shown in Figure 14. These regions are consistent with theconvective source regions discussed

above. The largest CHBr3 mixing ratios at the CPT are predicted over the tropical WestPacific

(20◦S-20◦N, 100◦E-180◦E), particularly during DJF. Integrated over the tropical domain, this signal575

exerts the largest influence on the CHBr3 seasonal cycle at the CPT. This result is consistent with

the model intercomparison of Hoyle et al. (2011), who examined the seasonal cycle of idealised

VSLS-like tracers around the tropopause, and reported a similar seasonality.

While meridionally, the width of elevated CHBr3 mixing ratios during DJF is similar across the

models, differences during boreal summer (JJA) are apparent, particularly in the vicinity of the Asian580

Monsoon (5◦N-35◦N, 60◦E-120◦E). Note, the CHBr3 anomalies shown in Figure 14 correspond

to departures from the mean calculated in the latitude rangeof ±30◦, and therefore encompass

most of the Monsoon region. A number of studies have highlighted (i) the role of the Monsoon

in transporting pollution from east Asia into the stratosphere (e.g. Randel et al., 2010) and (ii) its

potential role in the troposphere-to-stratosphere transport of aerosol precursors, such as volcanic585

SO2 (e.g. Bourassa et al., 2012; Fromm et al., 2014). For VSLS, and other short-lived tracers, the

Monsoon may also represent a significant pathway for transport to the stratosphere (e.g. Vogel et al.,

2014; Orbe et al., 2015; Tissier and Legras , 2016). Here, a number of models show elevated CHBr3

in the lower stratosphere over the Monsoon region, though the importance of the Monsoon with

respect to the tropics as a whole varies substantially between the models. For example, from Figure590

14, models such as ACTM and UKCA show far greater enhancementin CHBr3 associated with

the Monsoon during JJA, compared to others (e.g. MOZART, TOMCAT). A comparison of CHBr3

anomalies at 100 hPa but confined to the Monsoon region, as shown in Figure 15, reveals a Monsoon

signal in most of the models, but as noted above the strength of this signal varies considerably.

The STAG model, which does not include a treatment ofdeep convection and has been shown to595

have weak ventilation through the boundary layer (Law et al., 2008), exhibits virtually no CHBr3

enhancement over the Monsoon region.

The high altitude model-model differences in CHBr3, highlighted in Figures 14 and 15, are at-

tributed predominately to differences in the treatment of convection. Previous studies have shown

that (i) convective updraft mass fluxes, including the vertical extent of deep convection (relevant for600

bromine SGI from VSLS), vary significantly depending on the implementation of convection in a

given model (e.g. Feng et al., 2011) and (ii) that significantly different short-lived tracer distributions

are predicted from different models using different convective parameterisations (e.g. Hoyle et al.,

2011). Such parameterisations are often complex, relying on assumptions regarding detrainment lev-

els, trigger thresholds for shallow, mid-level and/or deepconvection, and vary in their approach to605
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computing updraft (and downdraft) mass fluxes. Furthermore, the vertical transport of model tracers

is also sensitive to interactions of the convective parameterisation with the boundary layer mixing

scheme (also parameterised) (Rybka and Tost, 2014). On the above basis and considering that the

TransCom-VSLS models implement these processes in different ways (Table 2), it was not possi-

ble to detangle transport effects within the scope of this project. However, no systematic similari-610

ties/differences between models according to input meteorology were apparent.Examining the dif-

ference between UKCA_HI and UKCA_LO reveals that horizontal resolution is a significant factor.

The UKCA_HI simulation shows a greater role of the Monsoon region, likely dueto a morefaith-

ful representation of convection (including its occurrencerelatedto surfaceemissions)likely due to

differences in the distribution of surface emissions (e.g.along longer coastlines in the higher resolu-615

tion model) with respect to the occurrence of convectionin higherresolution modelsimulationsas

shown by Russo et al. (2015). Overall, aircraft VSLS observations within this poorly sampled region

are required in order to elucidate further the role of the Monsoon in the troposphere-to-stratosphere

transport of brominated VSLS.

3.5 Stratospheric source gas injection of bromine and trends620

In this section we quantify the climatological SGI of bromine from CHBr3 and CH2Br2 to the

tropical LS and examine inter-annual variability. The current measurement-derived range of bromine

SGI ([3×CHBr3] + [2×CH2Br2] at the tropical tropopause) from these two VSLS is 1.28 (0.6-2.65)

ppt Br, i.e. uncertain by a factor of∼4.5 (Carpenter and Reimann, 2014). This uncertainty dominates

the overall uncertainty on thetotal stratospheric bromine SGI range (0.7-3.4 ppt Br), which includes625

relatively minor contributions from other VSLS (e.g. CHBr2Cl, CH2BrCl and CHBrCl2). Given

that SGI may account for up to 76% of stratospheric BrV SLS
y (Carpenter and Reimann, 2014) (note,

BrV SLS
y also includes the contribution of product gas injection), constraining the contribution from

CHBr3 and CH2Br2 is, therefore, desirable.

The TransCom-VSLS climatological MMM estimate of Br SGI from CHBr3 and CH2Br2 is 2.0630

(1.2-2.5) ppt Br, with the reported uncertainty from the model spread. CH2Br2 accounts for∼72%

of this total, in good agreement with the∼80% reported by Carpenter and Reimann (2014). The

model spread encompasses the best estimate reported by Carpenter and Reimann (2014), though our

best estimate is 0.72 ppt (57%) larger. The spread in the TransCom-VSLS models is also 37% lower

than the Carpenter and Reimann (2014) range, suggesting that their measurement-derived range in635

bromine SGIfrom CHBr3 and CH2Br2 is possibly too conservative, particularly at the lower limit

(Figure 16), and from a climatological perspective. We notethat (i) the TransCom-VSLS estimate

is based on models, shown here, to simulate the surface to tropopause abundance of CHBr3 and

CH2Br2 well and (ii) represents a climatological estimate over thesimulation period, 1995-2012.

The measurement-derived best estimate and range(i.e. that from Carpenter and Reimann (2014))640

, at present,does not include the high altitude observations over the tropical West Pacific obtained
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during the most recent NASA ATTREX missions. As noted in Section 3.3, mean CHBr3 and CH2Br2

measured around the tropopause during ATTREX (2013/2014 missions), is at the upper end of the

compilation of observed values given in the recent WMO Ozone Assessment Report (Table 1-7

of Carpenter and Reimann (2014)). Inclusion of these data would bring the WMO SGI estimate645

from CHBr3 and CH2Br2 closer to the TransCom-VSLS estimate reported here.For context, the

TransCom-VSLS MMM estimate of Br SGI from CHBr3 and CH2Br2 (2.0 ppt Br) represents 10%

of total stratospheric Bry (i.e. considering long-lived sources gases also) - estimated at∼20 ppt in

2011 (Carpenter and Reimann, 2014).

The TransCom-VSLS MMM SGI range discussed above is from CHBr3 and CH2Br2 only. Minor650

VSLS, including CHBr2Cl, CH2BrCl, CHBrCl2, C2H5Br, C2H4Br and C3H7Br, are estimated to

contribute a further 0.08 to 0.71 ppt Br through SGI (Carpenter and Reimann, 2014). If we add

this contribution on to our MMM estimate of bromine SGI from CHBr3 and CH2Br2, a reasonable

estimate of 1.28 to 3.21 ppt Br is derived from our results forthe total SGI range. This range is

28% smaller than the equivalent estimate of total SGI reported by Carpenter and Reimann (2014),655

because of the constraint on the contribution from CHBr3 and CH2Br2, as discussed above.

Our uncertainty estimate on simulated bromine SGI (from themodel spread) reflects inter-model

variability, primarily due to differences in transport, but does not account for uncertainty on the

chemical factors influencing the loss rate and lifetime of VSLS (e.g. tropospheric [OH]) - as all of

the models used the same prescribed oxidants. However, Aschmann and Sinnhuber (2013) found660

that the stratospheric SGI of Br exhibited a low sensitivityto large perturbations to the chemical loss

rate of CHBr3 and CH2Br2; a ±50% perturbation to the loss rate changed bromine SGI by 2% at

most in their model sensitivity experiments. Furthermore,our SGI range is compatible with recent

model SGI estimates that used different [OH] fields; for example, Fernandez et al. (2014) simulated

a stratospheric SGI of 1.7 ppt Br from CHBr3 and CH2Br2.665

We found no clear long-term transport-driven trend in the stratospheric SGI of bromine.Clearly,

this result is limited to the study period examined and does not preclude potential future changes

due to climate change, as suggested by some studies (e.g. Hossaini et al., 2012b).However,In terms

of inter-annual variability, the simulated annual mean bromine SGI varied by±5% around the cli-

matological mean (panel (b) of Figure 16) over the simulation period(small in the context of total670

stratospheric Bry, see above).Naturally, this encompasses inter-annual variability of both CHBr3

and CH2Br2 reaching the tropical LS. The latter of which is far smaller and given that CH2Br2 is the

larger contributor to SGI, dampens the overall inter-annual variability. Note, inter-annual changes in

emissions, [OH] or photolysis rates were not quantified here(only transport). On a monthly basis,

the amount of CHBr3 reaching the tropical LS can clearly exhibit larger variability. CHBr3 anoma-675

lies (calculated as monthly departures from the climatological monthly mean mixing ratio) at the

tropical tropopause are shown in Figure 17. Also shown in Figure 17 is the MultivariateEl Niño

SouthernOscillation ENSO Index (MEI) - a time-series which characterises ENSO intensity based

21



on a range of meteorological and oceanographic components (Wolter and Timlin, 1998). See also:

http://www.esrl.noaa.gov/psd/enso/mei/. The transportof CHBr3 (and CH2Br2, not shown) to the680

tropical LS is strongly correlated (r values ranging from 0.6 to 0.75 across the ensemble) to ENSO

activity over the Eastern Pacific (owing to the influence of sea surface temperature on convection).

For example, a clear signal of the very strong El Niño event of1997/1998 is apparent in the models

(i.e. with enhanced CHBr3 at the tropopause), for that region, supporting the notion that bromine

SGI is sensitive to such climate modes,in this region(Aschmann et al., 2011). However,integrated685

when averagedover the tropics no strong correlation between VSLS loadingin the LS and the MEI

(or just sea surface temperature) was found across the ensemble.We suggest that zonal variations in

SST anomalies (and convective activity) associated with ENSO, with warming in some regions and

cooling in others, has a cancelling effect on the tropical mean bromine SGI. Indeed, previous model

studies have showed a marked zonal structure in CHBr3/CH2Br2 loading in the LS in strong ENSO690

years, with relative increases and decreases with respect to climatological averages depending on

region (Aschmann et al., 2011). Further investigation, beyond the scope of this work, is needed to

determine the sensitivity oftotal stratospheric BrVSLS
y (i.e. including the contribution from product

gas injection), to this and other modes of climate variability.

4 Summary and Conclusions695

Understanding the chemical and dynamical processes which influence the atmospheric loading of

VSLS in the present, and how theseprocessesmay change in the future, is important to understand

the role of VSLS in arangenumberof issues. In the context of the stratosphere, it is important to

(i) determine the relevance of VSLS for assessments of O3 layer recovery timescales (Yang et al.,

2014), (ii) assess the full impact of proposed stratospheric geoengineering strategies (Tilmes et al.,700

2012) and (iii) accurately quantify the ozone-driven radiative forcing (RF) of climate (Hossaini et al.,

2015a). Here we performed the first concerted multi-model intercomparison of halogenated VSLS.

The overarching objective of TransCom-VSLS was to provide areconciled model estimate of the

SGI of bromine from CHBr3 and CH2Br2 to the lower stratosphere and to investigate inter-model

variability differencesdue to emissions and transport processes. Participating models performed sim-705

ulations over a 20-year period, using a standardised chemistry setup (prescribed oxidants/photolysis

rates) to isolate, predominantly, transport-driven variability between models. We examined the sen-

sitivity of results to the choice of CHBr3/CH2Br2 emission inventory within individual models, and

also quantified the performance of emission inventories across the ensemble. The main findings of

TransCom-VSLS are summarised below.710

– The TransCom-VSLS modelsareable to reproduce the observed surface abundance, distribution

and seasonal cycle of CHBr3 and CH2Br2, at most locations where long-term measurements are

available, reasonably well. At most sites,(i) the simulated seasonal cycle of these VSLS is not par-
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ticularly sensitive to the choice of emission inventory,and (ii) the observed cycle is reproduced

well simply from seasonality in the chemical loss(a notable exception is at Mace Head, Ireland).715

Within a given model, absolute model-measurement agreement at the surface is highly dependent on

the choice of VSLS emission inventory, particularly for CHBr3 for which the global emission dis-

tribution and magnitude is somewhat poorly constrained. Wefind that at a number of locations, no

consensus amongparticipating models as to which emission inventory performs best can be reached.

This is due to differences in the representation/implementationof transport processes between mod-720

els which can significantly influence the boundary layer abundance of short-lived tracers. This effect

wasalsoobserved betweenmodelCTM variants which, other than tropospheric transport schemes,

are identical. A major implication of this finding is that care must be taken when assessing the perfor-

mance of emission inventories in order to constrain global VSLS emissions, based on single model

studies alone. However, we also find that within the tropics -where the troposphere-to-stratosphere725

transport of VSLS takes place - mostparticipating models (∼70%) achieveoptimal bestagreement

with measured surface CHBr3 when using a bottom-up derived inventory, with the lowest CHBr3

emission flux (Ziska et al., 2013). Similarly for CH2Br2 most (also∼70%) of the models achieve

optimal agreement using the CH2Br2 inventory with the lowesttropicalemissionsflux in thetropics

(Liang et al., 2010), though agreement is generally less sensitive to the choice of emission inventory730

(compared to CHBr3). Recent studies have questioned the effectiveness of usingaircraft observations

and global-scale models (i.e. the top-down approach) in order to constrain regional VSLS emissions

(Russo et al., 2015). For this reason and given growing interest as to possible climate-driven changes

in VSLS emissions (e.g. Hughes et al., 2012), online calculations (e.g. Lennartz et al., 2015) which

(i) consider interactions between the ocean/atmosphere state (based on observed seawater concentra-735

tions)and (ii) produce seasonally-resolved sea-to-air fluxes mayprove a more insightful approach,

over use of prescribed emission climatologies, in future modelling work.

– The TransCom-VSLS models generally agree on the locations where CHBr3 and CH2Br2 are most

elevated around the tropopause. These locations are consistent with known convectively active re-

gions and include the Indian Ocean, the Maritime Continent and wider tropical West Pacific and the740

tropical Eastern Pacific, in agreement with of a number of previous VSLS-focused modelling stud-

ies (e.g. Aschmann et al., 2009; Pisso et al., 2010; Hossainiet al., 2012b; Liang et al., 2014). Owing

to significant inter-model differences in transport processes, both the absolute tracer amount trans-

ported to the stratosphere and the amplitude of the seasonalcycle varies among models. However,

of the above regions, the tropical West Pacific is the most important in all of the models (regardless745

of the emission inventory), due to rapid vertical ascent of VSLS simulated during boreal winter.

In the free troposphere, the modelswereableto reproduce observed CHBr3 and CH2Br2 from the

recent SHIVA and CAST campaigns in this region to within≤16% and≤32%, respectively. How-

ever, at higher altitudes in the TTL the models generally (i)underestimated CHBr3 between 14-16

km observed during the 2014 NASA ATTREX mission in this region but (ii) fell within ±1 σ of750
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the observed mean around the tropical tropopause (∼17 km).Generally good agreement was also

obtained to high altitude aircraft measurements of VSLS around the tropopause in the Eastern Pa-

cific. During boreal summer, most models show elevated CHBr3 around the tropopause above the

Asian Monsoon region. However, the strength of this signal varies considerably among the mod-

els with a spread that encompasses virtually no CHBr3 enhancement over the Monsoon region to755

strong (85%) CHBr3 enhancements at the tropopause, with respect to the zonal average. Measure-

ments of VSLS in the poorly sampled Monsoon region from the upcoming StratoClim campaign

(http://www.stratoclim.org/) will prove useful in determining the importance of this region for the

troposphere-to-stratosphere transport of VSLS.

– Climatologically, we estimate that CHBr3 and CH2Br2 contribute 2.0 (1.2-2.5) ppt Br to the lower760

stratosphere through SGI, with the reported uncertainty due to the model spread. The TransCom-

VSLS best estimate of 2.0 ppt Br is (i)∼57% larger than the measurement-derived best estimate of

1.28 ppt Br reported by Carpenter and Reimann (2014), and (ii) the TransCom-VSLS range (1.2-2.5

ppt Br) is∼37% smaller than the 0.6-2.65 ppt Br range reported by Carpenter and Reimann (2014).

From this we suggest that, climatologically, the Carpenterand Reimann (2014) measurement-derived765

SGI range, based on a limited number of aircraft observations (with a particular paucity in the trop-

ical West Pacific), is potentially too conservative at the lower limit. Although we acknowledge that

(i) our uncertainty estimate (the model spread)accountsfor uncertainty within the constraintsof

theTransComexperimental designandtherefore (ii) does not account for a number of intrinsic un-

certainties within global models, for example, tropospheric [OH] (as theparticipating models used770

the same set of prescribed oxidants). No significant transport-driven trend in stratospheric bromine

SGI was found over the simulation period, though inter-annual variability was of the order of±5%.

Loading of both CHBr3 and CH2Br2 around the tropopause over the East Pacific is strongly coupled

to ENSO activity but no strong correlation to ENSO or sea surface temperature was foundwhen

averagedacross the wider tropical domain.775

Overall, results from the TransCom-VSLS model intercomparison support the large body of ev-

idence that natural VSLS contribute significantly to stratospheric bromine. Given suggestions that

VSLS emissions from the growing aquaculture sector will likely increase in the future (WMO, 2014;

Phang et al., 2015) and that climate-driven changes to oceanemissions (Tegtmeier et al., 2015), tro-

pospheric transport and/or oxidising capacity (Dessens etal., 2009; Hossaini et al., 2012a) could780

lead to anincreasedincreasein the stratospheric loading of VSLS, it is paramount to constrain the

present day BrV SLS
y contribution to allow any possible future trends to bedistinguisheddetermined.

In addition to SGI, this will require constraint on the stratospheric product gas injection of bromine

which conceptually presents a number of challenges for global models given its inherent complexity.
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Table 1 Summary of the VSLS tracers simulated byparticipating models, the global total

emission flux (Gg VSLS yr−1) and the rate constant for their reaction with OH (Sander et al.,

2011). See text for details of emission inventories.

Ocean emission inventory Rate constant (VSLS + OH reaction)

Tracer # Species Tracer name Global flux Reference k(T) (cm3 molec−1 s−1)

(Gg yr−1)

1 Bromoform CHBr3_L 450 Liang et al. (2010) 1.35×10−12exp(-600/T)

2 CHBr3_O 530 Ordóñez et al. (2012)

3 CHBr3_Z 216 Ziska et al. (2013)

4 Dibromomethane CH2Br2_L 62 Liang et al. (2010) 2.00×10−12exp(-840/T)

5 CH2Br2_O 67 Ordóñez et al. (2012)

6 CH2Br2_Z 87 Ziska et al. (2013)
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Table 2Overview of TransCom-VSLSparticipating models and model variants.

# Model1 Institution2 Resolution Meteorology5 BL mix. Convection Reference

Horizontal3 Vertical4

1 ACTM JAMSTEC 2.8◦×2.8◦ 67σ JRA-25 Mellor and Yamada (1974) Arakawa and Shubert (1974) Patra et al. (2009)

2 B3DCTM UoB 3.75◦×2.5◦ 40σ-θ ECMWF ERA-Interim Simple7 ERA-Interim, archived8 Aschmann et al. (2014)

3 EMAC 6(_free) KIT 2.8◦×2.8◦ 39σ-p Online, free-running Jöckel et al. (2006) Tiedtke (1989)9 Jöckel et al. (2006, 2010)

4 EMAC (_nudged) KIT 2.8◦×2.8◦ 39σ-p Nudged to ERA-Interim Jöckel et al. (2006) Tiedtke (1989)9 Jöckel et al. (2006, 2010)

5 MOZART EMU 2.5◦×1.9◦ 56σ-p MERRA Holtslag and Boville (1993) Note 10 Emmons et al. (2010)

6 NIES-TM NIES 2.5◦×2.5◦ 32σ-θ JCDAS (JRA-25) Belikov et al. (2013) Tiedtke (1989) Belikov et al. (2011, 2013)

7 STAG AIST 1.125◦×1.125◦ 60σ-p ECMWF ERA-Interim Taguchi et al. (2013) Taguchi et al. (2013) Taguchi (1996)

8 TOMCAT UoL 2.8◦×2.8◦ 60σ-p ECMWF ERA-Interim Holtslag and Boville (1993) Tiedtke (1989) Chipperfield (2009)

9 TOMCAT (_conv) UoL 2.8◦×2.8◦ 60σ-p ECMWF ERA-Interim Holtslag and Boville (1993) ERA-Interim, archived8 Chipperfield (2009)

10 UKCA (_low) UoC/NCAS 3.75◦×2.5◦ 60σ-z Online, free-running Lock et al. (2000) Gregory and Rowntree (1990) Morgenstern et al. (2009)

11 UKCA (_high) UoC/NCAS 1.875◦×1.25◦ 85σ-z Online, free-running Lock et al. (2000) Gregory and Rowntree (1990) Morgenstern et al. (2009)

1 All models are offline CTMs except bold entries which are CCMs. Model variants are shown in italics.

CCMs ran using prescribed sea surface temperatures from observations.
2 JAMSTEC: Japan Agency for Marine-Earth Science and Technology,Japan; UoB: University of Bremen, Germany; KIT: Karlsruhe Institute of Technology,

Germany; EMU: Emory University, USA ; NIES: National Institute for Environmental Studies, Japan; AIST: National Institute of Advanced

Industrial Science and Technology, Japan; UoL: University of Leeds, UK; UoC: University of Cambridge, UK; NCAS: National Centre for

Atmospheric Science, UK.
3 Longitude×latitude
4 σ: terrain-following sigma levels (pressure divided by surface pressure);σ-p: hybrid sigma-pressure;σ-θ: hybrid sigma-potential

temperature;σ-z: hybrid sigma-height.
5 MERRA: Modern-era Retrospective Analysis for Research and Applications; JCDAS: Japan Meteorological Agency Climate Data

Assimilation System; JRA-25: Japanese 25-year ReAnalysis; ECMWF: European Center for Medium range Weather Forecasting.
6 ECHAM/MESSy Atmospheric Chemistry (EMAC) model (Roeckner et al.,2006). ECHAM5 version 5.3.02. MESSy version 2.42.
7 Simple averaging of tracer mixing ratio below ERA-Interim boundary layerheight.
8 Read-in convective massfluxes from ECMWF ERA-Interim. See Aschmann et al. (2011) for B3DCTM implementation and Feng et al. (2011) forTOMCAT implementation.
9 With modifications from Nordeng (1994).
10 Shallow & mid-level convection (Hack , 1994); deep convection (Zhangand McFarlane, 1995).
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Table 3 Summary and location of ground-based surface VSLS measurements used in

TransCom-VSLS, arranged from north to south. All sites are part of the NOAA/ESRL global

monitoring network, with the exception of TAW, at which measurements were obtained by the

University of Cambridge (see main text). *Stations SUM, MLOand SPO elevated at∼3210m,

3397m and 2810m, respectively.

Station Site Name Latitude Longitude

ALT Alert, NW Territories, Canada 82.5◦ N 62.3◦ W

SUM∗ Summit, Greenland 72.6◦ N 38.4◦ W

BRW Pt. Barrow, Alaska, USA 71.3◦ N 156.6◦ W

MHD Mace Head, Ireland 53.0◦ N 10.0◦ W

LEF Wisconsin, USA 45.6◦ N 90.2◦ W

HFM Harvard Forest, USA 42.5◦N 72.2◦ W

THD Trinidad Head, USA 41.0◦ N 124.0◦ W

NWR Niwot Ridge, Colorado, USA 40.1◦ N 105.6◦ W

KUM Cape Kumukahi, Hawaii, USA 19.5◦ N 154.8◦ W

MLO∗ Mauna Loa, Hawaii, USA 19.5◦ N 155.6◦ W

TAW Tawau, Sabah, Malaysian Borneo 4.2◦ N 117.9◦ E

SMO Cape Matatula, American Samoa 14.3◦ S 170.6◦ W

CGO Cape Grim, Tasmania, Australia 40.7◦ S 144.8◦ E

PSA Palmer Station, Antarctica 64.6◦ S 64.0◦ W

SPO∗ South Pole 90.0◦ S -
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Table 4Correlation coefficient (r) between the observed and simulated climatological monthly

mean surface CHBr3 volume mixing ratio (at ground-based monitoring sites, Table 3). Model

output based on CHBr3_L tracer (i.e. using aseasonal emissions inventory of Liang et al.

(2010)). Stations in bold denote where virtually all modelsfail to reproduce phase of the

observed CHBr3 seasonal cycle.

Site ACTM B3DCTM EMAC_F EMAC_N MOZART NIES STAG TOMCAT UKC_LO UKCA_HI

ALT 0.91 0.90 0.89 0.89 0.95 0.93 0.60 0.94 0.92 0.94

SUM 0.69 0.73 0.71 0.70 0.84 0.71 0.40 0.73 0.75 0.88

BRW 0.96 0.97 0.89 0.91 0.99 0.98 0.73 0.97 0.94 0.97

MHD −0.89 −0.89 −0.93 −0.89 −0.85 −0.89 −0.79 −0.90 −0.91 −0.73

LEF 0.84 0.72 0.74 0.78 0.83 0.74 0.35 0.43 0.78 0.88

HFM 0.64 0.61 0.66 0.69 0.79 0.46 0.08 0.58 0.40 0.81

THD −0.87 −0.65 −0.58 −0.42 0.26 −0.65 −0.63 −0.51 −0.48 −0.12

NWR 0.92 0.91 0.91 0.93 0.98 0.94 0.74 0.94 0.92 0.93

KUM 0.74 0.74 0.72 0.73 0.78 0.70 0.57 0.74 0.74 0.69

MLO 0.94 0.97 0.99 0.98 0.98 0.95 0.95 0.99 0.95 0.93

TAW −0.27 −0.08 0.17 −0.05 −0.34 −0.07 −0.15 0.23 0.13 0.22

SMO 0.56 0.45 0.43 0.72 0.32 0.23 0.04 0.72 0.59 −0.19

CGO −0.64 0.72 −0.22 −0.18 −0.53 0.31 0.85 −0.71 −0.72 −0.35

PSA 0.13 0.24 0.60 0.44 0.40 -0.39 0.16 0.14 0.09 0.62

SPO 0.90 0.91 0.85 0.89 0.94 0.41 0.71 0.92 0.93 0.88
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Table 5As Table 4 but for CH2Br2.

Site ACTM B3DCTM EMAC_F EMAC_N MOZART NIES STAG TOMCAT UKCA_LO UKCA_HI

ALT 0.90 0.97 0.79 0.82 0.96 0.98 0.77 0.94 0.85 0.96

SUM 0.71 0.93 0.75 0.76 0.92 0.91 0.87 0.77 0.79 0.96

BRW 0.87 0.92 0.82 0.85 0.93 0.91 0.90 0.88 0.93 0.93

MHD −0.65 −0.73 −0.72 −0.69 −0.76 −0.75 −0.64 −0.72 −0.71 −0.76

LEF 0.87 0.73 0.84 0.84 0.94 0.94 0.47 0.62 0.88 0.96

HFM 0.82 0.79 0.83 0.84 0.95 0.90 −0.02 0.75 0.72 0.92

THD 0.54 0.80 0.73 0.79 0.78 0.84 0.04 0.69 0.66 0.75

NWR 0.90 0.88 0.91 0.89 0.99 0.97 0.86 0.91 0.92 0.97

KUM 0.90 0.89 0.90 0.91 0.99 0.91 0.74 0.90 0.92 0.98

MLO 0.90 0.89 0.94 0.91 0.96 0.90 0.30 0.91 0.93 0.97

TAW −0.83 −0.80 −0.78 −0.75 −0.39 −0.47 −0.12 0.15 0.20 −0.16

SMO −0.08 0.67 −0.14 0.59 0.38 −0.12 0.34 0.97 0.74 0.00

CGO 0.59 −0.43 0.45 0.30 0.64 −0.06 −0.42 0.80 0.80 0.41

PSA 0.17 0.71 0.52 0.68 0.75 0.08 0.62 0.72 0.65 0.68

SPO 0.88 0.91 0.82 0.86 0.95 −0.04 0.97 0.90 0.94 0.88
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Figure 1. Schematic of the the TransCom-VSLS project approach.
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Figure 2. Summary of ground-based and campaign data used in TransCom-VSLS. See main text for details.
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Figure 3. Comparison of the observed and simulated seasonal cycle of surfaceCHBr3 at ground-based mea-

surement sites (see Table 3). The seasonal cycle is shown here as climatological (1998-2011) monthly mean

anomalies, calculated by subtracting the climatological monthly mean CHBr3 mole fraction (ppt) from the cli-

matological annual mean, in both the observed (black points) and model(coloured lines, see legend) data sets.

The location of the surface sites is summarised in Table 3. Model output based on CHBr3_L tracer (i.e. using

aseasonal emissions inventory of Liang et al. (2010)). Horizontal bars denote±1σ.
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Figure 4. As Figure 3 but for CH2Br2.
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(a) r (multi-model mean CHBr3)
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(b) r (multi-model mean CH2Br2)

-1.0

-0.5

0.0

0.5

1.0

C
or

re
la

tio
n 

co
ef

fic
ie

nt
 (

r)

 ALT
SUM

BRW
M

HD
LEF

HFM
THD

NW
R
KUM

M
LO

TAW
SM

O
CGO

PSA
SPO

 

Figure 5. Correlation coefficient (r) between observed and multi-model mean (a) CHBr3 and (b) CH2Br2, at

ground-based monitoring sites. The correlation here represents the mean annual seasonal variation. At each

site, 3×r values are given, reflecting the 3 different model CHBr3 tracers; green squares denote the CHBr3_L

tracer (top-down derived Liang et al. (2010) emissions), blue diamonds denote the CHBr3_O tracer (top-down

Ordóñez et al. (2012) emissions) and red circles denote the CHBr3_Z tracer (bottom-up Ziska et al. (2013)

emissions).
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Figure 6. Summary of agreement between model (a) CHBr3 and (b) CH2Br2 tracers and corresponding surface

observations (ground-based, see Table 3, and TransBrom/SHIVA ship cruises). The fill colour of each cell (see

legend) indicates the tracer giving the best agreement for that model, i.e. the lowest mean absolute percent-

age error (MAPE, see main text for details), and the numbers within the cells give the MAPE value (%), for

each model compared to the observations. CHBr3_L tracer used the Liang et al. (2010) emissions inventory,

CHBr3_O tracer used Ordóñez et al. (2012) and CHBr3_Z tracer used Ziska et al. (2013). Sites marked with *

are tropical locations. Certain model-measurement comparisons are not available (N/A).
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Figure 7. Overall mean absolute percentage error (MAPE) between model (a) CHBr3 and (b) CH2Br2 tracers

and corresponding surface observations, within the tropics only (i.e. sites KUM, MLO, TAW, SMO and the

TransBrom and SHIVA ship cruises). Note, the scale is capped at 100%. A small number of data points fall

outside of this range. Green squares denote the CHBr3_L tracer, blue diamonds denote the CHBr3_O tracer and

red circles denote the CHBr3_Z tracer.
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Figure 8. Comparison of modelled versus observed CHBr3 surface volume mixing ratio (ppt) during (a) SHIVA

(2011) and (b) TransBrom (2009) ship cruises. The multi-model mean is shown and the shaded region is the

model spread. The mean absolute percentage error (MAPE) over each campaign is annotated.

Figure 9. As Figure 8 but for CH2Br2.

46



(a) CHBr3

0.0 0.5 1.0 1.5 2.0
0

5

10

15

A
lti

tu
de

 (
km

) C
A

S
T

r = 0.96
MAPE = 32%

(b) CH2Br2

0.0 0.5 1.0 1.5 2.0
0

5

10

15

r = 0.81
MAPE = 20%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

A
lti

tu
de

 (
km

) S
H

IV
A

r = 0.84
MAPE = 16%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

r = 0.84
MAPE = 6%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

A
lti

tu
de

 (
km

) H
IP

P
O

-1

r = 0.84
MAPE = 20%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

r = 0.54
MAPE = 7%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

A
lti

tu
de

 (
km

) H
IP

P
O

-2

r = 0.65
MAPE = 16%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

r = 0.73
MAPE = 5%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

A
lti

tu
de

 (
km

) H
IP

P
O

-3

r = 0.81
MAPE = 14%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

r = 0.69
MAPE = 5%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

A
lti

tu
de

 (
km

) H
IP

P
O

-4

r = 0.59
MAPE = 34%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

r = 0.43
MAPE = 3%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

A
lti

tu
de

 (
km

) H
IP

P
O

-5

r = 0.80
MAPE = 33%

0.0 0.5 1.0 1.5 2.0
0

5

10

15

r = 0.42
MAPE = 13%

Figure 10. Compilation of modelled versus observed tropical profiles of (a) CHBr3 and (b) CH2Br2 mixing

ratio (ppt) from recent aircraft campaigns. Details of campaigns given in Section 2.4. Campaign mean observed

profiles derived from tropical measurements only and averaged in 1 km vertical bins (filled circles). The hori-

zontal bars denote±1σ from the observed mean. Shown is the corresponding multi-model meanprofile (red)

and model spread (shading). Allparticipating models were included in the MMM with the exception of STAG

(see Section 3.1.2). Models were sampled in the same space/time as the observed values, though for the com-

parison to CAST data, a climatological model profile is shown. The model-measurement correlation coefficient

(r) and the mean absolute percentage error (MAPE, see main text) between the two are indicated in each panel.
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Figure 11. Comparison of modelled versus observed volume mixing ratio (ppt) of CHBr3 (panels a-d) and

CH2Br2 (panels e-h) from aircraft campaigns in the tropics (see main text for campaign details). The observed

values (filled circles) are averages in 1 km altitude bins and the error barsdenote±1σ. The dashed line denotes

the approximate cold point tropopause for reference.
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Figure 12. Simulated monthly mean anomalies of CHBr3 volume mixing ratio (vmr), expressed as a percentage

with respect to the annual mean, for (a) 200 hPa, the approximate baseof the tropical tropopause layer (TTL)

and (b) 100 hPa, the cold point tropopause (CPT). Panels (c) and (d)show the CHBr3 vmr (ppt) at these levels.

All panels show tropical (±20◦ latitude) averages over the full simulation period (1993-2012). See Figure 3 for

legend. Thick black line denotes multi-model mean.
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Figure 13. As Figure 12 but for CH2Br2.
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Figure 14. Simulated anomalies of the CHBr3 volume mixing ratio with respect to the tropical (±30◦ latitude)

mean (expressed in %) at 100 hPa for (a) boreal winter (DJF) and (b) boreal summer (JJA). The boxes highlight

the tropical West Pacific and location of the Asian Monsoon - regions experiencing strong convection.

50



JJA, 5−35° N (100 hPa)

0 100 200 300
Longitude (° E)

−100

−50

0

50

100

A
n
o
m

a
ly

 (
%

)

Monsoon region

ACTM
B3DCTM
EMAC_F
EMAC_N
MOZART

NIES−TM
STAG
TOMCAT
TOMCAT_C
UKCA_LO
UKCA_HI

Figure 15. Simulated anomalies of the CHBr3 volume mixing ratio at 100 hPa, as a function of longitude.

Expressed as a percentage (%) departure from the mean within the latituderange of the Asian Monsoon (5◦N-

35◦N), during boreal summer (JJA).
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Figure 16. (a) climatological multi-model mean source gas injection of bromine (ppt) from CHBr3 and CH2Br2

(i.e. [3×CHBr3] + [2×CH2Br2] mixing ratio). The shaded region denotes the model spread. Also shown is

the best estimate (red circle) and SGI range from these gases (based on observations) reported in the most

recent WMO O3 Assessment Report (Carpenter and Reimann, 2014). (b) time seriesof multi-model mean

stratospheric bromine SGI anomalies. Anomalies are calculated as the departue of the annual mean from the

climatological mean (%).
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Figure 17.Monthly mean anomalies of CHBr3 volume mixing ratio at 100 hPa, expressed as departures from

the climatological monthly mean (%) over (a) tropical latitudes (±20◦), (b) the tropical East Pacific (±20◦

latitude, 180◦-250◦E longitude) and (c) the Maritime Continent (±20◦ latitude, 100◦-150◦E longitude). For

the East Pacific region, the Multivariate ENSO Index (MEI) is also shown (see text). Note anomalies from

free-running models not shown.

53



Supplement of: 

A multi-model intercomparison of halogenated very short-lived substances (TransCom-
VSLS): linking oceanic emissions and tropospheric transport for a reconciled estimate 
of the stratospheric source gas injection of bromine 
 
R. Hossaini et al. 

Correspondence to: Ryan Hossaini (r.hossaini@leeds.ac.uk) 

 

 

Figure S1: Bromoform (CHBr3) surface emission field (10−13 kg m−2 s −1) on 1° × 1° grid from 

the (a) Liang et al. (2010), (b) Ordóñez et al. (2012) and (c) Ziska et al. (2013) inventories. 

 



 

 

Figure S2: Dibromomethane (CH2Br2) surface emission field (10−14 kg m−2 s −1) on 1° × 1° 

grid from the (a) Liang et al. (2010), (b) Ordóñez et al. (2012) and (c) Ziska et al. (2013) 

inventories. 

 

 

 

 

 



 

 

Figure S3: Comparison of observed CHBr3 surface mixing ratio (ppt) at Mace Head (MHD) to 

models using (a) Liang et al. (2010) emissions inventory and (b) Ziska et al. (2013) emissions 

inventory. The data show climatological monthly averages. Vertical bars denote ±1 standard 

devation from the monthly mean. 

 

 

Model r 

ACTM 0.79 

B3DCTM -0.64 

EMAC-F 0.66 

EMAC-N 0.73 

MOZART 0.87 

NIES-TM 0.66 

STAG 0.73 

TOMCAT -0.37 

TOMCAT_C -0.52 

UKCA_LO 0.87 

UKCA_HI -0.77 
 

Table S1: Correlation coeficient (r) between the observed and simulated climatological 

monthly mean CHBr3 volme mixing ratio (ppt) at Mace Head. Model output based on CHBr3_Z 

tracer (i.e. using aseasonal emissions inventory of Ziska et al. 2013). See main text also. 


