We thank both Referees for the excellent reviews and good suggestions. We have adapted
and answered all the comments and the revised manuscript has been significantly improved.
Below detailed answers to the comments can be found. The referee comments are bolded
whereas our replies are written in a normal text.

REFEREE #1

Rantala et al present long term flux measurements of VOCs, CO2 and periodically
CO from an urban background site in Northern Finland. This represents the first
such data set from a city in the northern latitudes and is therefore of interest as
it builds upon our still very sparse collection of urban VOC flux data sets. I am
therefore keen to see this work published, but I have some reservations about the
methods used and in particular the simplicity of the division of the footprint into
road, built and vegetation sectors. The authors must address these points before
I can recommend publication. Main Comments: The authors segregate their
measured fluxes into three distinct sectors (built, road and vegetation; defined
in figure 1) and try to establish differences between the emission rates observed
in each. I think this is a worthwhile exercise as it goes beyond what has been
published in previous urban VOC flux studies. However, in order to do this
properly I would expect a much more detailed analysis of the flux footprint that
allows the footprint contributions to be mapped to specific areas surrounding the
tower e.g. major roads, buildings and vegetation. I have seen this type of analysis
applied to fluxes measured over agricultural land (Neftel et al, 2008) and also
urban areas (Helfter et al, 2011) and feel this might offer more meaningful results
than your current approach of segregating sectors on the basis of wind direction
(based on a study by Vesala et al. (2008)) which appears overly simplistic. For
example, on occasions when the wind comes from the south the flux footprint
would encompass both the road (i.e. the major highway) and vegetation sectors.
Perhaps it is uncommon for the wind to come from the boundaries between
sectors, but this is information is not included. How do the authors treat such
periods where the footprint is likely to span two sectors? It would be very useful
if the authors could supply wind roses for the different measurement periods in
a supplementary information section so we can judge for ourselves whether this
is an issue or not.

We agree that calculating proper footprint estimates would allow a much more detailed source
analysis. However, the parameterized analytical footprint models (such as Kljun or Kormann
and Meixner) commonly used in EC studies do not function well in heterogeneous surround-
ings and therefore dividing the source area into detailed patches of different land uses is not
meaningful. This is particularly true at the Kumpula site where calculation of flux footprints
using a bit more sophisticated model in neutral conditions has shown somewhat different pat-
tern (Vesala et al. 2008) when compared to the simple elliptic footprints commonly obtained
from the analytical models. Unfortunately the problem with this model (and commonly with
more complex models) is that only neutral conditions can be calculated. Nevertheless, we
added the cumulative 80% footprint to the Fig. 2 calculated using the Korman and Meixner
model to give some indication about the source area of the measurements.

We also think that flux footprints can be spanning over two sectors and thus we now filtered the
data based on the footprint estimates. A measured flux value was defined to be, for example,
from the road sector if maximum 30% of the 80% flux footprint area covered other than the
road sector. Thus, periods when wind blew close to a sector border, were rejected from further
analysis. The total rejection rate was around 30%. On the other hand, disregarding data
decreased also statistical significance, especially in the case of the built sector. Nevertheless,



we decided to do the division into different sectors based on the footprint estimated source
areas to avoid the problems pointed out by Referee #1. All the Figures and Tables were
changed correspondingly and text related to the method was added on P10, L.24-28.

We added the median fluxes from different wind directions (20° bins) to the supplementary
material.

On page 6, line 27 the authors state ”Other quality controlling, such as filtering
flux data with flux detection limits or with stationarity criteria was not performed
because applying these methods for the noisy DEC data would potentially bring
other uncertainty sources”. Could you please elaborate on this and define what
you mean by ”other uncertainty sources”? My interpretation is that you did not
want to remove individual fluxes that fell below the limit of detection because
your averaged fluxes would then be biased high. I would agree with this, but not
filtering the raw data for data below the limit of detection means you subsequently
need to convince us that your averaged fluxes are significantly different from zero.
From page 5, line 20 we already know that the average of the data sets between
calibrations are significant, but the same assurance is needed when you average
the data for your various analyses e.g. by time of day. For example, in figure 3
(m/z 42), the red and blue traces do not look significantly different from zero to
me. I would recommend calculating an averaged limit of detection (which others
have done, see Valach et al. 2015) for each of your analyses so we know for sure.
This does not necessarily need to be added to the plots in the main manuscript
but should certainly be shown in the SI.

We mean that removing flux values based on, for example, detection limits, can easily bias
average values so the interpretation of the Referee #1 is correct. In our opinion, somewhat
noisy DEC data should be filtered using only independent data, such as friction velocities.
We would not like to do any filtering based on the DEC data itself because we are not sure
if this can create systematic error sources. Only exception is that measurement periods with
lot of spikes were of course disregarded from further analysis. This was clarified in the revised
manuscript.

We agree with the referee that acetonitrile flux does not differ statistically significantly from
zero except from the built sector. This is also mention in the original manuscript (page 12,
line 7-8; page 14, line 1). Furthermore, we admit that detection limits would be very useful
information for the reader, thus we added mean flux detection limits (LoD) to Table 4 (revised
manuscript) for each season. Individual LoDs were defined to be 1.96 X o..¢, where og.¢ is
the standard deviation of the cross covariance function tails (see Taipale et al. 2010). The
mean LoD was then calculated using a formula LoD = 1/N ¥ LoD? as discussed in Valach et
al. (2015). Single flux values were of course under detection limits more often but the average
fluxes were not.

The method used to calculate time-lags is clearly critical to determining the flux.
A recent publication by Langford et al. (2015) demonstrated that significant bias
(both positive and negative) can be introduced to noisy eddy covariance data
when methods are used that search for a maximum in a cross-covariance function.
They also suggest that the problem is exacerbated at high measurement points
and when sampling through long inlet lines and especially for disjunct data which
has poorer statistics and hence a higher random error. Your data set would appear
to fit into this higher risk category and therefore I think it is important for you
to demonstrate that your data are not affected by this bias. I appreciate that
you suggest the potential bias is minimised through the use of a relatively small



lag-time window and the use of the smoothed cross-covariance but depending
on the signal-to-noise ratio of your data a significant bias could remain. This
is important to know since you state in at least two sections that some of your
fluxes were very close to the detection limit (Page 10, line 6 and Page 11, line
11). Given the length of your data set, recalculating the fluxes using a prescribed
lag time is perhaps unrealistic, but it would certainly be interesting to see how
the different time-lag methods compare over a shorter period of a few weeks and
to see the flux distributions in the supplementary information. Such an analysis
would give us further confidence in the fluxes you present. Related to this, on
Page 5, line 18 please could you give more details on the method of smoothing
you applied? Was this a running mean? How many data points were used for the
average?

Yes, determining the lag-times properly is one of the most important tasks in flux calculations.
In our case, the cross covariance functions were usually quite noisy due to low fluxes and
limited amount of data points for each 45-min-period. Thus, single flux values were usually
close to a detection limit or below it. As the Referee mentions, this behaviour may lead to a
strong bias if the maximum method with a wide time-time window is used for searching the
lag-times.

However, we tried to minimize this behaviour by determining first a mean lag-time for each
compound, and then seeking the individual lag-times using a short +2.5 s lag-time window
and smoothed cross covariance functions. On the other hand, according to Taipale et al.
(2010), a constant lag time should be avoided as well because then fluxes are then easily
underestimated. Langford et al. (2015) mentions that the problem can be partly avoided by
controlling the flow rate, heating the inlet line and recording wind and concentration data to
a same computer. However, our flow rate was not controlled via a mass flow controller and the
data was also recorded to two computers. Thus, small variations in lag-times can be expected
and using a constant lag-time would probably underestimate the fluxes. On the other hand,
we did not want use wider lag-time window because then the mirroring effect would become
more visible.

We added to the supplementary material the flux distributions for each compound. The
distributions were calculated using a constant (mean) lag-time, and using a lag-time window
of £2.5 s around the mean (this study). The period was May 21 — June 4 2013. The
distributions were quite equal for many compounds. The average fluxes with a constant lag-
time were typically lower (up to 30%) but we think that this is caused by the fact the actual
lag-time does not stay totally constant. Of course, random variation affects also the results as
only 147 data points were used in the study. After that said, we admit that when dealing with
fluxes close to the detection limit, values can be somewhat biased. We added more discussion
about the topic to the revised manuscript (Section 2.2.1).

The smoothing applied in the study was based on a running mean with an averaging window
of + 2.4 s, i.e. 49 data points. We added this information to the text (Section 2.2.1).

The method section 2.2 seems a little muddled and could do with restructuring
and there is some important information missing. You start by introducing the
DEC equation, but then immediately follow up with a discussion of high frequency
loss corrections. It would make more sense to me for you to follow the equation
with an outline of your flux calculation procedure. For example, you should
mention at this point what the length of the averaging period was, what the
typical value of n was, what the duty cycle length was, what the typical time-
lag was and how you calculated it etc. Once you have fully outlined how you



calculated the fluxes you can then start your discussion of the flux corrections
and QA /QC procedures you applied. Most of this information is there, itSs just
a case of restructuring in a more logical order.

We thank for the suggestion and re-organized Section 2.2.1. First, we present the DEC
equation and the measurements with the PTR-MS. However, basic details about the mea-
surements are already discussed in Section 2.1.1. High frequency corrections and potential
flux uncertainties are discussed at the end of the section.

Page 10, line 21. The emission potentials are not shown in figure 10. Figure 10
shows the regression between measured and modelled isoprene/furan fluxes from
which the emission potential can be derived. In the text you need to make it
more clear how you derived the emission potentials from figure 10, unless you
are familiar with this type of analysis it is not obvious. In deriving the emission
potentials did you set the intercept to equal zero? This information should be
included. I like the fact you have calculated isoprene emission potentials for urban
vegetation, but in their current format I donSt think they are particularly useful.
Strictly speaking the G93 algorithm is used for leaf-level emission potentials on
a mass per gram of dry leaf basis. While it can be used to derive area based
emission potentials as you have done, the values are not likely to be compatible
with the more recent BVOC emission models such as MEGAN that use area
based emission factors, in part because these newer algorithms use a different
set of standard conditions. In order to maximize the usefulness of these results
I would suggest also converting your area based emission potentials to leaf-level
potentials (ng g-1 s-1) by first estimating the foliar density for your flux footprint.
Estimating the foliar density will of course introduce additional uncertainty and
this should be factored in to your presented emission potentials. These values
could then be compared to the standard urban isoprene emission potentials used
in Guenther et al., (1995) and to those derived for other European cities (Valach
et al. 2015).

The emission potentials were calculated using the G93 algorithm, i.e. the parameter Ey was
fitted to the data. Intercept was defined to be zero. Of course, other than biogenic isoprene
emissions contributed also to the flux at m/z 69. However, these emissions were estimated to
minor compared with the biogenic ones, thus, no intercept etc. was allowed when the emission
potentials were determined. We clarified this in the text (Section 3.2.2).

We agree that the emission potentials are not very useful from the modelling point of view
as the vegetation coverage is heterogeneous. However, our purpose was to show that the
flux at m/z 69 consists mostly of biogenic isoprene as the results agree well with the G93
algorithm. In addition, we wanted to point out that the (normalized) isoprene emissions are
quite uniform from all wind directions. Indeed, the results would be more useful is they were
scaled to leaf-level. In this approach, they could be also compared with other urban studies.
Unfortunately, we think that estimating the dry leaf masses would be very inaccurate because
tree species diversity around the site is large, partly due to the University botanical garden.
Therefore, we would avoid to do such analysis. We also think that more complicated MEGAN
algorithm would bring no benefit for our purposes.

As a conclusion, we left Fig. 12 in the revised manuscript but removed the wind direction
separation as Referee #2 suggested. The zero lines were also added. However, we removed
the Table 5 and also discussed in the text that the emission potentials cannot be compared
with the other studies due to the problems pointed out by the Referee #1 (Section 3.2.2).

Minor Corrections



In the main text you discuss the fluxes and concentrations using the specific
names of the compounds measured, whereas you refer to the measured m/z ratio
in your figures. As you have spent time in Section 2.2.2 identifying the m /z ratios
I would suggest harmonising the figures with the text and using the compound(s)
names.

We agree with this. In the revised manuscript, compound names are used in all figures
instead of mass-to-charge ratios. We used the actual names also in Tables 3—4 in the revised
manuscript. However, naming in Table A1 was not changed because otherwise the table would
have become too large.

Please can you clarify why you separate your data into Jun-Aug and Sep-May?
While this isolates the warmest summer months, autumn, spring and winter are
all wrapped together. With such an extensive set of measurements could you not
have looked at the variation of VOC and CO2 fluxes at a much finer temporal
resolution (e.g. monthly... or at least by season) and compared with monthly
variations in traffic and temperature? This would be very interesting as none
of the previous urban VOC flux work published have shown monthly variations
across a full year.

The separation was done because we wanted to see if the warmest season differs from other
months. Traffic rates were also lowest during summer while they stayed otherwise quite
constant. We agree the conditions vary a lot between September and May, thus the separation
was not perfect from that point of view. We decided to present the seasonal cycles in the
revised manuscript because the flux data coverage was not good enough to present data in
monthly basis. The results and discussion was changed accordingly. See also response for the
Referee #2.

b

Page 2, line 4: suggest you change to
chemistry of the atmosphere”
Changed.

Page 2, line 9: change to:
mild.”

Changed.

Page 2, line 13: please add the reference to which you are referring to.

We added the reference (Langford et al., 2010). In addition to that, Harrison et al. (2012)
studied also relationships between CO and VOCs, thus, that reference was also included to
the introduction.

...have generally major effects on the

”...conducted in the UK where winters are relatively

Page 2, line 21. The climate zone descriptions given in Stewart and Oke are very
brief so I would suggest adding a line to describe the characteristics of climate
zone 6 so the reader doesnSt have to look it up.

The site is classified as local climate zone, which corresponds to "open low-rise” (see Stewart
and Oke, 2012) with detached buildings and scattered trees and abundant vegetation. We
described the climate zone better in the revised manuscript (Section 2.1).

Page 3, line 2, change ”blew” to ”was”
Fixed.
Page 3, line 8, please change to ”For the rest of the time...”

Changed.



Page 3 line 14. Please add somewhere to this paragraph the ReynoldSs number
for the two flow regimes used

We added the Reynolds numbers to the paragraph.

Page 3, line 22. Please add the § uncertainty of the Apel-Reimer gas standard
used for calibration

The uncertainty of the standard gas (£5%) was added to the text.

Page 5, line 22. Please can you define what you mean by ”...its flux values were
defined to be insignificant”. Does this mean the data were set to zero or rejected?
If it was the latter did you use gap-filling?

We tried to say that those mass-to-charge ratios with no significant peak values at all were
rejected from the further study. This concerns mass-to-charge ratios 31, 89 and 103. We
clarified this in the text.

Generally, no gap-filling was used because the procedure would be very complicated above
the heterogeneous terrain with multiple sources.

Page 6, line 17. Can you infer the low frequency flux losses from the co-spectral
analysis applied to your CO2 fluxes?

The corrections were < 3% and we mentioned this in the text.

Page 9, line 23. The measured CO/CO2 flux ratios could be further compared to
those measured above London by Harrison et al. (2012).

We thank for the reference. Harrison et al. (2012) found a CO/CO2-ratio of 0.32-0.55%
whereas in our study the ratio was 0.34%. We added this comparison to the text.

Page 13, line 9. The monoterpene fluxes in figure 3 donSt look any more or less
scattered then any of your other diurnal cycles. Please rephrase this sentence to
better reflect the data shown or remove.

We agree with this statement and removed the sentence from the text.

Page 13, line 20. I think itSs worth adding a line here to make it clear that you
are using the intercept as a measure of the non-traffic related emissions.

We clarified the section to point out that the intercept was used as a measure of the non-traffic
related emissions.

Page 13, line 26. Again, please be clear about how you arrived at this estimate.

We admit that the procedure was not well described. The estimate was rough and was
based on the intercepts of the linear fits between the OVOC fluxes and the traffic rates.
The intercepts were compared with the measured average fluxes. Considering relatively high
uncertainty estimates, we concluded that the emissions from traffic and other anthropogenic
sources were around the same.

However, we improved the source identification as was asked by Referee #2, and the procedure
is currently better explained in the revised manuscript. We also tried to give more accurate
value with uncertainty estimates. We concluded that the traffic can explain 65 4 25% of the
measured OVOC flux at the site (Table 6).

Page 13, line 34. Please change to "Nevertheless, the contribution from non-
biogenic isoprene+furan emissions....”

Changed.



Page 14, line 29. I would presume the ambient temperature also has a large
effect on VOC emission rates? Was the ambient temperature higher in Mexico
compared to London and might this have resulted in larger evaporative emissions?
If so, I wonder if temperature can be incorporated into figure 11 in some way or
mentioned in your discussion.

We agree with this statement. The average temperature was around 13°C (12.2°C at the 95 m
tall tower) in London during the campaign whereas in Mexico city, the ambient temperature
was somewhat higher, variating diurnally between 10 and 25°C (Fast et al., 2007). For example
evaporative solvent emissions might increase as a function of the ambient temperature. We
added discussion about the topic to the text (Section 3.3).

Page 29: Figure 1, please add the zero line for temperature.
The zero line was added for temperature.

Page 31: Figure 3 please add the y axis zero line to each plot
The zero lines were added to each plot.

Page 33: Figure 5. I would recommend changing the blue circles to open circles.
I would also expect to see error bars and a zero line shown on the y axis.

The blue circles were changed to open circles as suggested. Error bars and a zero line were
also added. See also the response for Referee #1.

Page 34: Figure 6. I was interested to see that the CO fluxes are zero at night
time but the CO2 flux is still showing emission. Can you provide some comment
on this? Secondly, could you also provide some further comment as to why the
two peaks in CO flux do not correspond temporally with the peaks in CO2 and
traffic counts? It would be interesting to see how the ratio of the two change
throughout the day. In addition please add the zero lines to the CO and CO2
plots.

The non-negative nocturnal CO fluxes origin mainly from the soil and vegetation respiration
from the vegetation near the station (see Jarvi et al., 2012). We mentioned this in the revised
manuscript.

CO-flux is also peaking during the rush hours (see upper quartiles in Fig. 6, original manuscript)
but interestingly the highest median fluxes were observed couple of hours later. As the amount
of CO-flux data was quite limited, this is might be also coincidence. Some CO emissions could
originate also from a residential building area behind the road. We studied the CO/COq re-
lations more in the revised manuscript (Section 3.2).

The zero lines were added to the CO and COs plots.

Page 35: Figure 7. Please add the zero lines.

Page 36: Figure 8. Please add the zero lines.

Page 38: Figure 10. Please add the zero lines.

The zero lines were added to Figs. 7, 8 and 10 (Figs. 10-12 in the revised manuscript).
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REFEREE #2

General Comments: This paper describes >1.5 year long-term flux measurements
of VOC, CO and CO2 in the urban environment of Helsinki, Finland. As was
shown in the paper and also expected for an urban environment, most VOCs
have large traffic related emissions, but other anthropogenic sources are also
important for some VOCs. In addition, during summer biogenic isoprene and
monoterpene emissions and CO2 uptake are evident in the data. Overall VOC
fluxes in the specific location of these measurements were rather small compared
to other cities. Long-term flux measurements, especially in an urban area, have
not been reported in the literature very often and therefore this dataset is very
interesting and unique and I think a dataset like this is worth exploring and
publishing, but the analysis presented here needs major improvements before
it is acceptable. Major Issues: 1. The organization of the discussion section: I
found this paper very hard to read, because of a constant mix of topics in the first
part of the discussion. I would suggest to re-organize the chapters 3.1 and 3.2.,
before discussing the individual emission sources (traffic, biogenic, and others).
The seasonal and diurnal cycles for all VOCs, CO and CO2 should be discussed
in detail first then discuss individual sources. I would like to see an actual figure
showing the annual cycle for VOC, CO and CO2 fluxes, although there might
not be enough data for CO. Right now this important information is hidden in
various figures and tables. For this discussion the data should not be separated
into the three sectors. After describing these general trends in the fluxes, each
emission source sector can be described: traffic, biogenic, and others; and for all
of these CO and CO2 should be included and not be shown in a separate chapter.

We thank for the good suggestion. We re-organized the manuscript so that first annual cycles
(seasonal averages) of measured fluxes and concentrations are discussed (Section 3.1) and
shown in Fig. 5 in the revised manuscript. Tables and figures were also modified accordingly.
Even though the measurements were done between Jan 2013 — Sep 2014, some months, mainly
January, February and October were underrepresented in the data sets (less than 100 data
points) and no good data from November and December was recorded at all. This was caused
by long measurement gaps (Fig. 1 in the original manuscript). We believe that such a small
amounts of data would not represent well the monthly averages, especially when taking to
account the effect of the wind direction. For example, the wind did not blew from road sector
almost at all in October, leading to really small fluxes of benzene, toluene and Cs-benzenes.
Therefore, we decided to present seasonal cycles in the revised manuscript.

Unfortunately, CO-fluxes were only measured between April and May 2014, thus no annual
cycles for CO is shown. However, the average CO-fluxes are still shown in Table 5. We also
added a diurnal cycle of CO concentrations to the revised manuscript (Fig. 6).

It would also be important to add the mixing ratios to the annual and diurnal
cycles. From the paper as is, it is not possible to understand, if this is a heavily
polluted location or not. I would assume that in the cold winter months, when
the boundary layer is really low, mixing ratios could get rather high.

We agree with this statement. The original manuscript contained only a basic mixing ratio
statistics from the summer and the other months, but we expanded Table 3 in the revised
manuscript to cover all four seasons. In addition, we added 95% quantiles which represent
higher end of the measured concentrations. Furthermore, we added the diurnal median cycle
for each compound and expanded discussion in Section 3.1.

However, we would like to avoid of analysing the concentrations in more detail for two rea-



sons: First of all, the manuscript can easily become too long and its focus blurred if lot of
concentration related material is added. We think that VOC concentrations are mostly driven
by horizontal advection, not by the local emissions. Thus, these two components are diffi-
cult to analyse together. Secondly, the VOC concentrations (excluding alcohols) measured in
Helsinki are already analysed in detail by Hellén et al. (2003), (2006) and (2012).

We think that the pollution episodes with high mixing ratios were quite rare due to several
reasons. First of all, Helsinki is rather small city and pollution emission are generally low.
Secondly, the city is located by the sea, thus, totally calm situation when emissions could
accumulate near the ground are somewhat uncommon. However, concentration of many
compounds peaked during morning rush hour, probably as a result of traffic peak and relatively
shallow boundary layer (revised manuscript, Fig. 6).

The separation of the data into the three wind direction sectors looks like a good
approach, when looking at the map and the potential emissions from those sec-
tors, but the VOC flux data (Figure 3, 4 and 5) are actually very similar for each
sector. The only substantial difference was found for CO and CO2 in Figure 6
and for the weekday/weekend plot in Figure 9, although that is mainly due to the
traffic counts between weekday and weekend. The wind sector separation com-
plicates the discussion in many places, but doesnSt really add any information,
so I think Figures 3, 4, 5, 9 and 10 should be simplified by using all the data.
In addition, throughout the manuscript it becomes clear that even in the road
sector substantial non-traffic related emissions are evident and in all three wind
direction sectors multiple sources contribute to the VOC emissions. This makes
a quantitative analysis and separation of sources very difficult and this should be
acknowledged clearly in the manuscript.

We agree with the referee that the differences between the sectors are not as clear as for CO
and CO,. However, the sector separation has been used in former flux publications at the site
(Vesala et al., 2008; Jarvi et al., 2012, 2014). Thus, we would still like to keep the separation,
at least from the point of the comparison to the previous studies. In addition, differences
between the sectors were clear for acetonitrile and acetone, both having most significant
source in the built sector. In addition, the fluxes from the road sector were significantly
higher for methanol, acetaldehyde, isoprene, benzene and Ca-benzenes. Therefore, we partly
disagree with the comment that no differences between the sectors were found. However, we
agree that diving the data to three sectors gives no additional information for Figs. 4, 5, 9
and 10. Thus, those figures were re-plotted without the separation in the revised manuscript
(Figs. 4, 7, 8 and 12).

Based on a suggestion from Referee #1, we decided to do all calculations using a footprint
analysis instead of the wind directions (see a response for Referee #/1), thus minimizing the
interaction between the sectors. As a result, the differences between the sectors are clearer in
some cases.

We also think that the quantitative analysis of the sources is tricky and we clarified this in
the text (Sections 3.2.1 and 3.3).

For some VOCs an attempt for a quasi source apportionment was done in the
paper. For example, on page 13 line 10-15, the monoterpene sources are sum-
marized and biogenic contribution was assumed to be around 40%. This type of
information is to me one of the most relevant results of this paper. Unfortunately
this estimation of a source apportionment was only done for monoterpenes and
OVOCs and it would be important to do this carefully for all the measured VOCs.
If this is possible with the data, I would like to see something like a pie chart for



each VOC or class of VOCs showing the traffic, biogenic and other anthropogenic
contributions for summer and winter, which should then be presented as the main
result of this paper.

We agree that this kind of information would be very useful. We expanded the discussion
about sources and made a Table (Table 6 in the revised manuscript) that shows different
sources of OVOCs, terpenes and aromatic compounds in summer and winter. Estimating the
contributions has its uncertainties and this was pointed out in the revised manuscript (Section
3.3).

Specific comments: page 2 line 26: It would be really helpful to add the typical
footprint to Figure 2. The discussion about the wind sector analysis would be
much easier to follow.

We added the cumulative 80% footprint to the Figure 2. In addition, the picture was enlarged
to cover the area of 2000 x 2000 m instead of 1200 x 1200 m. See also the response to Referee

41,

page 3 line 7: I assume this is 0.5s per mass per measurement cycle of about 6s
each?

The measurement cycle was slightly higher, around 7 s, because switching between the masses
took some time, as well as the basic measurements (m/z 21 and m/z 37). We clarified this in
the text.

page 3 line 8-9: Were there any other masses with significant signal or was most of
the VOC signal captured by the masses used for the presented flux measurements.
Please indicate other important masses.

The additional masses were m/z 61, 71, 73, 75, 87, 99, 101, 113 and 117. Furthermore, some
heavier masses than m/z 137 were measured but the data quality was really poor due to low
sensitivity of the PTR-MS at higher masses. We think that the most important mass-to-charge
ratios were already included to the flux measurement cycle.

page 3 line 19-21: The PTR-MS instrument settings are described here, but
the actual detection limits for the 0.5s measurements and the 20-30 min flux
calculations are not given. Please add those, especially taking the issues with the
instrument background measurements into account.

The flux detection limits were added to the Table 4. See also the response for Referee #1.
The detection limits of concentration measurement were added to the Table 2. We determined
the detection limits from the zero air measurements of the calibrations, thus, the detection
limits are shown only for the calibrated compounds. The determined values represent 1.96c
detection limits for individual 0.5 s measurements.

page 3 line 24: What do you mean by ”correct primary ion signal”? Is this mass
discrimination corrected? ShouldnSt the calibration be done at the same settings
as the actual measurements and not with optimized SEM voltages?

The calibrations were always done before a measurement period. Therefore, the SEM voltage
was optimized (increased) before the calibration and the same value was used until the next
calibration (and the measurement period). The sentence was reformulated.

page 3 line 25: Does the zero air generator change the humidity? Background
measurements at a different humidity can produce significant artifacts.

No, we used the ambient air also for the zero air measurements and humidity should not
have changed. The artifacts were observed for toluene only but the reason for this remained
unknown. We clarified this in the text.



page 3 line 31-32: How much does the uncertain zero air measurement add to the
uncertainty, please be specific.

This depends on the compound but the possible systematic errors were estimated to be small.
The procedure affects individual hourly values but this kind of data is not presented in the
manuscript. We included to the text a note that the effect was estimated to be negligible.

page 4 line 9: Also for CO and CO2 measurements it would be good to add the
precision and uncertainties.

“25-1,
—25-1

The random error and detection limit of CO were 0.23 ug m~2s~! and 0.16 ug m
respectively. The corresponding numbers for COq were 0.05 pug m—2s~! and 0.03 pug m
respectively. We added the missing information to the manuscript.

page 4 line 16 and page 5 line 11: Why did you use different averaging times for
CO and CO2 with 30 min compared to the VOCs with 45 min?

For VOCs, we used 45 min averaging period to include more data for the flux calculations.
This is crucial issue from the point of finding correct lag times. CO and COs were measured
properly with 10 Hz frequency, thus, there was no need for using longer 45 min intervals.
Based on previous studied at the site the optimal flux calculation time for COs has been
found to be 30-minutes.

page 5 line 13: Was there a reason not to use something like a time server
synchronization program?

We were not able to setup such a synchronization. Therefore we needed to do the time
synchronization afterwards.

page 5 line 14: Was m37 the highest flux, higher than methanol? Is that why
m37 was used for the time lag calculation?

Yes, the first water cluster showed generally highest — or better to say most clear — cross
covariance function peaks. However, the actual lag-times were calculated individually for each
compound. The lag times of the water cluster were only used to handle the shift between the
computer clocks (the anemometer and the PTR-MS).

page 6 line 31: Are those data coverages for flux measurements or do those include
the mixing ratio measurements?

The data coverages are for flux measurements; mixing ratios have slightly higher coverages.
We clarified this in the text.

page 7 lines 8-14: There have been a few recent papers about oil and gas emis-
sions using PTR-MS showing that m69 can also have a significant influence from
cycloalkanes.

We thank the referee for this statement. For example, part of the cyclohexane fragments to
m/z 69. According to Hellén et al. (2006), the cyclohexane concentrations are around 0.10
ppbv in Helsinki during winter, thus, affecting partly also observed m/z 69 signal. We added
this additional information to the text, Tables and Figures.

page 7 line 19: Are those anthropogenic monoterpene likely from the sector
”solvents and other products” or more traffic related?

We do not know. Hellén et al. (2012) speculated that monoterpenes could originate also
from traffic but the possible processes are unknown. We think that traffic could be the most
obvious solution as no industrial areas etc. are located nearby the station but this is hard to
say. Part of the monoterpene emissions could originate at least from glass cleaner liquids. We
expanded the discussion about anthropogenic sources of monoterpenes (3.2.3).



page 7 line 33: Mention here that acetonitrile is often used as a tracer for biomass
burning.

We expanded the sentence to cover this information.

page 8 line 6: Often biogenic inventories do not represent urban environments
well, please explain where you get the E0Q,synth values for the measurement loca-
tion from and what your confidence in this value is.

We agree with this statement. Generally, the emission potential values are not necessary very
useful in urban environment without having additional information about vegetation cover.
Our purpose was only to show that the G93 algorithm works well for m/z 69 fluxes, thus,
biogenic isoprene emissions have probably a major contribution to the measured flux at m/z
69 during summer. In addition, we wanted to show that (normalized) isoprene emissions are
quite uniform in all wind directions.

After having comments related to this topic from Referee #1 as well, we decided to delete most
of the isoprene analysis because the more detailed research would be impossible. However,
the basic analysis was left into the manuscript, but we pointed out that the values are not
representative for further use (e.g. for models).

page 8 line 13: In Figure 3 it can be seen that acetonitrile and acetone seem to
be emitted from the built sector. Could those be the result of solvent use at the
University buildings?

Acetone is most probably coming from University buildings, especially from Chemistry De-
partment. This is shortly discussed in page 13, lines 16-19 (original manuscript). Acetonitrile
could also originate from similar sources and we added this speculation into the text (Section
3.2.3).

page 8 line 26: The annual trend in the concentration of the aromatics will also
strongly depend on the boundary layer height. Atmospheric background mixing
ratios of benzene are much higher in winter in the northern hemisphere with over
100ppt, but local enhancements in an urban area are probably more driven by
the boundary layer height than lifetimes. Again it would be very helpful to look
at annual and diurnal cycles of mixing ratios in detail as well.

This is true and local sources affect on diurnal trends of concentrations. Boundary layer
heights do also have an effect and we discuss more about the topic in the revised manuscript
(Section 3.1). We added also more discussion about annual and diurnal trends.

page 9 line 19-23: I think it is problematic to compare CO/CO2 ratios with other
studies without taking the strong decreasing trend of CO into account. Over the
past decade(s) CO and VOCs have decreased by several percent every year. The
discussion should take this trend into account. Also, there are other sources of
CO in a city compared to cars driving in a tunnel, e.g cold starts, (as mentioned
in the text), domestic burning and other residential and commercial combustion
sources. I would therefore delete the comparison with the tunnel study and look
at other papers that show CO/CO2 enhancement ratios.

As suggested, we deleted the tunnel study section. Besides, a study from Harrison et al.
(2012) was compared with our results. We also mention that CO emissions from traffic have
had a decreasing temporal trend which may explain partly the differences between our study
and Famulari et al. (2010). See also the response for Referee #1.

page 9 lines 24-31: I agree that cold starts are likely an important source of CO
and VOCs in the built sector, but I am wondering if the high CO and aromatics



emissions in the afternoon could also be explained by domestic burning. Acetoni-
trile is generally used as a tracer for biomass burning, but it is not a good tracer
for domestic burning, because N emissions are generally smaller from wood than
foliage burning (e.g. Yokelson et al ACP 2014). So the lack of acetonitrile fluxes
by itself is not a reason to discard domestic burning as a major source of CO
and VOCs in winter. The domestic burning should have a strong annual cycle.
I am not sure, if without the annual cycle measurement of CO, there is enough
evidence to look for this source here.

This might be a good explanation and was added to the text (Section 3.2). Unfortunately,
CO-fluxes were measured during two months only, thus, studying annual cycles was not
possible. Domestic burning near the site is probably more related to warming Saunas and
using fireplaces. Most of the houses in Helsinki and within the flux source area are warmed
by district heating, thus, these emissions from residences do not necessarily have the annual
cycle.

page 10 line 9: Why did you choose Sep-May and not Dec-Feb? Shouldn’t that
give you a better contrast?

The original plan was to divide the data to two classes due to a better statistics. However,
as both Referees suggested, we divided the data into four classes according to the seasons
to have better contrast between colder and warmer periods. The text and some results (e.g.
related to biogenic contribution) were modified accordingly. See also the response for Referee

#1.

page 10 line 15: I don’t know about the fuels in Finland, but methanol, ac-
etaldehyde and acetone are usually not ingredients of gasoline. In many places,
especially the USA and Brazil, gasoline contains a lot of ethanol, but usually no
other oxygenated VOC:s.

In Finland, a popular 95E10 contains ethanol (< 10%) and methanol (< 3%). Of course,
this does not mean necessarily traffic related methanol emissions but they might be possible.
According to Caplain et al. (2006), acetone and acetaldehyde have also tail pipe emissions.

We added more discussion about the topic to the revised manuscript (Section 3.2.1).

page 10 lines 25-28: It is probably correct that in the road sector most aromatics
are from traffic, but in general toluene and to a lesser extend C2-aromatics have
large non traffic related sources such as solvents, paints and paint thinners. This
should be mentioned here.

We agree with this statement and added discussion about additional sources to the text. We
believe that those additional sources should have only a relatively minor effect on fluxes in
the road sector but of course they might be more important in the built sector. See also the
comment from Editor and our response.

page 11 line 9: The total traffic related flux of aromatics is calculated here and
with this the fraction of the traffic to total aromatics flux can be estimated. As I
mentioned earlier, this would be a very important result. Is the error of 1.2+ /-0.2
g/m2/yr correct? Looking at the error estimate in the equation two lines above,
this seems low?

The error analysis was based on the uncertainty estimates of the slope (29+5...) between the
fluxes and the traffic rates, i.e. we assumed that the intercept described non-traffic sources
and its uncertainty estimate was excluded from the calculations. The error estimate is correct
but on the other hand, it excludes possible systematic errors, such as calibration or possible
errors of the traffic counts. We clarified this in the text.



page 11 line 15: This is the only time Figure 9 is mentioned in this section of
the text and is only briefly mentioned later on. Either this figure needs to be
explained better or deleted.

We agree. We simplified the figure and added more discussion about it into the text (Section
3.1).

page 11 lines 20-28: It is clear that even in the road sector other sources besides
traffic are strongly contributing to the VOC emissions, which can be seen in all
the low correlation coefficients given in this paragraph. This would be a good
place to mention the difficulty in the source apportionment again.

This is true and we expanded the discussion about the difficulties in the revised manuscript
(Section 3.2.1). However, low correlations do not necessarily mean that also other sources
than traffic have major contribution on — for example — aromatic fluxes. Flux measurements
were just quite noisy for many compounds, decreasing also correlations.

page 11 lines 29-34: Here I am wondering again, if cycloalkanes are contributing
to the signal on mass 69.

This is totally possible, at least cyclohexane might contribute to the measured concentrations
at m/z 69. We are not sure whether cycloalkanes contribute also to the measured flux at
m/z 69 or not. Nevertheless, we mention cycloalkanes in the text and Table 2 in the revised
manuscript.

page 12 line 21: The isoprene emissions, at least for the road and vegetation sec-
tors, are of the same magnitude, but the CO2 emissions look very different. There
is a very clear signature of CO2 uptake in the vegetation sector, and therefore
one would expect to have similar CO2 uptake in the road sector and as a result
the anthropogenic CO2 flux is underestimated. Is this effect taken into account
in this manuscript? Can this be used to estimate the flux and be compared to
the Jaervi et al 2012 paper?

Carbon dioxide emissions from the vegetation sector are relatively low, thus, the net carbon
uptake becomes visible during summer. In the road sector, this kind of behaviour cannot be
seen as the COy emissions from traffic dominate the net exchange during all seasons.

Jarvi et al. (2012) took the possible CO2 uptake to account by using COs flux data from
snow covering season only. However, in this study — for example in Fig. 6 — the COy uptake
was not taking to account as it would be very tricky. However, the possible uptake by the
vegetation is mentioned in the revised manuscript.

page 13 lines 14-15 and page 13 lines 26-27: It is not clear to me, how these
contributions are actually calculated, the biogenic monoterpene contribution and
the non-traffic related contributions of anthropogenic VOCs. As I mentioned
earlier, this is one of the more important results and it should be explained in
detail how these contributions or ”source attribution” is calculated.

In the original manuscript, the average fluxes from September—-May were compared with the
average fluxes from June-August. However, as we present seasonal cycles instead of two
periods only in the revised manuscript, that comparison would not make sense anymore.
Therefore, we decided to determine the biogenic contribution by comparing the fluxes in the
range of T' < 10°C with the average fluxes from summer. We could have also compared the
average winter fluxes with the average summer fluxes. However, the statistics was better with
the temperature criteria.

The new procedure increased the biogenic contribution (for methanol: 25% — 40%) but



the estimate should be now more accurate and also more clear for the reader. See also the
responses for Referee #1.

page 14 lines 1-8: I agree that acetonitrile from the built sector is likely from
solvent use in the chemistry buildings, but again domestic burning cannot be
well characterized using acetonitrile due to the low emission rate from domestic
burning.

This is a good statement and was added to the text (Section 3.2.3).

Figure 2: please label the sectors and add typical footprints.

We labelled the sectors and added the cumulative 80% footprint.

Figure 3, 6 and 9: a label would make the figures much easier to look at.
Labels were added to Figs. 3, 6 and 9 (Figs. 3, 4 and 9 in the revised manuscript).
Figure 7: It would be worth showing the other sectors for comparison.

We added CO-COg2 comparisons from other sectors as well (Fig. 9). However, comparison
to traffic counts is possible for road sector only because in other directions the nearest roads
were more far away and traffic counts were not counted for those directions.

Technical Comment: There are so many small grammatical errors everywhere in
the manuscript, mainly missing articles and prepositions, that I can not list them
all here. I would suggest an additional proofreading.

The revised manuscript was carefully proofread.
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We thank the editor for the helpful comments and suggestions. Editor comments are bolded
whereas author responses are written in a normal text.

Looking at the map provided in the figure 2, the site seems to be particularly
influenced by green vegetation. Even the sector identified as buildings is com-
prised of a fairly large fraction of vegetation, rather unique compared to the urban
UK sites the authors compare their measurements with. Consistently this sector
does not show a significantly different pattern of m/z 69 emissions. Perhaps a
better description of this sector would be to call it ’ urban residential sector with
vegetation’.

This is true, the sectors have only small differences in vegetation coverage (Table 1). There-
fore, the names of the sectors are somewhat vague but have been widely used in previous
publications concerning the same site (Vesala et al., 2008; Jarvi et al., 2012, 2014). In that
sense, we would still like to use the original names. However, we expanded the discussion
about the land use (section 2.1).

Temperature and PPFD normalized isoprene emissions were around the same from all wind
directions. However, absolute values differ because the ambient temperature was typically the
lowest when the wind blew from the built sector.

BTEX emissions: The sector identified as road boarders to what it seems like an
industrial complex (for example: at a distance of about 300-400 m a smoke stack
is evident on google earth). It is argued that this sector is primarily influenced
by road traffic. The influence of additional BTEX sources in this sector (other
than traffic) could perhaps be obtained by explicitly comparing toluene to ben-
zene fluxes during rush hour peaks with other periods. The upper limit of traffic
related emission ratios should be close to 2 (1.9) based on the emission factor
database for the average European fleet. The authors compare their measure-
ments to other cities. In this context it is noted that Mexico City seems to be
a special place with respect to many of the measured VOC fluxes. For example
toluene measurements by Velasco et al., 2009, were thought to be influenced by
local application of resin surrounding the flux tower resulting in toluene / ben-
zene flux ratios of about 8-10. Measurements by Karl et al., 2009, reported a city
wide average ratio of about 3.2 for Mexico City and concluded that about 60-70%
of toluene could be due to evaporative emissions. Figure 11: It is noted that a
correlation of fluxes between some compounds (such as toluene) and CO2 needs
to be discussed with caution. For example most of traffic related toluene emis-
sions are evaporative and not produced by the ICE - thus not intrinsically linked
to CO2 tailpipe emissions. This is fundamentally different for benzene emissions
for example, which are much more closely related to tail-pipe emissions.

We thank for the good suggestion. We calculated the ratio between the average toluene flux
and the average benzene flux for two cases: all the data and periods when the traffic rate was
over 2000 vehicles per hour. The ratios were 2.9 £ 0.7 and 3.1 + 1.0, respectively, indicating
non-traffic related toluene sources. Interestingly, the ratio was higher for the high traffic
period but the difference was statistically insignificant. On the other hand, the toluene fluxes
alone followed also well the traffic counts with an intercept of 4 £ 5 ng m~2s~!. Of course,
toluene might still have evaporative emissions, but the traffic related emissions seemed to be
still more important source if the offset is assumed to describe non-traffic related emissions.
We expanded the discussion related to non-traffic related sources of toluene and Cs-benzenes
(sections 3.2.1 and 3.3). We also added Table A2 to the manuscript which contains VOC to
benzene flux ratios for each season.



We agree that the terrain in quite heterogeneous consisting of different land covers, but the
old ceramic factory to which the editor likely refers to is not active anymore. The nearest
industrial and workshop activities are over 800 -1000 m to the east south but these start to
be already outside the flux footprint which typically expands less than that (e.g. Ripamonti
et al. 2013, Figure 2). Also these emissions sources did not show up the in the Fig. S2 where
the average VOC fluxes are plotted as a function of wind direction.

We also agree that the VOC fluxes are not totally comparable with the COo fluxes as many
VOCs have also other anthropogenic sources than COy does. We pointed this out more
carefully in the revised manuscript (section 3.3). The message of the comparison was to show
that the low VOC fluxes measured in Helsinki are rather sensible when taking to account
also low CO9 fluxes, indicating less intense anthropogenic activities, such as traffic related
emissions. However, we did not want to argue that those two emissions should have necessarily
a linear dependency.

We included also Karl et al. (2009) to the discussion. We admit that the study by Velasco et
al. (2009) was done at a unique location, but that was one of the rare studies which provided
both the CO9 and VOC fluxes from the same urban location.
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Abstract. We measured volatile organic compounds (VOC), carbon de{O-,) and carbon monoxidg(O) at an urban
background site near the city centre of Helsinki, FinlandrtNern Europe. The VOC andO, measurements were obtained
between January 2013 and September 2014 where&dJa shorter measurement campaign in April-May 2014 was con-
ducted. Both anthropogenic and biogenic sources wereifigehfor VOCs in the study. Strong correlations between VOC
fluxes andCO fluxes and traffic rates indicated anthropogenic source afy"DCs. The VOC withhighestemissionthe
highestemissionrateto the atmosphere was methanol which originated mostly traffic and other anthropogenic sources.
TFraffiec Thetraffic was also a major source for aromatic compounds in all seagbeseas isoprene was mostly emitted from
biogenic sources during summ&malSomeamountof traffic related isoprene emissions were detected duringr athasons

but this might havealsobeenan instrumentakcontaminatiorfrom cycloalkaneproducts Generally, theobservedv/OC fluxes
were found to be smatlemparedn comparisorwith previous urban VOC flux studies. However, the differeswaere probably

caused by lower anthropogenic activities as(@li@, fluxes were also relatively small at the site.

1 Introduction

Micrometeorological flux measurements of volatile orgardenpounds (VOC) in urban and semi-urban areas are limited,
although local emissions hagemajor effect on the local and regional atmospheric chegnestd furthermore on air quality
(e.g. Reimann and Lewis, 2007 and references therein).eBiog/OCs, mainly isoprene and monoterpenes, affect hydirox
radical (OH) concentrati i i i andaerosoparticlegrowth (Atkinson,
2000; Atkinson and Arey, 2003; Kulmala et al., 2004; Spranldt al., 2008; Kazil et al., 2010; Paasonen et al., 2013)gt.o
lived compounds, such as anthropogenically emitted benzmmntribute also tthe VOC concentrations in rural areas (e.g.
Patokoski et al., 2014, 2015).

TheVOCs may have both anthropogenic and biogenic sourctgeinrban areas which complicates the analysis of VOC

flux measurements made in these areas. Glolth#ynost important anthropogenic sources are traffic, indugéoline evap-
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oration and solvent use (Watson et al., 2001; Reimann andsl.@007; Kansal, 2009; Langford et al., 2009; Borbon et al.,
2013 and references therein) wherdssbiogenic VOC sources within cities include mostly urbanetagion, such as trees
and shrubs in public parks ardhin street canyons. Based on previous micrometeorologicalstiucies the urban areas are
observed to be a source for methanol, acetonitrile, acdtgtie, acetone, isoprermycloalkanesbenzene, toluene ard,-

Yelasco et al., 2005; Langford et al., 2009;

Velasco et al., 2009; Langford et al., 2010; Park et al., 20Atach et al., 2016 In addition, concentration measurements con-
nected to source models hasteswrunderlinedemissions of various other VOCs, such as light hydrocarbioos the urban

sources (e.g. Watson et al., 2001; Hellén et al., 2003, 280E?). Monoterpene emissions have surprisingly remairadlyn
unstudied, althougltthe monoterpenes have generally magdfect-on-the-effectson atmospheric chemistry. For example,
Hellén et al. (2012) found that monoterpenes and isopregetiier have a considerable role in OH-reactivity in Helsink
Southern FinlandBiegenie The biogenicemissions might have also a considerable role in 0zoag ¢hemistry inthe urban
areas (e.g. Calfapietra et al., 2013).

The VOC flux measurements reported in literature have beedumded in the latitudes ranging from°Mto 53°N, but
most of the measurement in the north have been conductBetish-Isleswith-theirrelatively-mild-winterghe UK where
wintersarerelatively mild (Langford et al., 2009, 2010; Valach et al., 201Bhus no measurements have been reported from

the northern continental urban ared$e VOC emissions from traffic are typically due to incompletenbwstion. This also
results in emissions of carbon monoxide), and thus the emissions of certain VOCs are potentialkelinwith CO fluxes.

However, onlyeneofthepublicationssntwo publicationson theurban VOC fluxesnentioneeabevecombine the VOC fluxes
with the CO fluxes in their analysig¢Langford et al., 2010; Harrison et al., 201Thus our aim ide-i)-i) to characterize the

VOC fluxes in a northern urban city over an annual cycle, iiddentify the main sources, such as traffic and vegetation, of
aromatics, oxygenated VOCs and terpenaeisisigtraffic countstakinginto accountraffic volumetogethemith themeasured
CO and carbon dioxide({O-) fluxes and the ambient temperatu®®,(and iii) to compare the VOC fluxes witthe previous
urban VOC flux studies to assess the relatioi®icfluxeste-the VOC fluxesandthe CO andCOs, fluxes in different cities.

2 Materials and methods
2.1 Measurement site and instrumentation

Measurements were carried out at urban background statiéAR 111 in Helsinki (60° 12" N, 24° 58’ E, Jarvi et al., 200
The population of Helsinki is around 630 000 (http://vrkiéfault.aspx?docid=8882&site=3&id=0, cited in@2eDecember
2015). The site is classified aslocal climate zoné-(Stewart-and-Oke; 201 ndit-belongste-the-, which correspondso

"an openlow-rise” category(seeStewart and Oke, 201®ith detacheduildingsandscatteredreesandabundantegetation.
Thesiteis in ahumid continental climate zone withearannualvariationsbetweera clearannualvariationbetweerthe four

seasonghemonthly mean temperature varies fron.9°C in February ta7.6°C in July (1971-2000, Drebs et al., 2002; see
also Fig. 1), and daylight hours range from 6 to 19 h per 8&EARH-The SMEARIII site consists of a 31-m-tall lattice
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tower located on a hill, 26 m above the sea level and 19-21 wegthe surrounding terrain. The site is roughly five kilorastr
North-East fromthe-Helsinki City Centre. According téhelocal wind direction, themeasuremergurroundings around the
tower can be divided into three areas: built, road and véigetgvesala et al., 2008, Table 1, Fig. ZJowever,a fraction of

vegetationwas significantalsoin the built androadsectors(Table 1). Thus,a betternamefor the built sectorwould be, for
example,'urbanresidentialsectorwith vegetation” but the shortnamesareusedthroughouthe text to keeptheterminolo

andsubsequerdiscussiorassimpleandshortaspossible.
The built sector in the northern direction (32@0°) is dominated by university campus buildings ahd-Finnish Mete-

orological Institute (mean height 20 m) close to the towerthe road sector (46-180°), one of the main roads leading to
Helsinki city centre passes through with the closest destdoretween the road and the tower being 150 m. The area ireertw
is covered by deciduous forest with mainly birde(ula sp.), Norway maple fAcer platanoides), aspen Populus tremula),
goat willow (Salix caprea) and bird cherry Prunus padus) (Vesala et al., 2008, Fig. 2). On the road, a typical workutaffic
rate is around 44 000 vehicles per day (Lilleberg and Helli@@i 1), and the vehicles have been found to be the main source
of CO, and aerosol particlaumberemissions in the area (Jarvi et al., 2012; Ripamonti et GL32 In the vegetation sector
(180»—320), most of the surface is covered by green areas of the Kunigatianic Garden and the City Allotment Garden.
During this study, the wind blew most often from the vegetasector and least from the built sector.

The site infrastructureheflux measurement conditions atigesurrounding areas are described in détgiesala-et-al-(2008)-and

in Vesala et al. (2008) and Jarvi et al. (2009a).

2.1.1 VOC measurements with PTR-MS and volume mixing ratio cleulations

A proton-transfer-reaction quadrupole mass spectronleidr-MS, lonicon Analytik GmbH, Innsbruck, Austria; Lindjer et al.,
1998) was measuring 12 different mass-to-charge ratifii éee Table 2) every second hour using a 0.5 s sampling time be-
tween 1 January 2013 and 27 Ju#42014. The total samplingcycle wasaround? s (Fig. 1). RestFor therestof the time
the PTR-MS sampled a wider range of mass-to-charge rieseneleveltbut those measurements are not considered in this
study. In addition, we had a short campaign between 27 Juh8@rseptember 2014 when 14 mass-to-charge ratios were
measured using the same 0.5 s sampling time. During the ¢égmpaesethe two additional mass-to-charge ratios wen&
89 andm/z 103. In that period, the measurement cycle took always twwsheo thatr/z 31-69 were measured during the first
andnmvz 79-137 during the second hgandthetotal samplingcyclewasaround4.5s. In summer 2014, there were sou&ta
gaps due to software problems (Table 2).

The PTR-MS was located inside a measureneedircontainerand sample air was drawn to the instrument using a PTFE
tubing with 8 mm inner diameter (i.d.). The sample line wasw@bng and it was heated (10 W) to avoid condensation
of water vapour. A continuous air-flow was maintained in thieet with some variations in the flow rate: first 20 | min
(whole year 2013), then 40 | mint (until 30 May 2014) and then 20 | mirt (until the end of the measurements) agdihe
correspondin®eynoldsnumberswere around3500and 7000for the lower andhighersampleline flows, respectivelyFrom

the main inlet, a side flow of 50-100 ml mih was drawn to PTR-MS via a 0.5-m-long PTFE tube with 1.6 mmi.d.
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The PTR-MS was maintained at a drift tube pressure of 2.0shar and primary ionl{3O0%) count rate of about 10—
30-10° eps{countsper second(cps,measured atv/z 21). With thesesettings,F/N-ratio whereE is the electric field andv
the number density of the gas in the drift tube, was typicaltyund 135 Td (Te= 10-2! V m?). FheexygenOxygenlevel Qf
was mostly below 2% of the $#D* signal.

The instrument was calibrated every second or third weekguaidiluted VOC standard (Apel-Riemeagcuracy+5%;
Table 2). The volume mixing ratios were calculated uskrega procedure described in detai-in Taipale et al. (2008). Before
acalibratien;thethe calibration, SEM voltage (MasCom MC-217) of the PTR-MS was always optEnito get &errecthigh
enoughprimary ion signal level (e.g. Kajos et al., 2015). TomwimizedSEM voltagewasalsousedin the measurementsntil
the next calibration. The instrumental background was determined every second hoardasuringsamplingVOC free air,
produced with a zero air generator (Parker Balzon HPZA-352W). The intake for the zero air generator was outside @f th
measurement cabin close to the grohis, the relative humidity wasthe samefor both the zeroair measurementandthe
ambientmeasurement®uring the measurement period, the zero air generator wasng sometimes improperly leading to
contaminatean/z 93 signal. These periods were removed from the zero air merasuts and replaced biye nearest reliable
values. In addition, due to software problems, the zero amsarements were not recorded between 7 July and 30 Septembe
2014. These gaps were replaced by a median diurnal cyclewalfithe zero air measured during 27 June — 7 July 2014. One
should note that the mentioned problems with the zero ailsoreanents had no effect ¢ime flux calculations. However, they
did, of course, caussomeuneertaintiesor-additionaluncertaintiesn the measured concentration levieig a systematierror

for the concentratioevelswasestimatedo be negligible

2.1.2 Ancillary measurements and data processing

An ultrasonic anemometer (Metek USA-1, Metek GmbH, Germamgs installed at 31 m, 0.13 m above the VOC sam-
pling inlet. The ambient temperature was also measureceadf@C sampling level with a Pt-100 sensbhephotosynthetic
Photosynthetiphoton flux density was measured at 31 m in the measuremeet tsing a photodiode sensor (Kipp&Zonen,
Delft, Netherlands). Pressure was measured with Vaisal®2#8 barometer on the roof of the University building near th
site.

Hourly traffic rates were measureeiine-4 km from the measurement site by the City of Helsinki Plagridepartment.
These rates were converted to corresponktific ratesenthe traffic ratesof the road next to the measurement site following
the proceduréy-presentedn Jarvi et al. (2012).

CO2 and CO concentrations (10 Hz) were measured with a Li-Cor 7000G0OR, Lincoln, Nebraska, USA) aritie-a
COMN,O analyser (Los Gatos Research, model N20O/CO-23d, Mountain,\CA, USA; later referred as LGR), respectively.
The CO4 concentration was measured continuously between Jan0af/éhd September 2014. Th®) concentration was
measured between 3 April and 27 May 2014 (Fig. 1) and the LGRoeanected to the same main inlet line with the PTR-MS.
During theCO measurements, the main inlet flow was 40 | minAfter the LGR was removed from the setup, the main inlet
flow was decreased to 20 | mih to increase the pressure in the sampling tube and to get arhigte flow to the PTR-MS
(from 50 to 100 ml mirr!).
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Thirty minute averag€O andCO-, fluxes were calculated using the eddy covariance techniguetheraw data according
to commonly accepted procedures (Aubinet et al., 2012).&dimensional (2D) coordinate rotation was applied to tlvedw
data and all data were linearly de-trend&te 2D rotation was used instead #fe-a planar fitting as the 2D rotation is likely
to be less prone to systematic errors above a complex urbramtéNordbo et al., 2012b). Spike removal was made based on
the-a difference limit (Mammarella et al., 2016). Time lags bedwevind and scalar data were obtained by maximizing the
cross-covariance function. Ftire CO andCO, measurementsnean time lags of 5.8 s and 7.0 s, respectively, were olataine
Finally, spectral corrections were applied. The low fragpelosses fobeththe fluxes were corrected based on theoretical
corrections (Rannik and Vesala, 1999), whereas the higfduncy losses were experimentally determined. Findléy,30-
min fluxes were quality checked for stationarity with a limft0.3 (Foken and Wichura, 1996), atite periods withu, < 0.2
m s! were removed from further analysis. More details of the gatst-processing can be found in Nordbo et al. (2012b).
DBataThe correspondinglatacoverages foCO andCO, fluxes were 54.0% and 61.9%, respectivdlge randomerrorand
detectionlimit of CO flux were0.23 g m~?s”! and0.16,,9 m~*s”", respectivelyThe correspondingiumbersfor the CO,

2.2 VOC flux calculations
2.2.1 Disjunct eddy covariance method

In thea disjunct eddy covariance method (hereafter DEC), the fleaisulated using a discretized covariance:

w'd & %Xn:w'(i—)\/At)c'(i), 1)
i=1

wheren is the number of measurements during the flux averaging tilids the-a sampling interval and is a lag time
caused by sampling tubes (e.g. Rinne et al., 2001; Karl €2@02; Rinne and Ammann, 2012). THexeswmeasuredy-the

0.1(1+2.54¢%28), d=13m, (built)
Nm =4 0.1(140.96¢*9%), d=8m, (road)

0.1(1+2.00¢*27), d=6m, (vegetation)
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VOC fluxes were calculated for each 45-min-period accordingq. (1)using 385 datapoints (600 datapoints between
26 Juneand 30 Septembe016) Before the calculationsi-the linear trend was removed from the concentration and wind
measurements. In additiotine 2D rotation was applied to the wind vectors.

The PTR-MS and the wind data were recorded to separate cemsptitus, lag times were shifting artificially as the conaput
clocks performed unequally. Therefore, we first determlagdimes ofm/z 37 (first water clusteils O™ H,O) for each data set
between two calibrations. Then, a linear trend was remawed the lag times to cancel the artificial shift. After thag shifted
cross covariance functions were summed (as in Park et dl3 p@&nd an average lag-time was determined for each mass-to
charge ratio from the summed cross covariance functiomslllyj a-the lag-time for each 45-min-period was determined by
using a+£2.5 s lag time window around the previously determined meariifag--andwith a smoothed maximum covariance

method describeby-TFaipale-et-al{20610)in Taipale et al. (2010)The smoothedcrosscovarianceunctionswere calculated

usinga runningmeanwith anaveragingperiodof +-2.4 s. However, if the mean lag-time value was not found, the previo
reliable mean lag-time value was used instead. We defingchiiie mean lag-time was representative if a peak valua of

the summed cross covariance function was higher thag whereoy is themean standard deviation of the summed cross
covariance function tails. The standard deviations weleutated usinga lag-timewindewswindow of +(180 —200) s. If a
certainmass-to-charge ratio showed no representative peak vailuigs) the whole periodat all, its flux values were defined
to be insignificanandthe mass-to-chargeatio wasdisregardedrom furtherstudy

The lag times were allowed to vary slightly2.5 s) around the mean lag-times because removing the lineat patentially
caused uncertainties. Moreover, changes in relative htynmdght have led to changes in the lag times at least in tise o4
methanol which is a water-soluble compound, even with fkeatket line. Thus, the fluxes could be underestimatedf the

constantag-timeswere used(seesupplementarynaterial). However, the lag time window we usgdas quite narrow;:2.5

s, to limit uncertainties ("mirroring effect”) caused byettmaximum covariance method connected to the fluxes near the
detection limit (Langford et al., 2015). Also, one shouldenthat in our case the maximucevariancevas determined from

the smoothed cross covariance function which alreadydithié possible overestimation of the measured DEC fluxesharsd

the mirroring effect (Taipale et al., 201@omeflux valuescouldbeslightly underestimated the correctlag-timewasoutside

measuredby the EC method,including the high and low frequencylosses(e.q. Moore, 1986; Horst, 1997)According to

Horst (1997)the high frequencylosses onors, Canbe estimatedisinganequation

1
1+ (27 fr7)B’

wherer is theresponse time ahe system,f,,, = n,,u/(2, —d) andg = 7/8 and 5 = 1 in unstableandstablestratification,
respectivelyln hereu is themeanhorizontalwind, z,, is the measuremerteightandd correspondso the zerodisplacement
height. The parameten,,, hasbeenobservedo beconstanin theunstablestratificationatthesite(n,,, = 0.1), andin thestable

)

(ahorst) -1
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stratification(¢ > 0) havingthefollowing experimentalstability andwind directiondependentalues(Jarvi et al., 2009b):

0.1(1+2.54¢%28), d =13 m, (built)
nm =4 0.1(140.96¢%%?), d=8m, (road) )
0.1(142.00¢°27), d=6m, (vegetation)

where( is the stability parameter.
A constantresponsdime of 1.0 s and Eq. (2) were used for the high-frequency flux cdoest The constant value was

estimated based otine previous studies with PTR-MS (Ammann et al., 2006; Ranta#.e2014; Schallhart et al., 2015)
where the response time of the measurement setup was estiaidieingto be around 1 s. However, the response time is
probably compound dependent as e.g. methanol might haveesmmdence on the relative humidity (REgcausét-is-apolar
melecul@ueto its polarity andwatersolubility. The response time of water vapour has been observed tas&es a function
of RH (e.g. Ibrom et al., 2007; Mammarella et al., 2009; Narébal., 2012b) and this is likelirue for methanol as well.

In addition, the length of the sampling tube affects the oasp time as well but the effect is difficult to quantify witho
experimental data (Nordbo et al., 2013).

The correction factotuerst Wasen-averagel-26or the high frequencylosseswvas1.16on average Even though the use of
the constant value of = 1.0 s may lead to random uncertainties if the true response tamiesstemporally, this is likely to
haveonly-only havea small effect on the calculated fluxes. Also a systematior et a-few percentages is possibiéthe
actual average response time was smaller or higher. We samate that the change of the flow rate from 20 to 40 IThin
had only a negligible effect on the attenuation as long afloheis turbulent (see Nordbo et al., 2014).

In addition to the high frequency lossasdlag-time searchingoutines the calculated flux values may also be biased by
some other factors. For short-lived isoprene and monatepéninimum lifetimes ca. 2 hours, see Hellén et al., 2ah2)flux
losses due to chemical degradation were estimated to bedevemtages (see Rinne et al., 2012). However, these losses a
difficult to compensate as they do depend on oxidant coratimis (mainly OH and ¢) andtheonsurface layer mixing. Thus,

no corrections due to the chemical degradation were apfliédlux-valuesarealseslightly-underestimatedstheflux values
wereslightly underestimate¢ 3% basedon the measured O, fluxes)asthe low frequency corrections were left out due to

noisy VOC spectra. Larger errors might be produced by catiitin uncertainties that affect directhyrthe measured fluxes.
All mass-to-charge ratios excludimyz 47 (ethanol+formic acid) were directly calibratedainsta standardn this study-but
aeeording. Accordingto Kajos et al. (2015)coneentrationsf-the concentration®f the calibrated compounds may also be
biasediueto-unknownreasenskHux-, Theflux values of ethanol+formic acid should especially be considlevith caution as
the concentrations ofVz 47 signalweredeterminedremwasscaledoasedn transmission curves (see Taipale et al., 2008).
Periods when the anemometer or the PTR-MS were working ipgshg were removed from the time series (Fig. 1). For
example the fluxes were not measured during summer 2013 due to a thuadersitat broke the anemometer, and in the
beginning of 2014whenthe PTR-MS was servicédalaberatery During some periods, signal levels did not behave normally
but had for example a lot of spikeShusthoseThoseperiods were disregarded as well. To limit the underestonadf the
absolute flux values caused aweak mixing, the fluxes during which, < 0.2 m s~! werealserejected from further analysis.
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Other qualityeentrollingcontrols such as filteringhe flux data withthe flux detection limits or with the stationarity criteria
(Foken and Wichura, 1996), was not performed because agptiiese methods for the noisy DEC data would potentially

bring other uncertainty sourcdsor exampledisregardinghefluxesbelowthe detectionimit would leadto anoverestimation

of the meanabsoluteflux values.However, before calculating correlation coefficients kedw aspecificVOC and another

compound (COCO. or aanotheVOC), a percentage (1%) of the lowest and highest values reeneved to avoid effect of
possible outliers. Data coverages ¥$0CsVOC fluxesare listed in Table 2.

2.2.2 ldentification of measured mass-to-charge ratios

Identifications of the measured mass-to-charge ratiosigtesllin Table 2. Most of the identifications are clear butehare
some exceptions. First of all, p-cymene fragments to theesatn93 with toluene (Tani et al., 2003fherefore;, therefore,
p-cymene may potentially havead-an influence on the observed concentrationsvat93 as the used’/N-ratio, 135 Td,
causeeprobablycancausefragmentation of p-cymene (Tani et al., 2003). However |éfeét al. (2012) observed thtte p-
cymene concentrations at the SMEAR Il site are low compavithl the toluene concentrationiggingaround 9%eluringin
July. Therefore, the major compoundrafz 93 was likely toluene, although p-cymene might have inadésx-the fluxesat
m/z 93 during warm days.

Anthropogenic furan (de Gouw and Warneke, 208/}l cycloalkaneshad probably a major contribution on the measured
m/z 69 concentrations between October and Méenasisoprene concentrations at the siterebeenarereported to be small
(around5 — 30 ppt; Hellén et al., 2006, 2012). In our studlge meannvz 69 concentrations between June and August were
only ca. 60% larger than duririfye other seasons (Tab#3), indicatinga considerable influence of furarandcycloalkanes
(e.g.cyclohexaneseeHellén et al., 2006 antlee et al., 2006)Another important compound influencirige measurements
atm/z 69 is methylbutenol (MBO) fragment (e.g. Karl et al., 2012pwever, MBO is mostly emitte&rem-by conifers (e.g.
Guenther et al., 2012) that are rare near the SMEAR I stafitierefore, MBO shouldavehadonly-only havea negligible
effect on the concentration and fluxes measured/a69.

Monoterpenes fragment to thez 81. The parental mass-to-charge ratidl@gfmonoterpenesyz 137, hadalow sensitivity
during the study, and thereforiéie monoterpene concentrations were calculated usiz@l. For some reasarthe monoter-

pene concentrations were only slightly higher durig ds;the summer

thanduringthe otherseasongTable3). Thereforea contribution of other compounds than monoterpene@ﬂwlmrgh%have
beencanbe possible. On the other hand, Hellén et al. (2012) observem @nsiderable monoterpene concentrations at the
site in winter, spring and fall, possibly due to anthropagesources.

Acetone and propanal are both measuredvat59 with the PTR-MS but Hellén et al. (2006) showed that theaye
propanal concentratiorsewereonly around 5% compared with the average acetone condensan Helsinki during winter.
Thus, most of then/z 59 signal consisted probably of acetone. However, as pedglxes at the site are unknowm/z 59
will still be referred as acetone+propanal.

Measurements aw/z 107 consisted of’;-benzenes including, for example, o- and p+m-xylene anglethzene. According
to Hellén et al. (2012), major compounds measured at thesgtem-xylene. Other important compounds reported arelerey
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and ethylbenzene. Hellén et al. (2012) observed annualtia@rifor those compounds with+ainimaminimum in March.
In our studype-considerablaifferencesbetweendune—Augustnd-September—Mayereebse "e
betweenthe seasonsvere observed(Table 3). However, the measured concentrations in this study weite glose to the
corresponding valugserin Hellén et al. (2012). For examplgiesummed concentration of o-, p+m-xylene and ethylbenzene
was ca. 0.16 ppb in July (Hellén et al., 2012) whereas in thidys a mean value from June—August was 0.23 ppb (%@jle
Mass-te-ehargd he mass-to-chargeatio 42 is connected with acetonitrile but Dunne et al. @0dbservedhatthe signal
might be partly contaminated by product ions formed in rieastwith NO* and QJ that exist as trace amounts inside the
PTR-MS. Howeverthatthis effect was impossible to quantify in this studypd thus, m/'z 42 was assumed to consist of
acetonitrile.

Generallyacetonitrileis usedasa markerfor biomasshurningasit is releasedrom thoseprocesses
e.g.Holzinger et al., 1999; De Gouw et al., 2003; Patokoski e24l15).

2.3 Estimating biogenic contribution of isoprene

FheA well-known algorithm for isoprene emissionsi{y) is written as
Eiso - EO,synthOTCLa (4)

whereFE synth, Cr andC'y, are the same as in the traditional isoprene algorithm (Geert al., 1991, 1993; Guenther, 1997).
The shape of this algorithm is based on the light responseairthe electron transport activitg’) andon the temperature
dependence of the protein activity't). The emission potentiaky synn, describes the emission rate of isopreng'at 30°C
whereT is the leaf temperature (the ambient temperature in thdy¥tu

The algorithm was usedto identify possiblebiogenicisopreneemissions.For other compounds, such as methanol or

monoterpenes, no empirical algorithms were applied.

3 Results and discussion
3.1 ObservedVOC-Seasonabehaviour of observedfluxes andtheir-generatbehavieurconcentrations

Significant fluxes were observed for methamola33), acetaldehyden{z 45), ethanol+formic acichz47), acetone+propanal
(m/z 59), isoprene+furarcycloalkanegmvz 69, later referredas iso.+fur.+cyc), benzeneryz 79), toluene ifVz 93), C,-
benzenesnyz 107) and sum of monoterpenew/t 81). The fluxes of these compounds had also a diurnal cyclkeaat In
one of the wind sectors (Fig. 3, Table 1). Correlation coiffits between VOC, CQ; O, fluxes and traffic rates are shown in
Table Al.

Methyl tert-butyl ether (MTBE) andert-Amyl methyl ether (TAME) are commonly connected to the ehiexhaust emis-
sions as the compounds weakleastused to increase the octane number of gasoline (e.g. Heldn 2006). MTBE and
TAME were measured at their parental ionsréz 89 andm/z 103, respectively. However, both mass-to-charge ratiosst
no significant fluxes, and therefore, those measurements exaiuded from further analysis. As the identification afsh
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mass-to-charge ratios was uncertain, bhoth 89 andm/z 103 are marked agnknown in Table 2. Formaldehyde, which was
measured atvz 31 showed no fluxes eitheherefere, Thereforenvz 31 was excluded from further analysis as well.

Fluxesof-aromaticecompoundgbenzeneteluene;All of the studiedcompoundsxceptacetonitrilehad significantfluxes
duringwinter (Table4), indicatinganthropogenisourcesAll compoundgxceptacetonitrile jso.+fur.+cycandmonoterpenes

hadalsoa significantdifferencebetweenveekdayandweekendvalues(Fig. 4) which is alsoa stronganthropogenisignalas

statisticallysignificantseasonatariationwith amaximumin winter anda minimumin summer-autumfirable 4)-Fhiswas
expeetecbecausandFig. 5). However the variationswererathersmall becausehe biogenic emissions of these compounds
should be either small or negligilEiedanthropogeniemissiondromtraffic-, andtheanthropogeniemissionsare unlikely to
havecensiderablseasenalariation-Onthestherhandargeseasonalariations Neverthelesshe traffic countsirewerelower
during June—August (Fig. iittheaveragearomaticfluxeshadno statistically, The averagebenzendluxeshadstatistically
nosignificant differences betwe&eptember—Magnddune—AugustheseasongTable 4)-NeverthelesdhenzenandFig. 5).

A ratio betweerthe averagdolueneor C,-benzenendbenzendluxeshadno considerableseasonarendeither(TableA2).
The benzeneand toluene concentrations had a clear annual trend withngmmim during June—August. This is a well

understood pattern aritlis partly caused by the different atmospheric lifetineéshesecompounddetween seasons (e.g.

Hellén et al., 2012)Fheratio of aromaticOf courseJocal sourcesmay affectthe observecboncentratiortrendaswell if the
still shallowafterthe night (Fig 6). The behaviouts similar comparedwith the CO andCO, concentrations.

betweersinter ndsunwmexTatlest -3). Theretrefhelractons! erenoido heloAVOG fuesiooiamoasrooc
wasalsohigherin the summetthanin the winter

(Fig. 7).

othermenthsfur.+cyc. flux followed alsowell the ambienttemperaturdFig. 8). The monoterpendluxeswere significantl

higherduring the summerbut the averagelux during the winter was considerableswell (Table4), indicating other major

morningrushhour (Fig. 6), indicatingananthropogenicontribution,mostlikely from traffic relatedsources.
Similarly, anaverageacetaldehyddéux from summenvasaround100%largercomparedvith the winter value,which might
averagdluxeswasinterestinglybetweersummerandautumnseasonThis cannotbe explainedoy the biogenicemissionsas

theautumnvaluesweresmallerthanthewinter ones(Table 4)andFig. 5), butit mightbearesultof changesn the non-traffic
relatedanthropogeni@activity. On the other hand,the observeddifferencescan be partly explainedby wind directions:in

10
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summer38% of the time thewind blew from the roadsector(40° — 180°) whereasn autumn the correspondingpccurrence

Howeverjhosecompoundshowethocleardiurnaleycles probabidueto highambienbackgroundoncentrationsompared

bmge%ueemrs&en&empare&n%h&heether—seweeﬂhe ratio ofthemeasured OVOC fluxes to the total measured VOC fluxes

stayed stable, beingp—62%in-all-sectorsd8—61%dependingn the seasor{Fig. 7).

A-clearbiogeniesignalwasebservedbnly-feriseprend hediurnalconcentratioevel of acetonitrilestayedalmostconstant
but the concentrationshowedan annualtrendwith a maximumin summer(Table3 andFig. 5). However,this wasprobabl

relatedto advectionfrom distantsourcese.g. Patokoski et al., 2015Ysenerally,the averageacetonitrilefluxes were reall

smallbeingstill abovethe detectionimits exceptin winter (Table4; Fig. 5).

September—MayFig-A—Fheisoprendormic acid fluxesand concentrationdiad significantdifferencesbetweerthe seasons.
shouldbe takenasroughestimatesNeverthelessthe averagesthanol+formicacid flux seemedo havea maximumin winter.
Their concentratiorshowedalsoa weakdiurnaltrendwith minimumduring earlymorning (Fig. 86).

3.2 VOC, CO fluxesand CO, emissionsfrom different sources

threegroupshasednthelocal wind directioncorrespondindo built, roadandvegetatiordominatecareagTablel andFig. 2

The CO flux was observed to have a clear diurnal cycle, and as exghabtehighest emissions were detected from the road

sector (Fig. 9) where the traffic emissions are at their ligheghe measuredO fluxes from the road sector also correlated very
well with boththecorresponding O, fluxes (=6-69r = 0.68, p < 0.001) andwith thetraffic rates { = 0.56, p < 0.001, Fig.
10). The average and medi@® andCO- fluxes andCO concentrations from April 3 —May 27 2014 are presented inel@b

Theratio betweerthemedianCO andCO, fluxeswasthelowestduringnight-timedueto respirationof CO from vegetation
(Fig. 9). The highestilux valuesof both CO andCO, wereobservediuringday-time However the rushhourpeakscannotbe
During the measurement period, the aver&fe flux from the traffic-road sector was cad-48).526 compared with the

corresponding_Os, flux (Table7). On the other hand; O, hadprebablyalreadyprobablyalreadyexperiencediogenic up-
take between April and May 2014 (Jarvi et al., 2012; Fig. ®l@&). Therefore, a better estimate for the flux ratio wasmnak
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from Jéarvi et al. (2012) who estimated that 8, emission rate from the road sector is 26¢m~2s~' (1000 veh H!)~!
{which is based on wintertime data from 5 yearB our study, the correspondingO emission rate from traffic was 0.9
pg m-2s71(1000 veh h )~ which is ca. 0.34% compared with the corresponding emissite of CO, in mass basis.
Jarvi et al. (2012) used data from a more narrow wind sec®+120. However,the averageCO fluxes had no consid-
erable differences betwedhe more narrow and the whole road seettus;this-hadprebably, Thus, this probably had
only a minor effect on the results. The G@J, fraction is-was smaller than in previous study conducted in Edinburgh
by Famulari et al. (2010) who estimated that the traffic eeldfO emissions are 0.60% compared with the correspond-
ing CO5 emissions in Edinburgh (in mass baS|s) In that study, théd©OQ flux ratio was also otherwise quite large,

n the otherhand,Harrison et al. (2012) founthat
the CO/COq eeﬂeemraﬂen{@Mﬂassba&s%ﬂ%mnestdywhmhﬁﬁwteeleseﬂux fractionsof 0.32%and0.55%which
arecloserto the flux ratioof-our study-obtainedin this study. Furthermorethe Edinburghdatasetis manyyearsolder and
thetraffic relatedanthropogeni€O emissiondhavegenerallydecreaseduringtheseyears(e.g.Air qualityin Europe- 2015
report, http://www.eea.europa.eu//publications/air-qualityeurope-2015accesse@ May 2016).

ConsiderableCO fluxes werealse-observed from the built sector during afternoons (Fig. @ictBa behaviour was not

observed fothe CO, during the same period (Fig8)-Fhismaybedueto-9). Domestichurningsourcesnight explainpartof
the observedehaviourof the CO fluxesfrom the built sector.On the otherhand,many car enginetiatarestariedalwaysare

alwaysstartedin the afternoon (betweeMonday-FridayvlondayandFriday) when people are leaving the university campus.
Catalytic converters that oxidizZ8O to CO, may not work properly right after starting the engine (e.gtr&uto and Heck,
1999)leading to the high observedO emissions. Unfortunately, theO data set from the built sector was very limited
from weekendstherefore;, Thereforethe CO fluxes fromthe working days could not be compared witie CO fluxes from
Saturday and Sunday. However, aromatic VOCs seemstshave a similar behaviour with increasing values duringraien
from the built sector (Fig. 3) which is somewhat expected eisrfann and Lewis (2007, p. 33) mentions ttieVOC related

"cold start emissions” are becoming more and more imparfantthe other hand,noneof the aromaticcompoundshad a
ositivecorrelationwith the CO flux, indicatingdifferentsourcedor CO andfor the aromaticcompounds.

Accordingto astudyby Hellén et al. (2006)rafficshoutdbethetraffic is the most important source faromaticcompounds
the aromaticcompoundsn Helsinki with for example wood combusting explaining less than 1%hef detected benzene

concentrations. However, the study by Hellén et al. (20083 ased on the chemical mass balance receptor modethwith
VOC concentrations. Thythe footprint of their studys-waslarger than in ouflux-measuremeriaseestudy-
Majerwork whichis basedntheflux measurement3hemajoremissions could originate also frdimebiogenic sources, at

least in the case of isoprene and monoterpenes (Hellén 20aR) Thus;iseprend hereforesummertimelataof iso +furarfur.+cyc,
monoterpene ndalsoOVOCs(methanol, acetone+propanal and acetaldehyde :
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analysednorecarefully.Conversely,thearomaticcompoundsvereassumedo haveno biogenicemissionsalthoughbenzenoid

compoundsnightalsooriginatefrom vegetationMisztal et al., 201h
Otherln additionto the traffic, otheranthropogenid/OC sources could potentially include wood combusting aoldent

use. Industry is also a source filre VOCs but no industrial activities were located inside flugtfwint areasHowever,the

solventusemight beasignificantsourcefor manycompoundsespeciallyin the built sectorwherethe universitybuildingsare
located.

3.1.1 Traffic related emissions

Out of the measured compounds, methanol, acetaldehy@aattlacetone, toluene, benzene, @aebenzenes are ingredients
of gasoline (Watson et al., 2001; Niven, 2005; Caplain e2&I06; Langford et al., 2009 ). Therefothetraffic is potentially
an important anthropogenic source for these compoundsiditian, many studies have shown traffic related isoprenis-em
sions (Reimann et al., 2000; Borbon et al., 2001; Durana g@06; Hellén et al., 2006, 2012). Hellén et al. (2012) alsec-
ulated that somef the monoterpene emissions could originate fraadffie-the traffic. Of course theingredientsof gasoline

In recent VOC flux studies at urban sitébg fluxes of some VOCs have correlated witlaffie-ratesthe traffic rates
(Langford et al., 2009, 2010; Park et al., 2010; Valach eRal15)but this does not necessarily imply causality
{kangferd-et-al;-2009,-2010;Park-et-al-2010;- Valach-¢28I15) At SMEAR I, thetraffic has been shown to be the most

important source folCO, atfrom the road sector (Jarvi et al., 2012) atie same seems to hold also for CO (Table 7).
Therefore, the influence dhe traffic on the VOC emissions was quantified by studying thesuesl VOC fluxes from this
direction.

The difference betweethe average fluxes fronthe road sector andhe other sectors was statistically significant (95%
confidence intervals) for methanépprenacetaldehydeso +Huranstetuenefur.+cyc., benzeneand C,-benzenesHewever,

All three studied aromatics (benzene, toluene Gaebenzenes) were assumed to have samecesthus,from-new-on
thesemain source the traffic. Therefore the aromaticcompounds are analysed togethsian-aromaticfiux—andthey are

later referredas the aromaticflux. However,especiallytolueneand C»-benzenesre also releasedrom solventsand paint
betweertheaveragdolueneandbenzendiuxesfrom theroad,vegetatiorandbuilt sectomwerearound2.6 + 0.4, 2.50 4 0.7 and

3.70 £ 1.9, respectivelyTheratiosindicatethattoluenemight havealsoevaporativesources!n previousstudies the exhaust
emissionratio betweentolueneand benzenéhasbeendeterminedo be around2 — 2.5 (e.g.Karl et al., 2009 andeferences

therein)buttheratio depend®n catalyticalconverterstc.(e.g.Rogers et al., 2006 Aboveanindustrializedregionin Mexico

City wheretoluenehadalsoothermajorsourcesn additionto traffic, Karl et al. (2009) foundheratio to bearound10-15.In
this study,the correspondingatiosfor benzeneZ,-benzenesvere0.32 + 0.05, 0.31 £ 0,09 and0.30 £ 0.17. In earlierstudies
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e.g.Karl et al., 2009 andeferencesherein) the exhausemissiorratio for thosecompoundfavebeenobservedo bearound
0.4.Thus,bothtolueneandC,-benzenesiadprobablyalsootherthantraffic relatedemissionsn all the sectorsHowever,the
ossiblesourcedor thesenon-trafficrelatedemissiongemainedunknown.ln the built sectorthe evaporativeemissiongrom

the University buildingsmight explainpart of the tolueneandC,-benzendlux.
The traffic rates and the aromatic fluxes had a significanetaiion (—=0-39r = 0.38, p < 0.001, measurements between

January 2013 and September 2014) from the road sector. Dheatc fluxes correlated even better with the measaréd
fluxes (~—=0-541 = 0.50, p < 0.001, measurements between April and May 2014). The significameztionef-betweerthe
aromatic VOC fluxwith-andthe CO flux indicates a common souréefrom incomplete combustion. As these both correlated
in also withthetraffic rates, the traffic is likely to bethe major source for aromatics.

To estimate the total emission of the aromatic compounds fhe traffic, the aromatic fluxes were fitted against the traffic
rates. A linear model betweghetraffic rates andhe CO, emissions has been suggested, for exanyie Jarvi et al. (2012).
On the other hand, Langford et al. (2010) and Helfter et &l1{3 proposed an exponential fit fine VOC andCO, emissions.
Helfter et al. (2011) mention many reasons for the expoakrglationship, such as an increased fuel consumptiorngaehi
traffic rates. However, Jarvi et al. (2012) did not obseheexponential behaviour betwegine CO, fluxes andthe traffic
rates at the siteherefore, Thereforea linear model was also used in this study. Additionaiythe exponential relationship
was tested but it brought no clear benefit compared with tiealimodel. The linear fit gaveyy=-(29+51+0=Fr+7+9
Faro=(28£5)-1073Tr+ 10 £ 9 ng m2?s~!, whereFy, is the flux of the aromatics (unit ngmis—') and Tr is the traffic rate
(veh 1), Based on this model and the traffic rates measured in 26&3romatic emission from traffic was estimated to be

ca.121.14-0.2 g nT2yr~! —Fhisif theinterceptis assumedo beindicativeotherthantraffic-relatedsourcesThe uncertaint

estimateexcludegossibleerrorsrelatedo thecalibrationsandto thetraffic counts Neverthelesghevaluel.14+0.2gm—2yr—!
is around 0.01% compared with the correspondilig, emission from the road sector (in mass basis) that was dstinnaing

a linear model provided by Jarvi et al. (2012).

MethanelfluxeswerealseThemethanofluxeswereobserved to correlate with the traffic rates-(6-34r = 0.32, p < 0.001,
Sep-May) andvith the CO fluxes (=6-34r = 0.31, p = 0.001, Apr—May 2014)-Ontheotherhane;aceerdingin theroad
sectorAccordingto a linear fit,the methanol flux values wergtit-around 20 ng m2s~! or higher when the traffic rate was
close to zero (Fig. 1hieh-. This indicates that methanol had probably also other major ssumetheroadseetethanthe
traffic. This is also supported by the fact thiag average methanol fluxes from weekend and weekdaysaherestegualquite
closeto eachother(Fig. 4),althoughtrafficratesareeventhoughthetraffic rateswereclearly larger duringheweekdays (Fig.

9). However, we were not able to identify any cleaurcesxeceptpossibleadditionalsourcedo the traffic exceptbiogenic
emissions during summetangford-et-al—{(2010)-foundiseTo supportour claim, Langford et al. (2010) founthat the traffic
counts were able to explain only a part of the observed methtrxes but other methanol sources remained unknown in that
study as well.

OtherTheotheroxygenated hydrocarbon fluxes correlated also with th&dnaftes EthaneT he ethanotformic acid fluxes
were somewhat noisy and mostly close to the detection [iaible4) but the correlation between the measured fluxes and
the traffic rates was still significant-&6-20r = 0.19, p < 0.001, Jan 2013 — Sep 2014). However, no correlation betwieen

14



ethanol+formic acid an@ O fluxes was foundSerrespendind hecorrespondingorrelation coefficients for acetone+propanal
were 8:24-0.23 (p < 0.001, traffic) and 0.42 £=6-0605p < 0.001, CO). The correlation betweehe acetaldehyde an@O
fle-was0-30{p—=-0-004fluxeswas 0.39 (p < 0.001) and betweerhe acetaldehyde flux and the traffic rate$1+0.30 (p <
0.001). Methanel he methanol acetaldehyde and acetone+propanal fluxes had also coatsieleorrelations with each other,
indicating that these compounds had probably simitar-trafficrelatedsourcesatsourcesrom the road sector. The correlation
coefficients betweethe methanol and acetaldehyde fluxes and methanol and acetopafal fluxes weré-44and0-370.52

and0.38 respectively § < 0.001, measurements from Sep—Mayhe periodbetweenSeptembeandMay wasusedinstead

of winter, i.e. non-growingseasonto haveareasonabl@mountof data.
Iseprend he iso Huranfluxesthatwerefur.+cyc. fluxes measured during September—May had a weakasignificant

correlation ¢=#6-24r = 0.20, p < 0.001) with the traffic rates (Fig. 11). Moreover, the averéaggrenéso +Huranfluxeswere
alsepesitiveduring-September—Majur.+cyc. flux waspositive during winter (Table 4) indicating that somésepreref the
iso +Huranfluxessheuldfur.+cyc. fluxesoriginate from anthropogenic sources. A correlation betwseprenthe iso +furan
fur.+cyc. fluxes and the traffic rates hadso been earlier observed by Valach et al. (20IB)us;the-correlationfoundin
this-studyseemsreasonableA correlation betweelisoprenthe iso+Huranandfur.+cyc. andthe CO fluxes was significant
(r=10.37, p < 0.001) also indicating a traffic related source.

Menoterpendluxeshachocorrelationwith-Howeveroneshouldnotethatisoprengs alsoemittedfrom biogenicsourcesnd
betweeniso.+fur.+cyc.fluxesandthe traffic ratesduri i et
(Table4).

The monoterpendluxeshadonly a weakcorrelationwith the traffic ratesvassignificant»—6.26-p<0-004)(r = 0.14,
butthisp = 0.001). However,eventhe weakcorrelationmight also have been a resulttbie increased biogenic emissions as
they haveasimilar kind of diurnal cycle compared with the traffic rat&se biogenic influence would be possible to eliminate

by dividing the monoterpene fluxes into different tempeamtlassesheweverbut the amount of data was too small for that
kind of analysis. Thughe possible monoterpene emissions from the traffic remain&dawn-, althoughthe rushhourpeak
Aceetenitrile-The acetonitrilefluxes had no correlation with the traffic rates. This was efguk as the only considerable

acetonitrile fluxes were observed from the built sector .(B)gTheacetonitrileemissiongrom thetraffic shouldalsobe small

comparedo tolueneor benzenemissionge.g.Karl et al., 2009 andeferencesherein).
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3.1.2 Biogenic emissions

Nordbo et al. (2012a) observed thiae urbanCO; fluxes are clearly dependent on the fraction of vegetatedi dsea inthe
flux footprint. Moreover, Jarvi et al. (2012) observed thaia measurement site the vegetation sector is a sink@y during
summer (see also Fig. 9). Thiisebiogenic VOC emissions could be expectedccurat the site. Foiseprenéso +Hurarfur.+cyc,
the biogenic contribution was clear, and an anticorrefatio=—-~0-54;7<0-00)-betweenr = —0.53.p < 0.001) between
the CO, andiseprengso+uranfur.+cyc. fluxes were observed from the vegetation sector dudinge—Augustiseprenthe
summer.The iso+uranfur.+cyc. fluxes were also affected by the ambient temperature svithlHfluxesatthe small fluxes
associateavith thelow temperaturesréughly<108°C;Fig. 8). Alsothe methanol fluxes had a high anticorrelation wtitie
carbon dioxide fluxestfrom the vegetation sector between June and August{-6-6+r = —0.59, p < 0.001), indicating a
biogenic sourcaswell.

tseprend heiso+Huranfur.+cyc. fluxes were fitted against the empirical isoprene algoritBm @)foreachwind-direction.
to obtainthe emissionat standard:onditions.Thus, the only free parametein thefitting wasthe emissionpotential Ey. It has
been shown before that the emission potential of isopreg@hiavea seasonal cycle witlh maximum during midsummer
(e.g.in the case of aspen: Fuentes et al., 1999; see alsal®antl., 2015). However, due to a lack of data points, thiadit

was done for the whole summer period (Jun—Aug) only.

ioApoten EYLS aa— isoprenekirst, the fitting was donefor eachwind

direction, but no considerabldifferencesin the emissionpotentialsbetweenthe wind directionswere found. Whenall the
datafrom the summemwasused the correlationbetweerthe measuredluxesandthe calculatecemissiongFig. 12) wasgood

r =0.81),
summerOn the otherhand,the algorithmwasunableto explainsomehigheriso + in-fur.+cyc.flux values
from the roadsector(Fig. 12). Thesevaluesmight be relatedto randomuncertaintiesut they might alsobe, for example a

resultof thetraffic relatedemissions.

The calculatedemissionpotential (Fy = 125+ 5 ng m—2s™!) is roughly twice as high that has been measured above a

pine dominated boreal forest in Hyytidla, Southern Finl@Rentala et al., 2015), although the fraction of vegetatiover

indicatingthat mostof the measurediux at m/z 69 originatedfrom the biogenicisopreneemissionsduring the

at SMEAR Il is only 38-59%. However, this was expected asutiin vegetation consists of mostly broadleaved trees that

are major isoprene emitters (e.g. Guenther et al., 208&)-

to-explainsemehigherisepreneOn the other hand,one shouldnote that the emissionpotentialswere determinedabovea

ratherheterogeneougrrainwith multiple treespeciege.g.Botanicalgarden) Thus,adirectcomparisorwith theotherstudies
shouldbe avoided.More accurateanalysiswould be possibleif dry leaf masseswere known inside the flux footprint area.

Unfortunately,this informationwas not availablefor this study.As a conclusion the biogenicisopreneemissionsexplained
around8( = 5% of themeasureaso +fuira R i '
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This estimatewascalculatedoy comparingthe averagaso.+fur.cyc.flux at low temperature . 8) with theaveragdlux in
thesummern(Table4).

Methanol, acetaldehyde and acetone are also emittedfre@biogenic sources (e.g. Guenther et al., 2012), and the matha
fluxesfremthevegetatiorsectoiwere dependent on the ambient temperattiteweverthe(seesupplementarynaterial). The
average methanol qukem%he%ege&aHenseeteHNassmkwas around 30 ng m2s—! when temperaturé<-1+6°C-whieh

—2s7! in the summer(Table4). For acetaldehyde

5, the correspondingaveragefluxes
whenT < 10°C werearound9 and 14 ng m~*s"", respectivelyWhen comparingthesevalues(Z < 10°C) to the average
summertime fluxes (Table 4)—h weresignifi i i

W%WWWMM%WWYW%WW
contribution of 42+ 8%, 26 £ 8% and 30 4 11% for the methanol,acetaldehydend acetonefluxes during the summer,
respectivelyTogether.the biogenicemissionsexplainedaround3s% of the measurednethanolfluxes during June—August
(Fabled)-Thisis;ofcoursepnlyaroughestimateotal OVOC flux duringsummerTheseestimatesrevalid if anthropogenic
%WMWWMWWM still reason-

. For example the measurediogenicOVOC emissions
in Hyytiala, Southern Finlanchave beencomparablgRantala et al., 2015)0(eealelehyée&ndaeeteﬂe+prepana1adalse

averagemonoterpendlux wasaround7 ng m— 25* whentemperaturavas < 10°C (Fig. 8)rdieating, indicatin thatth
significant monoterpene emissioosginatedfrom other sources thate biogenic ones. Therefore, no empirical emission

algorithms were fitted againgte monoterpene fluxes. Nevertheless, in June—August thegevaranoterpene flux wasmest
aroundiwice as higtwﬁggcompared with the averadje

Table4). Takinginto accounthevariationin the data,the biogeniccontributionwas assumed to t:ateuﬂel495v()vjvzvlv5v%)vg1‘vtvrlg
valueof theaveragenonoterpenemissionsn thesummerOverall,theanthropogeniemissionsvereestimatedo bearound
35% compared with the totahoneterpenemissiensterpenoidiisoprene+monoterpenesnissionn the summenTable6).

3.1.3 Other VOC sources or sinks

OtherThe otherpotential sources of VOCs, mainly wood combustion and suluse, were found to be difficult to identify.

For example, quite large acetone+propanal emissions weserged fronthe built sector in the afternoon (Fig. 3xrethe
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. These emissions might have been originating from the cligmiepartment near the site that uses acetone as a solvent.

Recentstudiege.g.Wohlfahrt et al., 2015 anteferencesherein;Rantala et al., 2015; Schallhart et al., 20h&yeshownthat

werenotobservedor anyof thestudiedOVOCs.

Nevertheless, methanol, acetaldehyde and acetone-+@lopaire
ambientemperaturandemissionsvereobservedindtheydid notdepedenon theambienttemperatur@r on thetraffic rates.
FormethaneltheseThemethanokmissions were around 20-45 ng?B ! from the road sectarhenthetraffic ratewasclose
tozero(Fig. 11)whichi i i

. Theinterceptof thelinearfit was larger during June—August than during September—Mamdeﬁference was statistically
insignificant. Reeen

arounesOWhenthe sumof OVOCs(excludingethanol+formicacid) wasfitted togetheragainsthetraffic rates(Sep—May) the
interceptwas 28 & 22 ngm_>s_! whereaghe correspondingaverageDVOC flux wasaround82ngm™*s . If theintercept
andthetotalanthropogeni©VOC flux was0.34 + 0.27. TheratiosbetweertheaverageenzenandtheaveragedOVOC fluxes
hadno considerablelifferencesbetweerthe sectorsthusthe given estimaterepresentshe whole measurementsite. Hence,

N 1 I riondhehveersSanteamhbe r

theotheranthropogenisourceshanthetraffic explained35 4 25% of the
andMaytotal anthropogeni©VOCflux atthesite (Table6). Thisis, of coursearoughestimateasthebiogenicsourcestraffic
andotheranthropogenisourcesaredifficult to distinguishfrom eachother.Probablyall of thesesourceshave,for example,

similar diurnal cycleswith the minimumandmaximumemissiongluring night andday, respectively
Globally-thearomatic compounds hawseother sources than traffic, such as solvent and petroleur(Nsset al., 2005;

Srivastava et al., 2005; Langford et al., 2009). When conisiganeffsetof-areund7interceptof 10 +9 ng m2s~! of the
linear fit between the aromatic fluxes and the traffic rates. (F1),emissiensftheemission®f thearomatic compounds from
the non-traffic sources mightavealsebeenpessibleplay arole at the SMEAR Ill.Neverthelessaninfluenceof-non-traffic

this representthewhole measuremerdite astheflux ratiosbetweertolueneor C,-benzeneandbenzendiadno considerable
differencesbetweerthesectors.

isepren€or the iso+uranhaefur.+cyc. compoundssmall emissions aroung—5-2 — 3 ng m~2s~! weredetectedFig.
8 and Table 4from-othersourcesthanbiogenicone®riginating from other than biogenicsources They might be traffic-
related as discussed above but they may al&pratecomefrom petroleum products (Langford et al., 2009). Neveghs] the
contribution ofetherthanbiogenicisoprenthe iso +HuranemissionsrassmaliduringJune—Augustfur.+cyc. emissiongrom
theanthropogenisourcesvasrelativelysmallduringsummerwith amaximumaround15 — 25%. Theestimatevascalculated
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monoterpeneghe anthropogenidnfluencewas strongerbut no clearsourcesvereidentified. However,monoterpenesould
Acetonitrile had significant emissions only from the buiictor. This indicates that the major sources of acetamitril
are not traffic related, although Holzinger et al. (2001)ndwveaksignalsfor the traffic related acetonitrile emissions, and
Langford et al. (2010) measurglue acetonitrile fluxes that correlated with the traffic rates.t@e other hand, Langford et al.
(2010) alsementioned that despite of the correlation, the acetomisdurces wer&eft-unknewmot known In this study, a
possible source foihe-acetonitritecould-havebeenacetonitrilecould be wood combusting in the residentiabilding-area,
which is located around 200-400 m from the site, and thuseag¢tlye of the typical flux footprint area (see Ripamonti et al.
2013)-andFig. 2). Ontheotherhand,for exampleChristian et al. (2010) mentionékatthe acetonitrileemissiongrom wood

combustingare small in comparisonwith the other biomassburning sourcesin addition, acetonitrileis releasedrom the
solvents.Thus,this might explainthe observedacetonitrileflux aswell. Thisis supportedyy the observedtorrelationbetween

the acetoneand acetonitrilefluxes from the built sector(Table A1). However, the acetonitrile fluxes were mostly noisy and
belewthedeteetiedimitcloseto the detectionlimits (Table4), making any final conclusions challenging.

3.2 Comparing-Comparison of the resultste-with previous VOC studies

Generally, the measured VOC fluxes were much lower than ttepsetedn theprevious urban VOC flux studies (Fig. 13). For
example, Velasco et al. (2005) measured an order of magnitigher methanol, acetone+propanal, toluene@tbenzene
fluxes in Mexico City compared with this study. Most of thepoeis measurements were done in the city centres while this
study was done at the urban background site, which likelyshesnsiderable effect on the magnitudelw VOC fluxes. For
example, Reimann and Lewis (2007, p. $8pntiensthatarematicunderlinedthe fact that the concentrations were lower in
the suburban area of Zurich compared with the city centre.

For the measured_O; fluxes, intercity variations aralsefound to be considerable (Nordbo et al., 2012a). For example
Helfter et al. (2011) measured ca. five times hig@i€r, fluxes in London than Jarvi et al. (2012) at SMEAR Il (Fig. 13)
Helsinki. The variations irthecarbon dioxide fluxes can be duetk@intensity of the anthropogenic activitfedifferencesn
differencedn theheating systems (central, electrical, domestic gas, odal; wood fired heating systems), theeangypesof
public transport (electric buses and trams or diesel buietesYhe relatively low VOC fluxes observed in this study arbrie
with thelow carbon dioxide flux, both of which indicate relativelyl@nthropogenic intensitigranin theurban area. In this
study, for examplethetraffic related aromatic emissions were around 0.@¥aparedn comparisorwith the corresponding
CO, emissions, and according to Valach et al. (2015¢ aromatic VOC fluxes measured in London were around 0.025%
compared with the corresponding aver&ye- fluxes (scaled from yearl¢ O, budget, see Helfter et al., 2011). Hence, the
VOC flux tothe CO,, flux ratio is in the same order of magnitude, although theadni®sta one order of magnitude difference
between the absolute aromatic flux values.

FractionA fractionof urban vegetation has a strong influenceadhe CO, exchange (Nordbo et al., 2012a), thus a perfect
correlation betweethe VOC andCO,, fluxes cannot be expected. Howeuiig larger CO- fluxes could indicatexselarger
VOC fluxes as both have common sources, such as traffic. Imé=Iithe average urban VOC fluxes reportedfireliterature
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are plotted againdhe corresponding averageO, fluxes.tewestThe lowestaverage VOC and’O, fluxes were found in
Helsinki (Fig. 13). On the other hand, the larg€&d, fluxes were measured in London, although the largest VOC dluxe
were measured in Mexico City. The large VOC fluxes in Mexicty@€an be due to much older vehicle fleet, fewer catalytic
converters and poorer fuel quality in Mexico City thantire UK (Langford et al., 2009)The differencesin the ambient

10 and25°C (Fast et al., 2007)vhereasin London, the averagetemperaturevasaround13°C during the measurementsn
Mexico City, the evaporativemissionsof toluenewereconsiderablastheratio betweerthe averageolueneandthe average
benzendlux wasarounds (Velasco et al., 2009 herefore he COs-fluxesdo not of coursedirectly correlatewith the VOC
fluxesasVOCsarereleasedisofrom otherthantheburningprocesses.

VocCHluxspeetrurralsoThe VOC flux compositiordiffered between the cities (Fig. 13). Benzene was the &ragted com-
pound in all three studies which is an expected resdtstemmingfrom the development of catalytic converters and changes

in fuel composition-asthetraffic related benzene emission have generally decreaaethtically (Reimann and Lewis, 2007,
p. 33 and references therein). Otherwise, the VOC4jeetreseemte-becompositionis unique for eactof the measurement
location.

4 Conclusions

We present results from the first urban VOC flux measuremarasiorthern city with cold winters. Out of 13 measured mass-

pounddravebeenob y i i vieus(m/z

79,81,93 and107).Previouspublishedworks haveindicatedthe emissionf the samecompoundsn

to-charge ratiosthe fluxes were observed for teAFhesecom
33,42,45,47,59, 69,

urban VOC flux studiegpertedintiterature The different land usermscategoriearoundthe measuremertitein different
wind directions enabled us to analyse the different soutearious compoundgifferentiatingbetweerthetraffic, vegetation

andresidentiasources

TheVOC fluxesvariedasa function of seasonMethanol had the highest fluxésthinJure—AugustndSeptember—May.
Otherin all seasonsTheotherOVOCs, toluene an@»-benzenes fluxes were of the same magnitude with each ottibieaino
considerablalifferencedifferencesn the absoluteflux valuesbetween winter and summednthe-otherhand;isoprendhe
iso+furanfur.+cyc, fluxes were clearly higher duringpne-Augusthanduring-September—Mayindicatingthethe summer
thanduringthewinter, indicatinga major contribution of biogenic isoprene emissions.

All compounds withdeteetabldluxeshadthe detectabldluxesillustratedcontributionsfrom anthropogenic sources at the
site. Arematic The aromaticcompounds originated mostly frothe traffic whereas forseprentheiso+urarfur.+cyc. fluxes
the anthropogenic influence wasly-minetessimportant However, evenhesesmallisoprenthe smalliso Huranfluxesean

havefur.+cyc. fluxeshada relatively large influence omseprentheiso Huraneeneentrationsturingfur.+cyc. concentrations
during the winter when the biogenic emission is small. For monoterpetiee anthropogenic influence was larger, being of

similar magnitude with the biogenic emissions in sumn@erygenatedlhe oxygenatedvOCs originated fronthe traffic,
vegetation and unknown anthropogenic sources, which piphacluded solvent use at the University campus. Gengrall
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the magnitude othe traffic related OVOC emissions was estimated tosbeiarte-slightly higher comparedwith other
anthropogenic sourceBiogenicactivity-hadenly-aminercontributionin-However,estimatingthe exactfraction wasfound

to bedifficult anduncertaintiesverelarge.Evenin the urbanbackgroundsite, the biogenicactivity hada contributionto the
total annual OVOC exchange. For methanol, the biogenicstams explainedpto-25around40% of the measured flux values

duringJune—Augughe summer

MeasuredOn onehand,the measured/OC fluxes were much lower thareshaveearlier been observed in the urban VOC
flux studies. On the other hand, most of tarlierurban VOC flux studies have been carried out in dense cityegrguch
as in London, whereas this study was done ca. five kilometogs the Helsinki city centre in a semi-urban area. Moreover,
alsethe CO, fluxes have been observed to be relatively low at SMEAR Il pared withthe other urban stations. However,
the variation othe CO;, flux deesnetfully-canonly partly explain the variation in the VOC fluxes betwettie different urban
areas.

The measured urban VOC fluxeaveshowedconsiderable variations betwesdiiferentioeationsthe different cities both
in quantity and in quality. Thusparameterizatiofior-a, ageneralparameterizatiofor the VOC exchange irthe urban areas
may be challenging. However, links betwettre VOC emissions and’O andthe CO emission provide indication dhe

processes which need to be describedibghparameterizationd-orthisthe parameterizationg,o acquirethis, a larger body
of concomitant measurements of VOGO andCO,, fluxes may be needed.
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Appendix A

Table Al. Correlation coefficients from each wind sector between VOC, CQ;, fluxes andhetraffic rates (Tr, only from the road sector)

using all available datéonepercentof the highestandthe lowestvaluesweredisregarded)insignificant ¢ > 0.05) correlation coefficients

are not shown in the Table. Féveacomparison, the correlation coefficient betwélg@CO- fluxes and the traffic rates was calculated from
the same period witthe CO fluxes (Apr—May 2014).

Road sector

mz33 miz42 mz45 m/iz47 mz59 mz69 mz79 mz81 mz93 m/z107 CO COx Tr

mz33 1 - 0.52 0.31 0.38 0.33 0.29 0.21 0.3 0.33 031 031 030
mz42 - 1 - - - 0.12 - - - - - - -
mz45  0.52 - 1 0.32 0.44 0.44 0.31 0.13 0.33 0.35 039 033 030
m'z47 031 - 0.32 1 0.14 0.08 0.23 0.13 0.23 0.25 - 037 0.19
mz59  0.38 - 0.44 0.14 1 0.31 0.23 0.19 0.24 0.34 042 015 0.223
mz69  0.33 0.12 0.44 0.08 0.31 1 0.19 0.19 0.24 0.19 037 - 0.30
mz79  0.29 - 0.31 0.23 0.23 0.19 1 - 0.26 0.25 035 0.21 017
mz81  0.21 - 0.13 0.13 0.19 0.19 - 1 0.13 0.19 - 0.11 0.14
mz93 0.3 - 0.33 0.23 0.24 0.24 0.26 0.13 1 0.38 0.37 037 0.30
m'z107 0.33 - 0.35 0.25 0.34 0.19 0.25 0.19 0.38 1 044 038 032
co 0.31 - 0.39 - 0.42 0.37 0.35 - 0.37 0.44 1 0.68 0.56
CO; 0.31 - 0.33 0.37 0.15 - 0.21 0.11 0.37 0.38 068 1 0.43
tr 0.30 - 0.30 0.19 0.23 0.30 0.17 0.14 0.30 0.32 056 043 1

Vegetation sector

mz33 miz42 mz45 m/z47 mz59 mz69 mz79 mz81 mz93 m/z107 CO CO:

m'z33 1 0.1 0.55 0.29 0.37 0.34 0.14 0.23 0.23 0.21 0.28 -0.29
nz42 0.1 1 - 0.08 0.09 - - - - 0.09 - -
m'z45 0.55 - 1 0.35 0.42 0.35 0.14 0.18 0.19 0.22 034 -0.12
mz47 0.29 0.08 0.35 1 0.25 - 0.19 0.13 0.19 0.24 0.18 0.18
m'z59 0.37 0.09 0.42 0.25 1 0.25 0.18 0.17 0.19 0.18 0.39 -0.10
m'z69 0.34 - 0.35 - 0.25 1 - 0.13 - 0.18 - -0.44
nmwz79 0.14 - 0.14 0.19 0.18 - 1 0.08 0.13 0.14 - -
m'z81 0.23 - 0.18 0.13 0.17 0.13 0.08 1 0.13 - 020 -0.17
'z 93 0.23 - 0.19 0.19 0.19 - 0.13 0.13 1 0.17 024 -
nz107 0.21 0.09 0.22 0.24 0.18 0.18 0.14 - 0.17 1 0.22 0.09
co 0.28 - 0.34 0.18 0.39 - - 0.2 0.24 0.22 1 0.28
CO, -0.29 - -0.12 0.18 -0.10 -0.44 - -0.17 - 0.09 028 1
Built sector

mz33 miz42 mz45 m/iz47 m/z59 mz69 m/iz79 mz81 mz93 m/z107 CO CO;

mz33 1 0.21 0.45 0.37 0.30 0.27 - 0.24 0.32 - - -
mz42  0.21 1 0.35 - 0.40 - - - 0.19 0.21 - -
m'z45  0.45 0.35 1 0.48 0.25 0.19 - - 0.26 - - -
mz47  0.37 - 0.48 1 0.22 - 0.33 - 0.35 - - -
mz59  0.30 0.40 0.25 0.22 1 0.18 0.27 0.18 0.32 - 075 -
mz69  0.27 - 0.19 - 0.18 1 0.33 - 0.38 0.19 - -0.32
mz79 - - - 0.33 0.27 0.33 1 - 0.23 - - -
mz81  0.24 - - - 0.18 - - 1 - - - -
mz93  0.32 0.19 0.26 0.35 0.32 0.38 0.23 - 1 0.4 - -
mz107 - 0.21 - - - 0.19 - - 0.40 1 - -
Cco - 0.52 0.60 0.55 0.53 - - - - - 1 0.49
CO: - - - - - -032 - - - - 049 1
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Table A2. The average/OC fluxesfrom the differentseasonsomparedvith the correspondindpenzendluxes(Table4). Thevaluesin the
arenthesisepresen95% confidenceantervals.

mz33 mz42 mz45 m'z47 mz59 m'z69 mwz79 mz8l m'z93 m'z107
Jan 2013-Sep 2014
82(+1.0) 0.13@003) 1.9¢0.2) 4.0@05) 3.0¢04) 1.5¢0.2) 1 2.0@0.3) 26¢0.3) 3.0¢0.4)

Winter

4.8 (+1.9) - 0.7¢03) 6.3@23) 24¢0.9) 03¢0.2) 1 1.2¢0.6) 27¢0.9) 3.4¢12)
Spring

9.1(@17) 0.20@0.05) 1.9(¢04) 4.6¢1.0) 2.9¢0.6) 0.9 0.2) 1 1.6(04) 2.4@05) 2.9(0.6)
Summer

11.2(¢2.0) 0.13(0.05) 2.4(0.4) 3.0¢0.7) 4.3¢0.8) 3.0(0.6) 1 2.9¢0.6) 2.7@05) 2.9(0.6)
Autumn

6.0(1.8) 0.18¢0.08 22¢0.7) 38¢12) 26¢09) 18¢06) 1  23@10) 2411 27@12)
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Table 1. The table presents three sectors around the measurement site aadtibae yf vegetation of each sectgk( see Jarvi et al., 2014).
The averag€ O flux values (in carbon basis) were taken from Jarvi et al. (2012).

fraved  fouid  fveg AnnualCO2 emissions

[gC m~?] (five-year average)

All 0.36 0.15 049 1760
Built (320-40) 0.42 0.20 0.38
Road (40-180) 0.39 0.15 0.46 3500

Vegetation (180-3%) 0.30 0.11 059 870
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Table 2. The list of compoundgor which the fluxes were determinedfor. The compound names and the formulas listed below in third
and fourth column, respectively, are estimates for the measuredtoraharge ratios (see e.g. de Gouw and Warneke, 2007). Thadseco
column shows whether a sensitivity was determined directly from the ctidibrar from a transmission curve (i.ealculated), and which
compounds were used in the calibrationsD showsthe averagdimit of detectionfor 0.5 s measuremenfl.964). Note thatm/z 89 and

m/z 103 were measured only duriég-627 June-27.8-20+427 August2014.Due to software problems, some data were lost. Those gaps
are marked by superscripisandb that correspond to the lost periobistweer27 June—9 July 2014 armktweer27 August-30 September,
respectively. Thesecondinal column showsheflux data coverage8iux-vatues)for eachof the compound from the whole period January
2013-September 2014.

[m/z]  Calibration compound  Compound Chemical formula  Data covej#ge LoD [ppf
31¢  calculated formaldehyde CH20 - =
33 methanol methanol CH40 32.2 397
42% acetonitrile acetonitrile, alkane products CoH3zN 32.4 35
452 acetaldehyde acetaldehyde CoH40 32.6 141
47¢  calculated ethanol, formic acid C2HgO, CH202 329 =
59~ acetone acetone, propanal C3HgO 37.0 71
69~ isoprene isoprene, furagycloalkanes CsHs 32.1 105
79  benzene benzene CeHg 32.8 60
81° a—pinene monoterpene fragments 28.5 120
8%  calculated unknown - - -
93®  toluene toluene C7Hsg 31.7 295
10  calculated unknown - - -
107  m-xylene,o-xylene Cay—benzenes CgHio 30.9 197
1377  a—pinene monoterpenes C10H16 - —
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Table 3.AverageTheaverageand mediariuxesconcentrationsor eachof the measured VOC compound excludimgz 31, m/z 89 andnvz
103.Errer Theerrorestimates of the average values were calculated using the equaifomroc/v' N, whereo o is the standard deviation
of athe VOC time series andV thenumber of data pointd-ewerThe lower and upper quartiles are given in parenthesis after the median

values andthe 95%quantileis shownaswell. A-pereentag©nepercenpf the lowest andhe highest values were disregarded from the time

series to avoid effect of possible outliers.

methanol acetonitrile acetaldehyde ethanol+formic acid ~ acetone+miopdso.+fur.+cyc. benzene monoterpenes toluene Cy-benzenes

VOC concentration [ppb]

Jan 2013-Sep 2014

mean 3.28+40.09) 0.10 ¢:0.00) 0.59 ¢:0.01) 1.05 §-0.04) 1.45 ¢:0.03) 0.10 ¢:0.00) 0.19 ¢:0.01) 0.14 £:0.00) 0.20 -0.01) 0.22 £:0.01)
median 2.58 (1.61...4.57) 0.09 (0.07..0.13) 0.51(0.36...0.76) 0.71(0.41...1.22) 0(0B5..1.89) 0.08 (0.05...0.14) 0.13(0.08..0.25) 0.12(0.08...0.17)  0.14 (0.@j...00218 (0.12...0.29)
95% 7.66 0.19 1.20 4.07 2.97 0.27 0.52 0.28 0.63 0.52

N 2415 2431 2451 2477 2779 2412 2462 2139 2383 2319

Winter

mean 1.3340.11) 0.06 {-0.00) 0.49 {:0.03) 1.01 £:0.08) 0.89 {-0.05) 0.07 ¢:0.00) 0.45 (:0.02) 0.13 {:0.01) 0.36 {-0.02) 0.30 £:0.02)
median 1.13(0.79..1.67) 0.06 (0.05..0.08) 0.43 (0.34...0.60) 0.82 (0.60...1.26) 9 (0®U...1.11)  0.06 (0.04...0.08) 0.44 (0.34..0.57) 0.12(0.09...0.15) 0.32 (0.5)...00426 (0.18...0.38)
95% 2.78 0.10 0.91 2.26 1.71 0.13 0.72 0.29 0.70 0.66

N 176 199 207 203 354 203 357 203 380 371

Spring

mean 3.0540.15) 0.09 ¢:0.00) 0.59 £:0.02) 0.75 {:0.04) 1.28 £0.04) 0.09 ¢:0.00) 0.18 ¢:0.01) 0.12 £0.00) 0.15 £0.01) 0.18 {0.01)
median 2.18 (1.46...3.81) 0.08 (0.06..0.11) 0.53(0.40...0.73) 0.65(0.35...1.00) 8 (0BB...1.58) 0.08 (0.05...0.11) 0.15(0.10..0.23) 0.11(0.08...0.15)  0.12 (0.®§...00115 (0.11...0.22)
95% 8.20 0.15 1.10 1.92 2.61 0.19 0.41 0.22 0.45 0.41

N 874 876 905 891 915 879 892 853 892 859

Summer

mean 4.2740.17) 0.12 £:0.00) 0.60 £:0.02) 1.15 £0.07) 1.88 £-0.05) 0.14 £:0.01) 0.11 £:0.00) 0.15 £0.01) 0.12 £0.01) 0.23 {0.01)
median 3.88(2.40..5.70) 0.12(0.09..0.15) 0.50(0.35...0.79) 0.79 (0.52...1.40) O (12%..2.42) 0.12(0.07..0.18) 0.09 (0.06..0.14) 0.13(0.09..0.18) 0.08 (0.@...00119 (0.13...0.29)
95% 8.56 0.21 1.22 4.00 3.54 0.32 0.26 0.29 0.44 0.50

N 748 751 756 778 863 743 938 823 826 823

Autumn

mean 2.9540.13) 0.11 £:0.00) 0.62 {:0.03) 1.36 £:0.13) 1.41 £0.05) 0.10 £:0.01) 0.13 £:0.01) 0.16 £0.01) 0.35 £0.04) 0.25 £0.02)
median 2.58(1.62...3.96) 0.11(0.06...0.15) 0.50(0.29...0.92) 0.60 (0.26...1.65) 6 (0B#4..1.91) 0.06 (0.04...0.14) 0.10(0.07...0.16) 0.14(0.09...0.21) 0.30(0.98...00521 (0.10...0.35)
95% 5.81 0.19 1.29 4.36 2.64 0.28 0.31 0.36 1.03 0.62

N 617 605 583 605 647 587 275 260 285 266
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Table 4. The averageandmedianfluxesfor eachmeasured/OC compoundexcludingmyz 31, m'z 89 andim'z 103. The error estimatef
the averagevalueswere calculatedusingthe equationl.96 - gyee/ v/ IV, Whereayo is the standardieviationof the VOC time seriesand N
highestvaluesweredisregardedrom the time seriesto avoid effectof possibleoutliers. The meandetectionlimits (LoD) werecalculated
deviationof crosscovariancdails (Taipale et al., 2010)Theacetonitrileflux wasbelowLoD in thewinter.

methanol acetonitrile acetaldehyde ethanol+formic acid ~ acetone+miopdso.+fur.+cyc. benzene monoterpenes toluene Cs-benzenes
VOC flux [ng m—2?s™']

Jan 2013-Sep 2014
mean 44.942.5) 0.7 ¢:0.1) 10.1 ¢-0.6) 21.9 ¢1.7) 16.7 ¢-1.1) 8.0 (-0.6) 5.5 (0.6) 10.9 ¢-1.2) 14.1 ¢-1.1) 16.4 (-1.4)
median 29.4(10.4..62.2) 0.7(-1.2..2.2) 8.3(24..16.7) 16.5(-0.8..35.2) 11.089 55(07..14) 46(-22.112) 11.0(-57..256) 11.4(-1.3..26)  14.6.33.0)
LoD 12 0.1 05 1.0 0.7 03 0.5 0.9 0.7 1.0
N 2021 2034 2050 2066 2311 2018 2090 1820 2029 1983
Winter
mean 35.547.9) - 5.0 ¢-1.3) 46.4 (:8.8) 17.4 ¢:3) 2.4 (-1.4) 7.3@2.3) 8.5 (:3.4) 19.6 (-3.1) 24.6 (-4.0)
median 16.4 (4.8..42.4) - 5.1(-0.6...9.7) 26.7(8.2...69.9) 11.6 (3.0...27) 2.4(:1)9..55.9 (-6.3..20.6) 8.1(-45..19.7) 155(1.3..35.2) 23.3(0.9..43.8)
LoD 3.0 0.3 13 4.0 25 1.0 2.2 35 25 35
N 178 - 185 179 327 182 315 181 328 324
Spring
mean 52.144.7) 0.9 ¢-0.2) 10.7 ¢-1.1) 26.2 (-3.3) 16.4 (-1.8) 4.9 (0.8) 5.7 (-1.0) 8.9 (-2.0) 13.9 ¢-1.9) 16.5 (-2.4)
median 31.8(10.6..75.5) 0.8(-1.3..25) 8.3(1.7..18.6) 18.4(-2.2..43) 11.269)..2 3.8(-2.6..11.3) 5.0(-2.7..12.2) 8.4 (-11.5..26.4) 11.7(-4.0..27.3) 151238.7)
LoD 2.3 0.2 1.1 2.0 1.3 0.6 0.8 1.6 1.1 1.7
N 758 765 775 765 789 762 775 731 778 755
Summer
mean 54.244.5) 0.6 (-0.2) 11.8 ¢-1.0) 14.7 ¢-2.2) 20.6 (-2.1) 14.3 ¢-1.4) 4.8 (0.8) 14.1 ¢-1.8) 13.2 ¢-1.5) 14.0 ¢-1.9)
median 39.1(15.7..76.0) 0.8(-1.1..2.0) 9.4(3.9..18.1) 14.1(-2.4..29.3) 15.8012)  9.1(2.1..22.6) 4.0(-1.1...9.3) 12.8(0.4..26.1) 10.8(26..22.0) 13.1(-24...29
LoD 2.3 0.1 0.6 1.2 1.2 0.7 0.5 1.4 0.9 15
N 623 622 626 643 710 608 782 689 688 688
Autumn
mean 24.442.5) 0.7 ¢-0.3) 9.0 ¢-1.0) 15.6 (-2.5) 10.8 ¢-2.1) 7.3 ¢1.0) 4.1¢1.2) 9.3 ¢-3.0) 10.0 (-3.6) 11.2 ¢-3.5)
median 21.4(6.3..42.6) 0.7(-1.1..22) 84(2.7..143) 14.6(-15..31.2) 7.4({AD..1 5.8(-0.1..12.6) 4.1(-1.4..85) 9.6(-6.0..258) 7.0(-6.6..22.0) 8.5(7.3..26.9
LoD 1.8 0.1 0.4 1.2 0.9 0.4 0.7 1.8 3.0 2.0
N 462 465 464 479 485 466 218 219 235 216
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Table 7. StatistiesT he statisticsof the measuredO andCO-, fluxes andhe CO concentrations from eachirfacecoverwind sector (3 Apr
— 27 May 2014)ErrerThe errorestimates of the average values were calculated using the equations /+/N, whereo is the standard
deviation ofathe CO or CO- time series andV the number of data pointsewer-The lower and upper quartiles are given in parenthesis
after the median values.

All Built Road Vegetation

CO flux [ug m—2s71]

mean 0.69-0.05 0.5#0.11 1.46t0.15 0.35:0.03
median  0.36 (0.11 — 0.86) 0.37 (0.22-0.75) 1.18 (0.54 — 2.08) .26 (0.10 — 0.48)
COz flux [ug m2s™1]

mean 1389 15734 282+27 7149
median 111 (57 — 198) 123 (68-177) 257 (135 -378) 80 (31— 123)
CO concentration [ppb]

mean  146.51.0 152.2:5.6 152.6:1.9 143.1:1.1
median  142.0 (133.8-155.9) 141.2 (132.8-164.4) 148.273381.4) 139.2(131.8-151.9)

Table 6. The estimated contributions (%) of the aromatic and biogenic sourcessf@\BCs (methanol+acetaldehyde+acetone), aromatics
(benzene+toluenéh-benzenes) and terpenoids (iso.+fur.+cyc.+monoterpeneg).sbould note that furan and cycloalkanes may affect
also to the contributions of the terpenoids. For the terpenoids, separatidiffdrent anthropogenic sources was not possible. In the case
of OVOCs and aromatics, the ratio between the traffic related and the aitieopogenic emissions was assumed to have constant annual

cycle.

OVOCs [%] aromatics [%] terpenoids [%)]

Winter
Traffic 65 £ 25 80415 -
Other anthropogenic sources35 + 25 20£15 -
Total anthropogenic 100 100 100
Total biogenic 0 0 0
Summer
Traffic 42+16 80+ 15 -
Other anthropogenic sources23 + 16 20£15 -
Total anthropogenic 65+6 100 35+£8
Total biogenic 35+6 0 65+8
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Figure 1. Baily-The daily averages of the ambient temperatures tnedraffic rates. The data coveragestbé PTR-MS (VOCs), Li-Cor
7000 (CO2) and LGR CO) measurements are marked by blue, green and black lines, reshe@iey Thegreyshaded areas show periods
between June—Augustheblackdashedine representthe zeroline of theambienttemperature.
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Figure 2. Aeriat-The aerial photograph of the SMEAR Il station (OKaupunkimittausosasto, Helsinki,13. The measurement tower is
marked with a black cros¥¥hite- The white dashed lines represent different sectors (built, vegetation, whag@asrwhite-, Theturquoise

solid linesberderthe botanicalgardetine showsbordersof cumulative80%flux footprint (Kormann and Meixner, 2001)
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Figure 3. MedianThe mediandiurnal VOC fluxes from the three sectors for eatlthe compoundexetudingrvz 31-+/z 89-andz 163
(Jan 2013 — Sep 2014tue Thebluecircles, red crosses and black crosses correspond to the road seci@getation sector and the built

sector, respectivelyéerticat Theverticallines show the lower and upper quartiles (25% and 75%). Deeiteiblescaling, one upper quartile
value is not shown in thevz 59-acetone-+propandigure.
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Fig. Ethanel+formicacidwasleft-eutl), were
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orresponding”O- data
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Figure 6. The mediandiurnal VOC, CO and CO, volume mixing ratiosfor eachcompound.The vertical lines showthe 95% confidence

intervals.The VOC and CO- datais betweenJanuary2013and SeptembeR014.However times correspondindo the longergapsin the
PTR-MSdata(Fig. 1), wereremovedalsofrom the CO» data.The CO datais from April — May 2014.
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Figure 10. The COfluxesagainsthetraffic ratesandthe CO- fluxesfrom theroad,vegetatiorandbuilt sector(measurediuring April-Ma

2014).
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Influence of lag-time determination on flux values
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Figure S1: Flux distributions with constant lag-times (red) and varying lag-times (black). The num-
bers in the legends represent the mean fluxes (unit ng m~2s~!). The distributions were calculated
from a period between 21 May and 4 July 2013 (147 data points).



Fluxes as a function of wind direction
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Figure S2: The median fluxes (Jan 2013 — Sep 2014) as a function of the local wind direction (20°
interval). Black, blue and red bar edges describe the built, road and vegetation sector, respectively.
The final figure shows the histogram of the wind direction.



OVOC fluxes as a function of the ambient temperature
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Figure S3: Bin-averaged methanol (n = 45), acetladehyde (n = 45) and acetone (n = 45) fluxes as

a function of the ambient temperature (January 2013 — Sep 2014). The solid lines show the average
fluxes in the range of T < 10°C.



