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We thank referee #2 for her/his comments.

We appreciate the precision and the quality of the comments, and we believe that most
of the main concerns are due to a partly unclear description of the model set-up, for
which we apologize.

We did not describe any aircraft emissions in our model description section. However,
we have certainly included this kind of emissions (see Jöckel et al., 2006) in the model
simulation, and we did not change any emission heights for this emission type between
simulation S1 and simulation F1. The aircraft emissions are based on Schmitt and
Brunner (1997). Hence, no aircraft emissions were used from the EDGAR database.
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This explains why we used a constant factor of zero for the EDGAR F57 emission class
(air transport), as mentioned in the electronic supplement. The EDGAR emissions
have been masked this way in order to avoid double counting. This information will be
added to the manuscript.

Regarding the other sources which the referee correctly mentioned in the review, we
again apologize for the incomplete information caused by an automatic conversion of
the table. In fact, emission classes L50 and L70 are denoted as "Agriculture" in the
EMEP suggestion and we used the suggested elevation for these sources. Similarly,
emission classes F58 (International shipping) have been treated as "Non-industrial
combustion plants", F60 (Chem. Feedstock) and B30 (Charcoal production) as "Sol-
vents and other product use", i.e., also following the EMEP suggestion. Because there
is no suggestion from EMEP about biomass burning height injection, emission classes
L42 to L45 have been chosen to be concentrated at 140 m (see below). We will there-
fore change the “personal judgment” with “ specially treated”, for source F57 and L42-
L45 and provide the additional information in the revised manuscript.

We indeed agree that a highly detailed emissions plume model would be necessary
for a realistic biomass burning (BB) injection (Freitas et al., 2006). However, due to
the needs to specify a single value for different kinds of BB emissions, we used a
single level (140 m) which allows us to have 67 % of the total BB emission injected
within the Planetary Boundary Layer (PBL). As replied to referee #1, this altitude was
based on the assumption that most of the injection should be in the PBL. This is in
close agreement with the literature (Langmann et al., 2009). In addition, we performed
further test simulations with injections at different altitudes and the best results were
obtained with emissions concentrated at the chosen altitude.

In our study we showed that the global budget of the tracers and their mixing ratios
in remote regions are hardly affected by the choice of the injection heights. Neverthe-
less, it is clear that injection heights are important on the small scale, for both, biomass
burning (Luderer et al., 2006) or anthropogenic (Pregger and Friedrich, 2009) emis-
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sions. We are hence very hesitating to perform additional simulations with separate
emission heights for biomass burning and anthropogenic emissions,respectively, be-
cause we believe that this would not give additional information. Separate simulations
with different injection heights for biomass and anthropogenic emissions will show a
reduced signal in remote regions, a similar signal in those regions which are domi-
nated by either biomass or anthropogenic emissions, and a reduced signal in regions
influenced by both source categories. In this way, our study delivers an upper limit of
the combined signal.

Regarding the nudging, we again apologize for the incorrect value presented in Table
1. These values were referring to the 8 years of simulation S1 and therefore show
the interannual variability (Pozzer et al., 2007, see also electronic supplement). The
calculation for the year 2000 for soil NOx emission gives 6.772 Tg(N)/yr and 6.769
Tg(N)/yr in simulation S1 and simulation F1, respectively, i.e. a difference of 0.04 % In
addition, the spatio-temporal distribution coincides, with a maximum difference of 0.3
%. Further, the lightning NOx emissions for the year 2000 integrate to a total of 2.149
Tg(N)/yr and 2.145 Tg(N)/yr in simulation S1 and simulation F1, respectively, which is
a relative difference of 0.2 %.

We certainly agree that the meteorology between the two simulations cannot be binary
identical. Nevertheless, because of the applied nudging, the meteorological param-
eters are sufficiently similar that they are not influencing the results. To support this
statement, we performed additional tests by directly comparing the temperature and
the specific humidity (two prognostic variables) between the two simulations. First, the
temperature (a nudged quantity) has been compared by applying the same averaging
procedure used for the comparison to the aircraft campaigns. The differences in tem-
perature between simulation S1 and simulation F1 are less than 0.01%. In conclusion,
the meteorological vertical profile is generally reproduced in both simulations. Further
analyses using only monthly averages at the surface show slightly larger differences (a
maximum of 0.4 ◦ C, or 0.2% all over the globe). Second, we compared the simulated
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specific humidity (a quantity which was not nudged). Whereas for a snapshot in time,
the relative difference during one simulation year can reach up to 10-15%, the monthly
averages differ by 5% at maximum, but with general differences of ≤ 1%. Finally, for
the specific humidity averaged over the time and area of the aircraft campaigns, the
differences in the tropospheric column are even smaller, namely ' 0.5%.

We will correct the wrong footnote in Table 1, and add also the discussion on the
nudging and the meteorological similarity between the two simulations.

We totally agree with referee #2 regarding the necessity to use climatological data, as
also replied to referee #1. Not all used measurements are from the year 2000, but
as explained in the reply to referee #1, the dataset is an aggregate of flight measure-
ments. The results are almost independent of the year chosen for the comparison. As
example, the correlation for CO and O3 from different years from simulation S1 with
the aircraft observations exhibits differences within few percent (' 5% and ' 4%, re-
spectively) only. We agree that the interannual variability cannot be neglected per se,
and that climatologies are necessary for any fair comparison. For this reason also the
station observations are based on long time series of measurements.

It is generally very difficult to find in the literature datasets that describe vertical profiles
of different tracers as climatology. This is the main reason why we used extensively the
database compiled by Emmons et al. (2000). As correctly mentioned by the referee,
however, a further analysis can be performed with the MOZAIC data, which are ob-
served from aircraft (hence with vertical profiles), and are also multiannual and hence
can be used to calculate real climatologies. However, to our knowledge, the only pub-
lished climatology from this dataset present in the literature is the one from Zbinden
et al. (2006). This seasonal climatology is certainly well suited for our comparison,
although the vertical profiles are limited to a few places (Japan, New York, Paris and
Frankfurt). In addition this climatology has been calculated only for ozone, CO and
NOx data are still in the calculation process (Zbinden, pers. com.). A correlation cal-
culation with respect to the time would not give robust results, because the database
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represents a seasonal climatology. However, we calculated the average bias between
the observations and the model simulations for the altitude between surface and 3000
meters. These results do not conclusively confirm our findings: results from simulation
F1 have lower differences to the observations than simulation S1 in Paris and Frank-
furt, while simulation S1 shows lower differences to the observations than simulation
F1 in Japan region and New York. The data will be further analysed and the results
included in the revised version of the paper.

1 Specific comments

1. The EMAC model is a hydrostatic model with a hybrid pressure coordinate sys-
tem. This implies that the levels are not constant with respect to the geometric
altitude and that the number of levels within the first 800 m depends on the lo-
cation and time. On average, the applied vertical resolution has 5 to 6 levels
between ground and 800 m altitude.

2. The figures refer to the emission of CO above the PBL and the total one, as
simulated in simulation S1 (note, for example, the strong emissions from China,
India and Europe, which are not present in the biomass burning emission source,
only). We will correct the text to clarify the figure. The PBL calculated in the model
is based on the work of Holtslag et al. (1990). The calculation is made interac-
tively following the approach of Troen and Mahrt (1986), using the Richardson
number, the horizontal velocity components, the buoyancy parameters and the
virtual temperature. See Holtslag and Boville (1993, chapter 3) for a detailed and
complete description of this method. We will add this information to the revised
manuscript.

3. We agree with the referee that “Oxidation capacity” does not suit well as a title for
the subsection. With “Oxidation capacity” we meant the OH mixing ratio, which
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is clearly not correct. We will change the title accordingly and we will follow the
suggestion of the referee to move the order of the paragraphs, so that the text
will be better understandable.

4. As written in the reply to referee #1, only a vertical interpolation has been applied
to the simulated data when compared to aircraft observations. For the compari-
son, the average over time and space of the corresponding aircraft campaign was
used. The vertical interpolation was required to transform the hybrid pressure
model levels to altitude levels as the observational dataset. For the comparison
to the CO station observations, all simulated monthly data at the station location
were used. Although this decreases the correlation between observations and
simulated concentrations (see Pozzer et al., 2007) due to the inclusion of the ef-
fect of polluted air, both simulations show the same effect, since the meteorology
is very similar.

5. We agree with the referee that the sentence is not clear enough. As noticed, only
the anthropogenic emissions were distributed on different levels, while biogenic,
online soil and biomass burning emissions were constantly injected at a single
altitude (surface or 140 m). We will clarify the sentence.
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