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1 Description of the CSRMC

1.1 Meteorological component

The meteorological component of the CSRMC is based on
a modified height coordinate prototype version of the non-
hydrostatic, compressible Weather and Research and Fore-
casting (WRF) model. The WRF model is a community
model which is being developed in a collaborative effort by
the National Center for Atmospheric Research (NCAR), the
National Centers for Environmental Prediction (NCEP), the
Air Force Weather Agency, Oklahoma University, and other
partners. It has been designed as a regional model which is
capable of operating at high resolutions. The source code as
well as additional information can be obtained from the WRF
model web site at http://wrf-model.org. The basic equations
of the height coordinate version can be found in Skamarock
et al. (2001) and the numerics are described in Wicker and
Skamarock (2002).

In the present study microphysical processes are param-
eterized using a single-moment scheme (Lin et al., 1983)
which is not part of the WRF model distribution. The scheme
is described by Krueger et al. (1995) and is based on Lord
et al. (1984). Hydrometeor- and tracer mass mixing ratios
are transported using the Walcek (2000) monotonic advec-
tion scheme instead of the third order Runge-Kutta scheme
which was originally implemented in the WRF model pro-
totype. For solving the momentum equations and the theta
equation, the third order Runge-Kutta scheme is used in
combination with fifth/third order spatial discretizations for
horizontal/vertical advection terms. Shortwave radiation is
parameterized using the Goddard shortwave scheme (Chou
et al., 1998), and the RRTM scheme (Mlawer et al., 1997)
is used for parameterizing longwave radiation in our simu-
lations. Subgrid scale turbulence is parameterized applying
Smagorinsky’s closure scheme (e.g. Takemi and Rotunno,
2003). The meteorological component of the CSRMC has

previously been used in Salzmann et al. (2004, 2007).

1.2 Meteorological setup and vertical large scale advection
tendencies for tracers (VLSAT)

The meteorological setup is based on the “SLBC & VLSAT”
setup of Salzmann et al. (2004); i.e., vertical and horizon-
tal large scale advection tendencies for potential tempera-
ture, vertical large scale advection tendencies for trace gases
(VLSAT) and for water vapor, and specified lateral bound-
ary conditions (SLBC) for trace gases and water vapor are
applied. The large scale advection (LSA) tendencies for po-
tential temperature and water vapor can be expressed as:

∂tθ|LS = −vh · ∇θ − w ∂zθ (1)

∂tqv|LS = − w ∂zqv (2)

where overbars denote horizontal domain averages, and
vh = (u, v) is the horizontal wind vector. Note that for wa-
ter vapor horizontal LSA tendencies are omitted since lateral
boundary conditions are specified. The terms on the right
hand side of Eqs. 1 and 2 are specified from observations
based on data from Ciesielski et al. (2003).

The average horizontal wind is nudged towards observa-
tions (data from Ciesielski et al., 2003):

∂tvh|LS = − (vh − vh,obs) /τadj (3)

where vh = (u, v), as in e.g. Xu and Randall (1996) and
Johnson et al. (2002) with an adjustment time τadj = 1h.

For tracers a method of accounting for large scale vertical
ascent is used which was previously used for q and θ by Xu
and Randall (1996); Xu and Krueger (1991):

∂tµ|LS = −wobs ∂zµ (4)

where µ is the modeled tracer mixing ratio and wobs is
the average vertical velocity derived from observations (see
Ciesielski et al., 2003). For a detailed discussion of these
choices see Salzmann et al. (2004).
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1.2.1 Numerical aspects of calculating VLSAT

In the present study periodic boundary conditions are ap-
plied to air mass, i.e., air mass is not allowed to enter the
model domain through the domain’s lateral boundaries and
the observed mean vertical velocity wobs is not used to ad-
vect the air mass inside the model domain. Equation (4), on
the other hand, is formulated for a tracer which is advected
with the flow. Unfortunately, this formulation does not eas-
ily allow a simultaneously mass conserving and monotonic
solution. Sensitivity runs solving Eq. (4) for inert tracers and
periodic boundary conditions (e.g. using the scheme by Wal-
cek, 2000) in fact yield small mass changes which tend to be
maximum in the UT. The usual method to avoid mass errors
would be to numerically solve Eq. (4) starting from its flux
form:

∂tC = −∂z (wobsC) , (5)

where C = ρµ is the tracer concentration. For transform-
ing Eq. (4) to flux form the mass continuity equation for
wobs has to be applied. In the model, however, the (3-D)
mass continuity equation for wobs is not solved. As a conse-
quence, using a flux form of Eq. (4) (or neglecting changes of
the dimensional densities in the Walcek (2000) scheme) can
lead to a non-monotonic solution for the tracer’s mixing ra-
tio. Since Eq. (4) is a 1D advection problem with a divergent
wind field, using the flux form (Eq. (5)) implies that tracer
mass can locally be either accumulated (in the case of con-
vergence) or depleted (in the case of divergence), resulting
in non-monotonic, and in the case of VLSAT non-physical
solutions for the mixing ratios. For tracers with a ’smooth’
vertical profile such as CO this can have important effects,
while the idealized tracers in Salzmann et al. (2004) are only
weakly affected. In the present study this problem was ad-
dressed by solving Eq. (4), which is in advective form (pre-
serving monotonicity), and then scaling the solution such that
the column mass change during the calculation must be bal-
anced by the vertically integrated flux divergence due to wobs

up to the height zm= 19.5 km. The scale factor f is defined
by the condition that the finite-difference equivalent of

f

(∫ zm

0

ρµ dz + ∆t

∫ zm

0

ρwobs∂zµ dz
)

=
∫ zm

0

ρµ dz + ∆t

∫ zm

0

∂z (ρwobsµ) dz (6)

must hold. The integral which is part of the second term on
the right hand side of Eq. (6) equals the column tracer mass
change per unit area due to wobs calculated from the flux
form tracer continuity equation. The value of this integral de-
pends on zm and decreases rapidly to comparatively low, but
generally non-zero values above the tropopause as a conse-
quence of small, but positive wobs in the lower stratosphere.
The scaled solution is very similar to the non-scaled solution
of Eq. (4). However, scaling can in principle introduce un-
desired features (see e.g. Jöckel et al., 2001) and should be

avoided. A very simple solution to this problem would be
to neglect the influence of the mean vertical velocity on the
vertical advection of trace gases, as was done previously by
Lu et al. (2000). This leads, however, to a considerable over-
estimation of the role of the mesoscale subsidence, as was
shown by Salzmann et al. (2004).

1.3 Photochemistry

The photochemistry mechanism (Table 1) is based on von
Kuhlmann et al. (2003a), and references therein. It is a
“background” CH4−CO−HOx−NOx tropospheric chem-
istry mechanism (reactions R1–R46) with additional reac-
tions involving PAN (R47-R60) and loss reactions of acetone
(R61 and R62). The photodissociation of HNO4 in the near-
IR (e.g. Roehl et al., 2002, and references therein) was in-
cluded in the CSRMC based on Roehl et al. (2002) who sug-
gested a daytime near-IR photolysis rate of approximately
1 · 10−5s−1. In the CSRMC, the clear sky photolysis rate for
NO3 (J10 in R34) as calculated for the first day of the TOGA
COARE simulation was scaled by the factor 4.5 · 10−5 to
approximately yield 1 · 10−5s−1 (see R63).

The KPP (Kinetic PreProcessor; Damian-Iordache, 1996;
Damian et al., 2002; Sander et al., 2005) symbolic preproces-
sor has been coupled to the WRF-based CSRMC and a three-
stage Rosenbrock solver (e.g. Hairer and Wanner, 1996) is
used to numerically integrate the chemistry equations for-
ward in time. KPP is a computer program which reads re-
actions and reaction rates from an input file provided by the
user and writes the program code necessary to perform the
numerical integration. The syntax of the input file is simi-
lar to the syntax used in Table 1. Furthermore, in WRF new
variables are specified in an ASCII table and the part of the
code which is responsible for memory management and in-
and output (IO) is written by preprocessors. An additional
preprocessor was constructed for the CSRMC which writes
the interface between the WRF code and the KPP generated
code. The pre-processors are automatically applied prior to
the compilation of the model code. This setup considerably
reduces the effort necessary to include new chemical com-
pounds and/or reactions into the CSRMC, and has lately been
adapted for the WRF-Chem community model (Grell et al.,
2005).

Photolysis rates are computed every 5 minutes using the
computationally efficient scheme by Landgraf and Crutzen
(1998). In this scheme, the rates are computed using a pa-
rameterization for a purely absorbing atmosphere at eight
representative wavelengths. Then corrections for the ef-
fects of clouds, aerosols, and molecular scattering are added.
Cloud water paths are calculated from modeled hydrometeor
concentrations, currently treating hydrometeors in both the
ice and in the liquid phase as liquid phase hydrometeors.
For aerosols, a constant background distribution and optical
properties typical of marine aerosols are assumed.
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Table 1: Gas phase reactions

No. Reaction1,2 Rate3 Ref.
R1 O3 + hν → O(1D) + O2 J1 L+C98
R2 O(1D) + O2(→ O(3P) + O?

2) k2=3.2 · 10−11exp(70/T) JPL97
+O2−−−−→ O3(+O?

2)

R3 O(1D) + N2(→ O(3P) + N?
2) k3=1.8 · 10−11exp(110/T) JPL97

+O2−−−−→ O3(+N?
2)

R4 O(1D) + H2O → 2OH k4=2.2 · 10−10 JPL97

R5 O2 + hν(→ 2O(3P))
+2 O2−−−−→ 2O3 J2 L+C98

R6 O3 + OH → HO2 + O2 k6=1.5 · 10−12exp(−880/T) JPL00
R7 O3 + HO2 → OH + 2O2 k7=2.0 · 10−14exp(−680/T) JPL00
R8 HO2 + OH → H2O + O2 k8=4.8 · 10−11exp(250/T) JPL00
R9 HO2 + HO2 → H2O2 + O2 k9=complex, f(T, [M], [H2O]) JPL97
R10 H2O2 + hν → 2OH J3

R11 H2O2 + OH → HO2 + HO2 k11=2.9 · 10−12exp(−160/T) JPL97
R12 CO + OH → HO2 + CO2 k12=1.5 · 10−13(1 + 0.6P(atm)) JPL97
R13 CH4 + OH → CH3O2 + H2O k13=2.8 · 10−14T0.667

exp(−1575/T)
JPL97

R14 CH3O2 + HO2 → CH3O2H + O2 k14=4.15 · 10−13exp(750/T) Tyn01
R15 CH3O2 + NO → HCHO + HO2 + NO2 k15=2.8 · 10−12exp(300/T) Tyn01
R16 CH3O2 + CH3O2 → 2HCHO + 2HO2 k16=9.5 · 10−14exp(390/T)

/(1 + 1/(26.2exp(−1130/T)))
Tyn01

R17 CH3O2 + CH3O2 → HCHO + CH3OH k17=9.5 · 10−14exp(390/T)
/(1 + 26.2exp(−1130/T))

Tyn01

R18 CH3O2 + NO3 → HCHO + HO2 + NO2 k18=1.3 · 10−12 Atk99
R19 CH3O2H + hν → HCHO + HO2 + OH J4 L+C98
R20 CH3O2H + OH → 0.7CH3O2 + 0.3HCHO

+0.3OH + H2O
k20=3.8 · 10−12exp(200/T) JPL97

R21 HCHO + hν
+2 O2−−−−→ CO + 2HO2 J5 L+C98

R22 HCHO + hν → CO + H2 J6 L+C98
R23 HCHO + OH → CO + HO2 + H2O k23=1.0 · 10−11 JPL97
R24 HCHO + NO3 → CO + HO2 + HNO3 k24=3.4 · 10−13exp(−1900/T) JPL97
R25 NO + O3 → NO2 + O2 k25=3.0 · 10−12exp(−1500/T) JPL97
R26 NO + HO2 → NO2 + OH k26=3.5 · 10−12exp(250/T) JPL97

R27 NO2 + hν
+O2−−−−→ NO + O3 J7 L+C98

R28 NO2 + O3 → NO3 k28=1.2 · 10−13exp(−2450/T) JPL97
R29 NO2 + OH + M → HNO3 + M k29=complex Dra99
R30 NO2 + HO2 + M → HNO4 + M k30=complex

R31 HNO3 + hν → OH + NO2 J8 L+C98
R32 HNO3 + OH + M → NO3 + H2O + M k32=complex JPL00

R33 NO3 + hν
+O2−−−−→ NO2 + O3 J9 L+C98

R34 NO3 + hν → NO J10 L+C98
R35 NO3 + NO → 2NO2 k35=1.5 · 10−11exp(170/T) JPL99
R36 NO3 + NO2 + M → N2O5 + M k36=complex JPL00
R37 N2O5 + hν → NO3 + NO2 J11 L+C98
R38 NO3 + HO2 → 0.8NO2 + 0.8OH k38=3.5 · 10−12 JPL97

+ 0.2 HNO3

R39 N2O5 + M → NO3 + NO2 + M k39=k36/(3 · 10−27exp(10991/T)) JPL00
R40 N2O5 + H2O → 2HNO3 k40=complex D+C93
R41 N2O5 + H2O → 2HNO3 k41=2.5 · 10−22 + 1.8 · 10−39[H2O] Wah98

continued on next page
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Table 1 continued
R42 HNO4 + hν → 0.39NO3 + 0.39OH

+0.61NO2 + 0.61HO2

J12 L+C98,
Atk97

R43 HNO4 + M → HO2 + NO2 + M k43=k30/(2.1 · 10−27exp(10900/T)) JPL97
R44 HNO4 + OH → NO2 + H2O + O2 1.3 · 10−12exp(380/T) JPL97
R45 H2 + OH → HO2 + H2O k45=5.5 · 10−12exp(−2000/T) JPL97
R46 CH3OH + OH → HCHO + HO2 k46=6.7 · 10−12exp(600/T) JPL97
R47 CH3CO3 + HO2 → CH3CO3H k47=4.3 · 10−13exp(1040/T)

(1 + 1/(37 exp(−660/T)))
Tyn01

R48 CH3CO3 + HO2 → CH3COOH + O3 k48=4.3 · 10−13exp(1040/T)
(1 + 37 exp(−660/T))

Tyn01

R49 CH3CO3 + NO → CH3O2 + NO2 + CO2 k49=8.1 · 10−12exp(270/T) Tyn01
R50 CH3CO3 + NO2 → PAN k50=complex Tyn01
R51 CH3CO3 + CH3O2 → HCHO + HO2

+CH3O2 + CO2

k51=2.0 · 10−12exp(500/T)/
(1 + 1/(2.2 · 106exp(3820/T)))

Tyn01,
JPL97

R52 CH3CO3 + CH3O2 → CH3COOH
+HCOH + CO2

k52=2.0 · 10−12exp(500/T)/
(1 + 2.2 · 106exp(−3820/T))

Tyn01,
JPL97

R53 CH3CO3 + CH3CO3 → 2CH3O2 + 2CO2

+O2

k53=2.5 · 10−12exp(500/T) Tyn01

R54 CH3CO3 + NO3 → CH3O2 + NO2 + CO2 k54=4 · 10−12 Tyn01
R55 CH3CO3H + hν → CH3O2 + OH J13=0.025J5 RvK01
R56 CH3CO3H + OH → CH3CO3 k56=k20

R57 PAN + OH → HCHO + NO2 + CO2 k57=2 · 10−14 JPL974

R58 PAN + hν → CH3CO3 + NO2 J14 RvK01,
L+C98

R59 PAN + M → CH3CO3 + NO2 k59=k50/9 · 10−29

exp(−14000/T)
JPL97

R60 CH3COOH + OH → CH3O2 + CO2 k60=4 · 10−13exp(200/T) JPL97
R61 CH3COCH3 + hν → CH3CO3 + CH3O2 J15 RvK01,

L+C98
R62 CH3COCH3 + OH → CH3COOH +CH3O2 k62=1.7 · 10−14exp(423/T) Wol00
R63 HNO4 + hν → HO2 + NO2 J15=4.5 · 10−5J10 see

text

References: JPL00 is Sander et al. (2000), JPL97 is DeMore et al. (1997), Tyn01 is Tyndall et al. (2001), L+C98
is Landgraf and Crutzen (1998), Atk99 is Atkinson et al. (1999), Atk97 is Atkinson et al. (1997), Dra99 is
Dransfield et al. (1999), D+C93 is Dentener and Crutzen (1993), Wah98 is Wahner et al. (1998), RvK01 is
von Kuhlmann (2001), Wol00 is Wollenhaupt et al. (2000) and Wollenhaupt and Crowley (2000).

Notes: 1 Where appropriate, several reactions have been summarized as one step.
2 Changes of O2, H2O, CO2, and H2 concentrations due to chemical reactions are not considered in

the CSRMC.
3 For first-, second-, and third- order reactions, the units of the rate coefficients k are s−1,

cm3 molecule−1 s−1, and cm6 molecule−2 s−1. The units of the photolysis rates J are s−1.
4 One half of the maximum rate constant given in DeMore et al. (1997) is used.

Some of the photolysis rates needed in the CSRMC were
not calculated in the original scheme. Von Kuhlmann (2001)
extended the scheme making use of correlations between
these newly added photolysis rates and photolysis rates al-
ready calculated in the original scheme. 3-D radiation effects
are not considered in the scheme by Landgraf and Crutzen.
The radiative transfer is calculated using the δ-two stream
model by Zdunkowski et al. (1982).

1.4 Algorithms for identifying updrafts and anvils in the
flash parameterization

The WRF-based CSRMC is designed with the capability of
running on distributed memory parallel platforms such as
Linux clusters. For this purpose the domain can be decom-
posed horizontally into smaller sub-domains and distributed
over a number of processors. In order to minimize the
amount of communication between processors, we first cal-
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Fig. 1. Schematic: Identification of updrafts by fitting rectangles in the X-Y plane. Dots represent flagged points where the vertical velocity
exceeds 5 m s−1 and the total hydrometeor mass mixing ratio exceeds 0.1 g kg−1 at at least one point in the corresponding grid column. The
domain is scanned in alternating directions. (a) Rectangles (grey shaded) after the first scan (in x-direction); (b) after the second scan (in
y-direction); (c-d) after subsequent scans.

’

culate 2-D fields of column maximum vertical velocity, cloud
top height (as defined in Sect. M2.1 of the manuscript), etc.,
which are then gathered by one of the processors in a single
array using the so-called WRF Communication Application
Program Interface (Comm-API).

The algorithm for identifying updrafts is similar to Friedel
et al. (1997), i.e., larger rectangles containing columns with
points where w > 5 m s−1 and qtotm < 0.01g kg−1 (where
qtotm = qcloud water + qrain + qice + qgraupel + qsnow is the
sum of all hydrometeor mass mixing ratios) are recursively
cut into smaller rectangles until no new edges are found with
wmax ≤ 5 m s−1 everywhere (see schematic in Fig. 1). For
each of the resulting rectangles the point with the maximum
vertical velocity is identified.

Starting from these points we identify anvils as follows
(compare code excerpt on the following page): First all
grid points in the entire domain with a cloud top height zct

between zctw-1400 m and zctw+1400 m are flagged (where
zctw has been defined as the cloud top height at the location
of the maximum vertical updraft velocity). Then, one grid
point wide connections between flagged regions (“bridges”)
and single points “bumps” on the edges of the flagged regions
are removed. Finally, all the flagged points are identified
which lie inside the region where the column with the max-
imum updraft velocity is located. This fairly simple method
allows us to assign anvils to the updrafts which have previ-
ously been identified by fitting rectangles as described above.

1.5 Soluble trace gases

For soluble trace gases the uptake by, release from, sedi-
mentation together with, and mass transfer between different
model categories of hydrometeors in the liquid or ice phase
are calculated as in Salzmann et al. (2007). Concentrations
of dissolved trace gases and gases taken up by the ice phase
are treated as prognostic variables (i.e. they undergo trans-
port and parameterized turbulence). The rate of change of
the gas phase concentration Cg due to uptake/release of a

tracer by/from hydrometeors is

∂tCg|hy = −
5∑

j=1

(∂tCj |mt − ∂tCj |ev,su) , (7)

where ∂tCj |mt is the rate for the mass transfer between
hydrometeors of category j and the gas phase (for release
∂tCj |mt<0), and ∂tCj |ev,su is the source rate due to the
evaporation or sublimation of hydrometeors of model cate-
gory j. Here concentrations are defined as tracer mass per
grid box volume. ∂tCj |ev,su is zero unless hydrometeors of
a certain category entirely evaporate or sublimate during an
integration timestep. In this case, the tracer is assumed to
be completely released to the gas phase (aerosol effects, in
particular sticking to the condensation nucleus are not con-
sidered). The rate of change (in addition to advection and
turbulence) of the concentration Cj of a tracer taken up by
hydrometeors of model category j is

∂tCj |hy = ∂tCj |mt+∂tCj |sed+∂tCj |mp−∂tCj |ev,su, (8)

where ∂tCj |sed is the rate due to transport together with sed-
imenting hydrometeors, and ∂tCj |mp is the rate due to mass
transfer between different hydrometeor categories.

The uptake and release of trace gases are assumed to be
limited by the mass transfer across the interface of the hy-
drometeors and by the diffusion of the trace gas in the air sur-
rounding the hydrometeors and is parameterized using first-
order rate coefficients (Schwartz, 1986). The rate of change
of the aqueous phase concentration for hydrometeor category
j is

∂tCj |mt = fjkjLjCg −
fjkj

KHRT
Cj , (9)

where fj is the ventilation coefficient (Pruppacher and Klett,
1997), Lj is the liquid water volume fraction of hydromete-
ors of category j, KH is the (temperature dependent) Henry’s
Law coefficient (see Table 2, T is the temperature, and R the
universal gas constant, and kj is the first order rate coeffi-
cient (see e.g. Schwartz, 1986; Barth et al., 2001). Following
Barth et al. (2001), the sedimentation rate is calculated using
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core_loop_3d: DO n1=1, nc !loop over previously identified updrafts
ifl_cg=fllocations(n1,1) !location of max. updraft
jfl_cg=fllocations(n1,2)

zctm2=zct(ifl_cg, jfl_cg) - 1400. !zct: cloud top height
zctm3=zct(ifl_cg, jfl_cg) + 1400.

zctm_if: IF ( zctm2 .GT. 0. ) THEN !flag points between zctm-1400m, zctm+1400m
DO i=ids, ide !loop over indices in E-W direction
DO j=jds, jde !loop over indices in S-N direction

anvil(i,j) = .FALSE.
flagt(i,j)=.FALSE.
IF (zct(i, j) .GT. zctm2 .AND. zct(i, j) .LT. zctm3 ) THEN
flagt(i,j)=.TRUE.
END IF

flag(i,j)= flagt(i,j)
END DO
END DO

!-- remove "bridges" and single point "bumps" from flags
DO i=ids, ide
DO j=jds, jde
IF ((.NOT. flagt(i+1,j)) .AND. (.NOT. flagt(i-1,j))) flag(i,j)=.FALSE.
IF ((.NOT. flagt(i,j+1)) .AND. (.NOT. flagt(i,j-1))) flag(i,j)=.FALSE.
END DO

END DO
!-- identify anvil starting from (ifl_cg, jfl_cg)

anvil(ifl_cg,jfl_cg)=.TRUE.
nanvil=1 ! initialize the number of points inside the anvil
onanvil=0

ind(1,:) = (/ids, ide, 1, jds, jde, 1 /) ! loop indices and increments
ind(2,:) = (/ide, ids, -1, jds, jde, 1 /)
ind(3,:) = (/ide, ids, -1, jde, jds, -1 /)
ind(4,:) = (/ids, ide, 1, jde, jds, -1 /)

l=0
DO WHILE (onanvil .NE. nanvil ) ! while no new points are found

m=MOD(l,4)+1
l=l+1

onanvil = nanvil
DO i=ind(m,1),ind(m,2), ind(m,3)
DO j=ind(m,4),ind(m,5), ind(m,6)
IF ( flag(i,j) .AND. .NOT. anvil(i,j) ) THEN
IF (anvil(i,j+1) .OR. anvil(i+1,j+1) .OR. anvil(i, j+1) &

.OR. anvil(i+1,j-1) .OR. anvil(i ,j-1) .OR. anvil(i-1, j-1) &

.OR. anvil(i-1, j) .OR. anvil(i+1,j-1) ) THEN
anvil(i,j) =.TRUE.
nanvil=nanvil+1

END IF
END IF

END DO
END DO

IF ( l .GT. 3000 ) CALL wrf_error_fatal ("module_ch_nox: too many iterations)
END DO
END IF zctm_if

END DO core_loop_3d

Code Excerpt 1: Simple method for flagging points inside an anvil in a multi-storm simulation.
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Table 2. Henry’s Law Coefficients H

H298K ∆H/R Reference
(mol l−1 atm−1) (K)

HNO3
(1,2) 2.1 · 105 8700 Schwartz and White (1981)

H2O2 7.4 · 104 6615 Lind and Kok (1986)
HCHO(3) 3.2 · 103 6800 Staudinger and Roberts (1996)
CH3OOH 3.1 · 102 5200 O’Sullivan et al. (1996)
CH3OH 2.2 · 102 5200 Snider and Dawson (1985)

(1) Temperature dependence: H(T ) = H298Ke−∆H/R(1/T−1/298)

(2) For HNO3 the effective Henry’s Law constant Heff = H(1+KA/[H+])
where KA = 15.1 (Wurzler, 1995) is used for [H+] = 10−5 (pH=5).

(3) Diol formation is included.

the mass weighted mean terminal velocity u∞j (positive
downward) of the falling hydrometeors (all except cloud
droplets, where sedimentation is neglected):

∂tCj |sed = ∂z (u∞jCj) . (10)

The mass transfer between different hydrometeor cate-
gories is assumed to be proportional to the mass transfer of
liquid or frozen water between the different categories as cal-
culated by the microphysics parameterization:

∂tCj |mp =
5∑

k=1

(
kretk,jRk,j

Ck

qk
− kretj,kRj,k

Cj

qj

)
, (11)

where Rk,j=∂tqj |k→j is the rate of liquid or frozen water
transfer from hydrometeors of category k to hydrometeors of
category j due to a microphysical process; kret is a dimen-
sionless retention fraction (see next section) and is one for
all processes except freezing and riming. Currently, the re-
tention coefficient in the CSRMC is assumed to be indepen-
dent of whether wet or dry growth riming or homogeneous
freezing occurs. Effects of the so-called quasi-liquid layer
(e.g. Diehl et al., 1995) (of which the structure is still largely
unknown) are not considered.

1.6 Ice uptake

A number of large uncertainties regarding ice uptake still
exist in current cloud resolving models and a satisfactory
framework for describing burial processes at the same time
as reversible surface uptake in 3-D models with bulk micro-
physics is still lacking (see e.g. Salzmann et al., 2007, for a
discussion of the latter point). Ice uptake from the aqueous
phase takes place as a result of tracer retention in freezing
hydrometeors (see previous section). For HNO3 the reten-
tion coefficient is set to 1 (e.g. Stuart and Jacobson, 2003)
and for H2O2 kret=0.05 is assumed (based on Snider and
Huang, 1998) independent of the freezing process. For the

other soluble trace gases listed in Table 2 kret is set to 0.02.
For CH3OOH and HCHO this assumption is identical to the
assumptions by Mari et al. (2000).

Direct uptake from and release to the gas phase are cur-
rently taken into account for HNO3 and H2O2. A number of
laboratory studies have shown that HNO3 is efficiently taken
up by ice (e.g. Diehl et al., 1995; Zondlo et al., 1997; Ab-
batt, 1997; Hynes et al., 2002). An exception is the study by
Hudson et al. (2002). Tabazadeh et al. (1999) extrapolated
the results of Abbatt (1997) to atmospheric HNO3 concen-
trations. Assuming Langmuir (temperature dependent, re-
versible, monolayer) adsorption they calculated that in pre-
cipitating cirrus clouds only a small fraction of the gas phase
HNO3 is adsorbed on ice, while in clouds with higher ice
particle number densities and smaller radii and at cold tem-
peratures this fraction is close to one. Recent in-situ studies
(Kondo et al., 2003; Popp et al., 2004; Ziereis et al., 2004)
also indicate that at temperatures above ∼200–220K only a
small fraction of HNO3 is taken up by cloud ice particles
(and that Tabazadeh et al., 1999, might have even overesti-
mated the factional surface coverage under some conditions).
At lower temperatures the fractional ice surface coverage by
HNO3 molecules increases significantly and uptake is more
efficient. In particular, Popp et al. (2004) and Ziereis et al.
(2004) found that in some cold cirrus environments with high
surface areas, HNO3 was completely partitioned on or in ice.
This result is qualitatively consistent with Langmuir theory.
Meilinger et al. (1999), on the other hand, found, based on
in-situ measurements that the uptake of HNO3 by ice was
very inefficient even at ∼196K. All in all, the number of in-
situ measurements is still relatively small and at this point
any conclusions drawn should still be considered somewhat
preliminary.

The uptake of H2O2 was studied by Conklin et al. (1993)
in a flow tube packed with 200 µm ice-spheres. Subsequently
Meier and Hendricks (2002) calculated adsorption free ener-
gies based on the results of Conklin et al. (1993) which were
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below the values for HNO3 used by Tabazadeh et al.
(1999) but above the adsorption enthalpy reported by Bartels-
Rausch et al. (2002) for HNO3 on crystalline ice. Because
HNO3 was shown to be more readily adsorbed on ice than
H2O2 (see e.g. Clegg and Abbatt, 2001), the estimate by
Meier and Hendricks (2002) is not used here. Instead the
same adsorption enthalpy is used for H2O2 as has been found
for HNO3 (i.e. ∆Hads = -44 kJ mol−1) by Bartels-Rausch
et al. (2002).

For the uptake on ice the same mass transfer limitations
apply as for liquid hydrometeors. An equation similar to
Eq. (9) has been derived assuming Langmuir adsorption with
dissociation (see Sect. 1.6.1):

∂tCi,j |mt = fi,jki,jLj

(
Ci,g −

1
KLiRT

θ2
i,j

(1− θi,j)
2

)
,

(12)
where KLi is the equilibrium constant:

KLi = Kref
Li

√
Tref

T
exp

(
∆Hads

R

(
1

Tref
− 1

T

))
.

(13)
fi,j and ki,j are as in Eq. (9) and Lj is the ice volume fraction
of ice category j. The surface coverage is calculated from
(see Tabazadeh et al., 1999):

θi,j =
β

sjασ
RTCi,j (14)

where α=0.27 is the fraction of surface sites that are assumed
to be available for adsorption, σ=10 15 is the surface site den-
sity and sj is the ice surface area density. β=9.6565·1018T−1

is a conversion factor.
For cloud ice and snow, sj is parameterized using the

empirical relationship from Heymsfield and McFarquhar
(1996):

sj = 2 · 10−4 IWC0.9 (15)

where IWC is the ice content in g m−3. Graupel (discussed
in detail below) is assumed to have the surface area density
of spheres with radius a = 2/λ, where λ is the slope of the
graupel size distribution.

Trace gases absorbed by hydrometeors are usually as-
sumed to be well mixed inside the hydrometeors, either due
to diffusion in small droplets or due to turbulent mixing in
larger drops. Because the diffusion coefficient for gases in
solid ice is a few orders of magnitude smaller than that in
liquid water, trace gases could theoretically be ’buried’ in-
side (larger) ice particles. Burial could e.g. occur during the
collection of super-cooled droplets by ice phase hydromete-
ors with subsequent freezing (riming). During riming, latent
heat is released and the surface temperature of the ice par-
ticle can be either above 0◦C (wet growth riming) or below
0◦C (dry growth riming). The chemical retention during dry
growth riming has been investigated recently e.g. by Stuart

and Jacobson (2004). In the CSRMC, currently the same gas
dependent retention coefficients are applied in Eq. (11) for
the wet and the dry process and for all other freezing pro-
cesses.

Burial could be considered a special case of retention. Re-
tention could also occur as a consequence of strong adsorp-
tion on ice surfaces. Clegg and Abbatt (2001) suggested that
measured retention fractions of H2O2 may be low compared
to those of strong acids (HCl, HNO3) because of weaker ad-
sorption on the ice surface.

Burial would lead to concentration gradients inside the ice
phase hydrometeors and prevent equilibration between con-
centrations inside the ice particle and the gas phase. In this
case, the mass transfer between the gas and the liquid phase
would be limited by diffusion inside the ice phase hydrome-
teors and Eq. (12) would not be applicable. If, on the other
hand, diffusivities in ice were sufficiently large to allow equi-
libration, then trace gases could not be buried in ice. In this
case the uptake of trace gases would depend on the mass
of the ice and not the surface area. Based on the observa-
tions cited above, for cirrus particles, however, the fraction
of HNO3 taken up by ice compared to HNO3 remaining in
the gas phase appears to be determined by the surface area
and not the ice mass.

The diffusion coefficient for HNO3 in ice is still a subject
of debate: e.g. Dominé and Thibert (1996, 1998) estimate
Dice,HNO3 to be about 10−10 cm2 s−1, while Sommerfeld
et al. (1998) estimates an upper limit of 10−12 cm2 s−1. Fur-
thermore, the effects of surface diffusion along crystalline
boundaries are thought to be important. For comparison: a
typical value for the aqueous-phase diffusion coefficient in
liquid water is Daq = 10−5 cm2 s−1.

The solution of the diffusion equation for a spherical parti-
cle yields the following timescale (see e.g. Seinfeld and Pan-
dis, 1998):

τdiff =
a2

π2Ddiff
. (16)

For a theoretical 10 µm ice sphere with Dice,HNO3 =
10−10 cm2 s−1 the time scale is τdiff ≈17 min, which is
long compared to typical time scales for uptake in liquid
hydrometeors. Unfortunately, burial effects are not readily
parameterized in cloud resolving models without neglecting
surface exchange. In the present study, Eq. (12) was applied
to calculate the uptake by and release from cloud ice and
snow.

In the present study only the burial of HNO3 in graupel
is parameterized by assuming quasi-irreversible uptake from
the gas phase. This is achieved by allowing 100 monolay-
ers of HNO3 to exist on graupel particles and can lead to
an overestimation of HNO3 uptake from the gas phase. The
assumption of spherical graupel particles, on the other hand,
could lead to an underestimate of the uptake by graupel given
the relatively low density of graupel in the model, which sug-
gests non spherical graupel particles.
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Currently, in the CSRMC no distinction is being made be-
tween HNO3 enclosed in ice phase hydrometeors and HNO3

available at the surface. Furthermore, the uptake of HNO3

on cloud ice particles and on snow is treated as a reversible
process, thus in principle allowing the release of HNO3 from
the ice phase in spite of the retention coefficient being set to
one. This is a problem which to the author’s knowledge has
not yet been solved in cloud resolving model studies. Yin
et al. (2002), who studied the effect of the ice phase on con-
vective transport in an axis-symmetric cloud model, assumed
uptake on ice to be generally irreversible, in principle al-
lowing ice to act as an infinite trace gas sink in the model.
Barth et al. (2001) did not assume adsorption on ice in their
CRM study of the effects of retention. One possible direc-
tion for future studies using bulk microphysics schemes to
study trace gases which can be taken up by ice from the gas
phase would be to include one variable for the amount of
trace gas entrapped in ice and one variable for the amount of
trace gas available for reversible exchange between gas and
ice phase at the surface of the ice phase hydrometeors, i.e.
to include two trace gas variables for each frozen hydrome-
teor category in the model (6 ice-phase related variables for
each trace gas compound taken up by ice from the gas phase
in the five-category single moment microphysics scheme).
However, this approach would complicate the solution of the
equation for the mass transfer between different hydrometeor
categories due to cloud microphysical processes (Eq. (11)),
and introduce substantial new uncertainties.

The effect of a quasi liquid layer on graupel (see e.g. Con-
klin et al., 1993; Diehl et al., 1995) as well as the effect of
a combination of HNO3 molecules with H2O molecules to
form NAT (nitric acid trihydrate, HNO3 · 3H2O) (see e.g.
Tabazadeh and Turco, 1993; Meilinger et al., 1999; Gao
et al., 2004) and the effect of possible multi-layer uptake at
low temperatures (e.g. Hudson et al., 2002) are not inves-
tigated in the present study. Further studies regarding the
role of the ice phase on deep convective chemistry transport
are, however, currently being planned in the framework of a
follow-up study.

1.6.1 Derivation of Eq. (12)

Eq. (12) can be derived from the following mass transfer
equation (Schwartz, 1986; Pruppacher and Klett, 1997; Se-
infeld and Pandis, 1998):

∂tC|mt = fkL
(
C∞g − Csurf

g

)
, (17)

where f is the ventilation coefficient, k is the gas specific
mass transfer coefficient (as in e.g. Schwartz, 1986) and L is
the liquid water or ice volume fraction. C∞g is the grid box
average gas phase concentration of a trace gas and Csurf

g is
the gas phase concentration of tracer i near the surface of the
hydrometeors in the liquid or ice phase. Eq. (17) was derived
solving the diffusion equation assuming spherical symmetry.
For snow and cloud ice in the CSRMC, spherical symmetry is

only assumed for the gas phase diffusion towards the meteor,
while the surface area is parameterized using Eq. (15). In
deriving Eq. (9), which describes the mass transfer between
liquid hydrometeors and the gas phase, Henry’s Law is used
in Eq. (17) to calculate Csurf

g . Instead of using a so-called
“quasi Henry’s Law” for ice phase hydrometeors (e.g. Con-
klin et al., 1993), Csurf

g is calculated assuming dissociative
Langmuir adsorption (e.g. Laidler et al., 1940; Adamson and
Gast, 1997):

Psurf =
1

KL

θ2

(1− θ)2
(18)

Using the ideal gas law Psurf = RTCsurf
g , where R is the

universal gas constant:

Csurf
g =

1
KLRT

θ2

(1− θ)2
. (19)

Equation (12) follows from inserting Eq. (19) into
Eq. (17). A Rosenbrock type solver is applied in order to
numerically solve Eq. (12). The variables in the equation are
scaled so that the solver returns a positive numerical solution
which convergences towards Langmuir equilibrium.

2 Chemical initial and boundary conditions

The chemical initial and lateral boundary conditions (see
also Sect. 8) for the CSRMC runs are derived from
global chemistry-transport simulations with MATCH-MPIC
(Model of Atmospheric Transport and Chemistry - Max
Planck Institute for Chemistry). MATCH-MPIC output has
been archived after every two hours of simulated time and
the lateral trace gas boundary conditions for the CSRMC are
derived by linearly interpolating output data from a model
column centered at 1.4◦S, 157.5◦E close to the center of
the TOGA COARE IFA (Fig. 2). The stratospheric concen-
trations of methane and of NOy (=NO+NO2+NO3+HNO3)
above 17.5 km are specified based on output from MATCH-
MPIC which was constrained by observations as described
by von Kuhlmann et al. (2003a); i.e. the model calculated
concentrations of the members of the NOy group are scaled
in order for the concentration of NOy to remain constant and
the partitioning between the concentrations of the different
members calculated by the model is not changed.

3 Meteorological conditions and evaluation

A seven day episode from 19–26 December 1992 at the site
of the TOGA COARE (Webster and Lukas, 1992) Intensive
Flux Array (IFA, centered at 2◦ S, 156◦ E) is simulated which
overlaps with the episode chosen by the GEWEX Cloud Sys-
tem Study (GCSS Science Team, 1993) Working Group 4 as
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Fig. 2. Sounding sites in the TOGA COARE region. Solid line: In-
tensive Flux Array (IFA), dotted line: Outer Sounding Array (OSA).

Fig. 3. Time-height contour plots of large scale (a) zonal (b) merid-
ional and (c) vertical wind components. Data from Ciesielski et al.
(2003).

Fig. 4. Observed and simulated 6 h averaged surface precipitation
rates for the LTN3D run and the 2-D lightning sensitivity runs.

the second case of their first cloud-resolving model intercom-
parison project (Krueger and Lazarus, 1999) and was also in-
vestigated by Wu et al. (1998), Andronache et al. (1999), Su
et al. (1999), Johnson et al. (2002), Salzmann et al. (2004),
and used in a model comparison by Gregory and Guichard
(2002). During this period the IFA region is influenced by
the onset of a westerly wind burst (Fig. 3a) and three con-
secutive convection maxima develop between 20 and 23 De-
cember and a fourth and strongest maximum with its peak
on 24 December at the times of maximum large-scale ascent
(Fig. 3c).

The precipitation rates in the CSRMC runs generally com-
pare well with the observation derived rates (Fig. 4) and a
number of larger mesoscale convective systems (MCS) de-
velop in addition to some more isolated deep convection in
the LTN3D run (Fig. 5). The total observed amount of rain
for the seven day period from 19–26 December 1992 is cal-
culated from the Ciesielski et al. (2003) data to be 149.1 mm.
The simulated amount is 162.6 mm in the 2-D runs (as in
Salzmann et al., 2004) and 184.0 mm in the 3-D run which
is more than the 171.8 mm we calculated in a 3-D run with
a higher vertical resolution (Salzmann et al., 2004). Spec-
ifying lateral boundary conditions for water vapor in gen-
eral allows somewhat larger deviations from observed rain
rates than using periodic lateral boundary conditions (Salz-
mann et al., 2004). The temperature and water vapor biases
(Fig. 6) are comparable in magnitude and shape to Salzmann
et al. (2004) and the hydrometeor mixing ratios in Fig. 7 are
similar to Salzmann et al. (2007).

4 Lightning NOx and reactive nitrogen compounds

4.1 Flash rates

Lucas and Orville (1996) analyzed cloud to ground (CG)
lightning observations from the advanced lightning direc-
tion finder (ALDF) network operated in the TOGA COARE
region for January and February 1993. They found very
variable daily flash counts and suggested the lightning fre-
quency in the TOGA COARE region to be modulated by
the intra-seasonal oscillation. The highest CG flash counts
were detected between 11 and 17 February during a westerly
phase of the intra-seasonal oscillation. During this period
daily flash counts slightly exceeded 5000 for their oceanic
sector spanning roughly 2.6 million square kilometers. Pe-
tersen et al. (1996) reported flash counts for 31 January to
26 February 1993 performed from aboard the research vessel
“Vickers” which was located within the region of the TOGA
COARE IFA. For 10 and 11 February, more than 800 CG
flashes daily were counted over a 600 km×600 km area (see
their Fig. 10). From this, the daily area flash density can
be roughly estimated to equal 0.0022 CG flashes per km2

per day on days with high lightning activity during seasons
(Orville et al., 1997) with high lightning activity.
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Fig. 5. Series of X-Y contour plots with 1 mm h−1 filled contour of simulated rainfall rates for the LTN3D run. The X-axes are directed in
W-E direction and the Y-axes in S-N direction. The interval between the individual plots is 30 min, i.e. each row represents one half day.

Fig. 6. Vertical profiles of simulated and observed average temper-
atures and water vapor mixing ratios.

a) b)

Fig. 7. Averages of simulated hydrometeor mass mixing ratios for
(a) the 2-D runs and (b) the LTN3D run.

The number of CG flashes in our LTN3D run is 1021 (Ta-
ble M1) and the average area flash density during the last
6 days of the simulation (after the onset of deep convection
in the model) is 0.0028 CG flashes per km2 per day, which
agrees with the observations within ∼30%. Unfortunately,
the number of IC flashes has not been observed by the ALDF
and also the airborne observations are not sufficient to de-
termine the ratio of IC to CG flashes or the total number of
flashes. Furthermore, the fraction of IC flashes erroneously
recorded as CG flashes by the ALDF network is uncertain
(see Lucas and Orville, 1996; Petersen et al., 1996), so that
ALDF derived area densities of CG flashes might have to be
considered an upper limit.

It has been found that tropical thunderstorms on average
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have higher ratios of z= (number of IC flashes)/(number of
CG flashes) than mid-latitude thunderstorms. Pierce (1970)
found that at the equator approximately 10% of the lightning
flashes in a thunderstorm reach the earth (implying z ≈9)
compared to nearly 60% at 65◦ latitude (implying z ≈0.67).
Prentice and Mackerras (1977) found z to vary from approx-
imately 6 at the equator to 2 at 60◦ latitude. Price and Rind
(1993) found that the fraction of CG flashes varies only be-
tween 0.24 and 0.28 over the latitude range from 0◦ to 40◦

(implying z to vary from about 3.2 to about 2.6), but strongly
depends on the cold cloud thickness, which is defined as the
vertical extent of the cloudy region where T < 0◦ C. Price
et al. (1997) derived a global rate of 50–70 IC and 20–30 CG
flashes per second, implying z ≈1.7–3.5 globally. Macker-
ras et al. (1998) found the mean global IC flash rate to be be-
tween 51 s−1 and 55 s−1 and the CG flash rate to be between
10 s−1 and 14 s−1, implying z in the range z =3.6–5.5. For
the coastal site of Darwin, Rutledge et al. (1992) found z to
vary considerably between storms, possibly due to different
air mass origins at this site. Orville et al. (1997) reported
an incident in which a total of 17 flashes (IC and CG) were
detected in one storm by the NASA aircraft, while during
the same time interval 10 CG discharges were detected for
this storm by two ALDF stations. Using this single observa-
tion to determine z would probably result in a large under-
estimation. It is possible that either not all flashes were de-
tected aboard the airplane or that IC flashes were erroneously
detected by the ALDF network or that a storm with an excep-
tionally low IC/CG ratio was encountered. In the LTN3D,
we calculate z = 10.43, and in the LTN1 run z = 8.21 (Ta-
ble M1) based on the parameterization by Price and Rind
(1993) which is in line with the early estimate by Pierce
(1970). In the other lightning sensitivity runs a lower z has
been prescribed (Sect. 2.1).

4.2 Lightning NOx

In spite of lightning over oceans being comparatively infre-
quent (e.g. Christian et al., 2003), the associated NOx source
can nevertheless be important. While globally most NOx is
emitted from continental sources (e.g. Brasseur et al., 1999),
in oceanic regions, the transport of NOx precursors (espe-
cially upper tropospheric PAN transport), the transport of
NOx in the upper troposphere, and emissions from ships and
airplanes contribute substantially to the NOx budget. Levy II
et al. (1996) found that during winter months lightning con-
tributed 50 to 80% of all upper tropospheric NOx in the trop-
ical North Pacific. Staudt et al. (2003) suggested that light-
ning was the dominant source of NOx above the equatorial
and southern Pacific during PEM-Tropics B. However, un-
certainties regarding the amount of NOx produced by light-
ning are still large (see e.g. Fig. M1). Furthermore, the effect
of ship emissions (e.g. Lawrence and Crutzen, 1999; Kasib-
hatla et al., 2000; Chen et al., 2005) (which can contribute
to the upper tropospheric NOx budget via deep convective

transport) was most likely underestimated in the studies of
Levy II et al. and Staudt et al., who used an emission in-
ventory by Benkovitz et al. (1996) in their global models.
Lawrence and Crutzen (1999) noted that nearly all the ship
emissions in this inventory were assigned to ports and inland
coastal waterways, and only a small component in the north-
ern Atlantic was included. In MATCH-MPIC the Corbett
et al. (1999) ship emission dataset is used and industrial NOx

emissions over the ocean (including emissions from ship-
ping and airplanes) are currently larger than emissions due to
oceanic lightning in this model (Fig. 2.8 of von Kuhlmann,
2001). Oceanic lightning is, however, mostly a bit under-
estimated in MATCH-MPIC (Labrador et al., 2005). In the
CSRMC, ship emissions inside the domain are not consid-
ered. Studies by Crawford et al. (1997) and Kawakami et al.
(1997) suggest that the NOx budget in the TOGA COARE
region could be influenced considerably by lightning over
New Guinea and subsequent transport (compare Sect. 4.3).
In the present study, we focus on the influence of in-situ light-
ning on local chemistry.

4.3 Comparison of modeled NO and NOx with observa-
tions

Table 3 shows that the low upper tropospheric NOx volume
mixing ratios in the LTN3D run are similar to those observed
during the “low NOx regime” by Crawford et al. (1997). This
regime has been suggested to be predominantly influenced by
marine deep convection, while elevated upper tropospheric
NOx volume mixing ratios in the “high NOx regime” have
been attributed to lightning over New Guinea and subsequent
transport.

4.4 Details of the NOx budget

Figs. 8 and 9 show time resolved average NOx volume mix-
ing ratios and budget terms for the LTN3D and the LTN1
run, respectively. The time integrated budget is discussed in
Sect. M3.3. The maximum chemical NOx losses in the LTN1
run are calculated to occur during daytime (Fig. 9g) when

NO2 + OH M−→ HNO3 (R29 in Table 1)

is the most important loss reaction. In the LTNHWP run, on
the other hand, high nighttime losses are also calculated to
occur (not shown). During nighttime R29 does not play a role
since OH radicals are very short lived (their lifetime is on the
order of seconds) and since their production largely ceases
during nighttime. Instead the reaction of NO2 with O3 in
which nitrate radicals (NO3) are formed becomes important.
Reactions that determine the loss of NOx during nighttime
are:

NO2 + O3 −→ NO3 (R28 in Table 1)

NO3 + NO2
M−→ N2O5 (R36 in Table 1)
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Table 3. NO and NOx volume mixing ratios from studies using observations and from
the LTN3D and the LTN1 run.

Reference height (km) NO (pmol mol−1) NOx (pmol mol−1)

Crawford et al. (1997)1 median2 median2

low NOx 0–1 5.0 19.2
1–2 5.8 19.1
2–4 4.2 11.8
4–6 5.6 9.5
6–8 5.3 8.0

8–10 6.8 6.8

high NOx 0–1 6.9 29.1
1–2 6.1 24.1
2–4 11.1 32.0
4–6 18.9 41.6
6–8 30.0 48.1

8–10 60.7 69.0

Kondo et al. (1996)3 median4 median4

marine/tropical 0–1 2.3 6.6
1–4 3.3 9.6
4–7 7.3 12.5

7–12 12.4 16.4

maritime western 0–1 3.7 12.5
Pacific 1–4 5.1 13.8

4–7 11.5 19.4
7–12 26.6 36.4

Kondo et al. (1997)5 median4 median4

marine/tropical 0–1 4.6 44.2
1–4 3.3 14.4
4–7 7.3 –

7–12 59.9 84.2

this study median6 median6

LTN3D 0–2 3.2 10.7
2–4 4.8 13.6
4–6 4.2 10.0
6–8 4.0 7.4

8–10 4.7 6.7
10–14 7.0 8.2

this study median6 median6

LTN1 0–2 3.5 12.2
2–4 5.6 16.2
4–6 6.2 14.5
6–8 7.6 13.9

8–10 13.0 17.9
10–14 17.2 19.6

1 Analysis for the “remote tropical component” of PEM-West B, i.e. most flights
northwest of the TOGA COARE region (latitudes ranged from about 10◦S to 30◦N
and flights along the Pacific rim have been excluded). The values in the table have
been estimated based on Figs. 3 and 4 of Crawford et al. (1997).

2 For SZA< 60◦.
3 Air mass classification based on back trajectory calculations for PEM-West A .
4 For SZA< 70◦.
5 Same classification as Kondo et al. (1996) for PEM-West B.
6 Vertically averaged median mixing ratios for SZA<70◦ from Fig. M5.
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Fig. 8. (a) Time series of domain-averaged NOx volume mixing
ratios for the LTN3D run. (b) Boundary values. (c)–(g) budget
terms as defined by Eq. (M4).

followed by the reaction of N2O5 (dinitrogen pentoxide) and
NO3 radicals to form HNO3 on aerosols and liquid hydrom-
eteors (R40 in Table 1).

The possible influences of a shortened lifetime of NOx on
scales which are not resolved by global models have been
discussed e.g. in association with ship plumes (Kasibhatla
et al., 2000; Davis et al., 2001; von Glasow et al., 2003; Chen
et al., 2005). The lifetime of NOx close to very localized
sources such as lightning is not only expected to depend on
the altitude of the source, but also on the abundance of hy-
drocarbons in the environment (e.g. Ryerson et al., 2001),
which are generally present at low concentrations over the
Pacific Warm Pool outside the main outflow from Asia.

Average NOx column densities and tendency terms are
shown in Table 4. Again, only the last six days of the model
runs are taken into account while the first day is omitted be-
cause deep convection in the model did not set in until the end
of this day. The troposphere is divided into lower troposphere
(LT), mid-troposphere (MT), and upper troposphere (UT),
reaching from the surface to∼5 km, from∼5 to∼10 km, and
from∼10 to∼16 km altitude, respectively. The tropospheric
column (TC) is defined from the surface to ∼16 km. For the

Fig. 9. Same as Fig. 8 for the LTN1 run.

tropospheric column, non-zero vertical advection terms can
loosely be interpreted as caused by exchange between the
troposphere (as defined by the tropospheric column from the
surface to ∼16 km) and the stratosphere. The vertical advec-
tion terms integrated over the tropospheric column are neg-
ative and small compared to the other terms for all lightning
sensitivity runs, which can be interpreted as a small net trans-
port out of the troposphere. A discussion of exchange be-
tween stratosphere and troposphere, taking into account the
complexity of the model setup including VLSAT terms, is
found in Sect. 5.3.

4.5 Other reactive nitrogen compounds

4.5.1 Peroxyacetyl Nitrate (PAN)

PAN is thermally unstable: at high temperatures it decom-
poses rapidly to form NO2 and the peroxyacetyl radical
(CH3C(O)O2) through R59 (see Table 1). Its lifetime in-
creases with height from a few hours at warm surface air
temperatures to about a month in the upper troposphere.
Large net PAN formation generally takes place close to the
continental sources of precursor gases; i.e. in regions with
high concentrations of non-methane hydrocarbons (NMHCs
Singh and Hanst, 1981; Kasting and Singh, 1986). Here,
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Table 4. NOx column densities and height integrated NOx budget terms as defined by Eq. (M5) for the last six days
of the lightning sensitivity runs.

LTa MTb UTc TCd

LTN3D

av. column density1 1.21 0.50 0.53 2.23

lightning NO2 0.35 0.73 0.44 1.52
vertical advection2 -0.37 -0.56 0.90 -0.03
horizontal advection2 -0.17 -0.10 -1.49 -1.77
chemistry2 0.20 -0.13 -0.09 -0.01
turbulence param.2 -0.02 0.01 0.01 0.01

total tendency2,3 -0.03 -0.05 -0.23 -0.31

NOLTN

av. column density1 1.27 0.55 0.42 2.25

vertical advection2 -0.12 0.05 0.04 -0.03
horizontal advection2 -0.18 -0.04 -0.19 -0.42
chemistry2 0.37 -0.04 0.00 0.34
turbulence param.2 -0.02 0.02 0.01 0.01

total tendency2,3 0.05 -0.01 -0.15 -0.11

LTN1

av. column density1 2.19 2.04 3.42 7.65

lightning NO2 2.67 7.65 4.50 14.82
vertical advection2 -0.43 -5.98 6.38 -0.04
horizontal advection2 -1.13 -0.28 -10.08 -11.48
chemistry2 -0.95 -1.30 -0.76 -3.01
turbulence param.2 -0.05 0.04 -0.04 -0.05

total tendency2,3 0.09 0.11 0.02 0.22

LTN2

av. column density1 1.96 1.66 2.40 6.02

lightning NO2 1.98 5.47 2.51 9.95
vertical advection2 -0.37 -4.27 4.57 -0.07
horizontal advection2 -0.90 -0.22 -6.56 -7.67
chemistry2 -0.58 -0.94 -0.53 -2.05
turbulence param.2 -0.04 0.03 -0.02 -0.03

total tendency2,3 0.08 0.06 0.03 0.11

LTNWP

av. column density1 3.56 4.15 7.70 15.41

lightning NO2 8.37 22.04 5.86 36.27
vertical advection2 -2.08 -17.80 20.05 0.17
horizontal advection2 -2.57 -0.56 -23.83 -26.96
chemistry2 -3.38 -3.56 -1.67 -8.60
turbulence param.2 -0.13 0.06 -0.07 -0.13

total tendency2,3 0.16 0.14 0.33 0.64

a Lower troposphere (LT) defined from the surface to ∼5 km height.
b Mid troposphere (MT), from ∼5 km to ∼10 km.
c Upper troposphere (UT), from ∼10 km to ∼16 km.
d Tropospheric column (TC), from the surface to ∼16 km.
1 Expressed in 1014 molecules cm−2. (The tropospheric air column density is ∼1.9·1025 molecules cm−2.)
2 In 1014 molecules cm−2 day−1.
3 Diagnosed from the change of column density.
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Fig. 10. Average (black) and median (red) volume mixing ratios of
(a) PAN, (b) gas phase HNO3, and (c) HNO4 for SZA<70◦.

Fig. 11. (a) Time and domain-averaged PAN volume mixing ratio,
averaged PAN volume mixing ratio ± standard deviation, initial,
and final PAN volume mixing ratio profiles for the LTN3D run. (b)
Budget terms (from Eq. (M4), divided by the average air density)
and the difference between the initial and the final profile (red line)
for the LTN3D run.

the focus is on processes leading to a net loss of PAN, and
only acetone is considered as a direct precursor (R61). The
volume mixing ratios in Fig. 10a are somewhat higher than
observations in maritime tropical air presented by Kondo
et al. (1997), but still significantly lower than those found
in air of continental origin by Kondo et al. (1997). PAN is
generally over-predicted by MATCH-MPIC (von Kuhlmann
et al., 2003b) resulting in elevated boundary values for the
CSRMC, and consequently elevated volume mixing ratios
inside the domain. The domain integrated volume mixing
ratios in Fig. 10 are largely insensitive to the changes in light-
ning NOx production and the associated changes in OH con-
centrations (discussed in Sect. M5). Height dependent bud-
get terms for PAN from the LTN3D run are shown in Fig 11b.
In the upper and mid-troposphere, horizontal advection is an
important source of PAN, from where it is on average trans-
ported downwards. The maximum net chemical loss takes
place around 3 km. Close to the surface, the lifetime is too
short for large horizontal transport to occur.

Fig. 12. As Fig. 11 for HNO3.

4.5.2 Nitric Acid (HNO3)

The reaction of NO2 with OH to form HNO3 (R29) and
subsequent scavenging of HNO3 is a major sink of NOx

in the troposphere. While PAN is generally over-predicted
in MATCH-MPIC, HNO3 is often underestimated (von
Kuhlmann et al., 2003b). Due to the low initial and boundary
values, the CSRMC calculated HNO3 volume mixing ratios
in Fig. 10b are also low compared to observations presented
by Kondo et al. (1997), independent of assumptions regard-
ing lightning (except for the LTNHWP run). Because of the
time it takes to form HNO3 from NO2 and OH, Chameides
et al. (1987) argued that one would not expect NO production
by lightning to result in immediate nitrate (NO−3 ) enhance-
ments in the rainwater collected during the same storm. This
is in line with the finding that most NOx in the lightning runs
is transported out of the domain. However, some HNO3 is
formed in the 2-D lightning sensitivity runs (Fig. 10, see also
Sect. 7). In the LTN3D run, on the other hand, the forma-
tion of HNO3 due to lightning NO production does not lead
to significant increases in average HNO3 volume mixing ra-
tios.

Fig. 12b shows budget terms for HNO3 in the gas phase
(HNO3(g)) from the LTN3D run. Subsequently, the subscript
“g” for gas phase will usually be omitted. Unless otherwise
noted, “HNO3” always refers to gas phase HNO3, not in-
cluding HNO3 which is dissolved or taken up by ice. The
same convention will be used for other soluble trace gases.
The budget term for the exchange between gas phase and hy-
drometeors in the liquid or ice phase (“solug”) and the budget
term for the parameterized turbulence (“turb”) are combined
into one term in order to mask out local compensations of
these terms, which mainly occur due to a relatively long lived
layer of thin clouds which forms during the first day of the
TOGA COARE model runs and from which later deep con-
vection develops. Net chemical production of HNO3 is cal-
culated to predominantly take place in the lower troposphere
where OH concentrations are high, and is largely balanced
by scavenging within the domain.
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Fig. 13. As Fig. 11 for HNO4.

4.5.3 Pernitric Acid (HNO4)

HNO4 (Figs. 10c and 13) is thermally quite unstable in
the lower troposphere, and therefore appreciable amounts are
only calculated in the upper troposphere. Fig. 13 shows con-
siderable net formation of HNO4 in the upper troposphere,
which is in line with von Kuhlmann (2001).

4.6 Chemistry budget of nitrogen compounds

Table 5 shows net chemistry budget terms for PAN, HNO3,
HNO4, and NOx. In the NOLTN run the loss of PAN largely
balances the source terms of NOx and HNO3 in the lower
troposphere. This is in line with Wang et al. (2001), who used
their single column model to study the effects of deep con-
vection during PEM-Tropics B and found that in the lower
troposphere, the thermal decomposition of PAN transported
by subsidence provided the necessary NOx source to account
for scavenging and deposition of HNO3. Wang and Prinn
(2000) did not include PAN in their cloud resolving model
study, and found that in a run in which they did not assume
lightning NO production, gas phase chemistry acted to re-
move more than 30% of the total NOx mass within 30 h.
During the 7–day NOLTN run, on the other hand, the to-
tal tropospheric NOx column density changes by only ∼5%
(Table 4), mainly due to the decomposition of PAN which is
horizontally advected into the model domain (compare Sec-
tion 4.5.1).

5 Ozone

5.1 Ozone evaluation

Table 6 shows tropical Pacific ozone mixing ratios and pho-
tochemical net tendencies from selected studies. The loss
tendencies in percent per day in the LTN3D run are similar
to the ones calculated by Crawford et al. (1997) for their “low
NOx regime” (compare Sect. 4.3). Wang and Prinn (2000),
on the other hand, found net ozone production in the lower
troposphere in their REF run.

5.2 Ozone budget

Table 7 shows calculated ozone column densities as well as
time, height, and horizontally integrated tendency terms for
ozone for the last six days of all runs but the LTNHWP
run. The net chemistry term in the tropospheric column
is dominated by net losses in the lower troposphere, where
these losses are more than compensated by vertical advec-
tion. Ozone coming from the upper and mid-troposphere is in
part advected horizontally out of the domain at low altitudes
in all runs (compare also discussion of the mid-tropospheric
tracer in Sect. 4.2.2 of Salzmann et al., 2004). Fig. 14 shows
the temporal evolution of the terms in Table 7 for the LTN3D
run. The ozone tendency in the upper tropospheric is influ-
enced by horizontal advection on relatively short time scales.
In the lower troposphere chemistry plays a relatively much
larger role for the variability of the ozone tendency. Photo-
chemical net loss decreases below clouds due to decreased
photolysis and occasionally increases in association with en-
hanced photolysis at low cloud tops (at∼5 km in Fig. 15, see
also discussion in Sect. M4.1).

5.3 Stratosphere Troposphere Exchange

The column integrated vertical advection tendencies in Ta-
ble 7 are small and negative for the tropospheric column
from the surface to ∼16 km as a consequence of a small
net upwards transport of ozone from below ∼16 km. This
time integrated flux divergence will loosely be referred to as
“Stratosphere Troposphere Exchange” (STE), although the
definition of the tropopause at ∼16 km is arbitrary and not
based on physical principles. Furthermore, the diagnosed
STE is influenced by the method of prescribing the VLSAT
(compare Section 1.2). The net vertical flux across zm=
19.5 km is scaled to a value which is calculated using wobs

(see Sect. 1.2.1). This technique ensures a net vertical flux
at zm which is consistent with a small positive wobs at this
altitude reflecting average ascent. The positive sign of wobs

is consistent with the tropics being a region of average lower
stratospheric ascent and troposphere to stratosphere transport
(Holton et al., 1995; Corti et al., 2005). The STE in Fig. 14a
is diagnosed from the ozone concentration in the CSRMC
and from wobs at ∼16 km. The diagnosed values are, how-
ever, largely consistent with the residual calculated by verti-
cally integrating the vertical advection tendency. This consis-
tency is in part assured by the technique of scaling the fluxes.
However, the corresponding inconsistency in sensitivity runs
without applying a scaling is very moderate (not shown).

6 Hydrogen compounds

6.1 Methyl Hydroperoxide (CH3OOH)

The transport of hydrogen peroxide (CH3OOH, moderately
soluble) from the lower to the upper troposphere in deep
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Table 5. Height integrated net chemistry budget terms1 as defined in Eq. (M5) for the
last six days of various lightning sensitivity runs.

LTa MTa UTa TCa

LTN3D

NOx 0.20 -0.13 -0.09 -0.02
PAN -1.24 -0.19 -0.05 -1.48
HNO3 1.00 0.29 0.04 1.32
HNO4 -0.01 0.02 0.10 0.12

NOLTN

NOx 0.37 -0.04 0.00 0.34
PAN -1.52 -0.27 -0.06 -1.85
HNO3 1.12 0.33 0.02 1.46
HNO4 -0.01 -0.02 0.04 0.01

LTN1

NOx -0.95 -1.30 -0.76 -3.01
PAN -1.41 -0.21 -0.05 -1.67
HNO3 2.28 1.34 0.52 4.13
HNO4 -0.01 0.15 0.25 0.39

LTN2

NOx -0.58 -0.93 -0.53 -2.05
PAN -1.43 -0.22 -0.05 -1.69
HNO3 1.93 1.03 0.33 3.30
HNO4 -0.01 0.11 0.22 0.33

LTNWP

NOx -3.38 -3.56 -1.67 -8.60
PAN -1.34 -0.17 -0.04 -1.57
HNO3 4.56 3.33 1.35 9.24
HNO4 0.00 0.34 0.26 0.60

a Same as in Table 4.
1 In 1014 molecule cm−2 day−1.

convective clouds is an important source of upper tropo-
spheric HOx under tropical conditions (Prather and Jacob,
1997; Jaeglé et al., 1997, 2001; Wang et al., 2001). In the
LTN3D run, CH3OOH has a large chemical in-situ source in
the lower troposphere (Fig. 16). Uptake by hydrometeors is
found to be important only in a thin layer below 5 km where
rain drops form (compare Fig. 7), but on the whole scaveng-
ing does not prevent efficient upward transport of CH3OOH
in agreement with previous studies (e.g. Barth et al., 2007b).
The domain average volume mixing ratios in Fig. 16a are
in line with average vertical profiles over the tropical Pacific
during PEM-West A and PEM-Tropics A presented by Singh
et al. (1998).

6.2 Hydrogen Peroxide (H2O2)

Hydrogen peroxide is far more water soluble than methyl hy-
droperoxide. It has been argued that the transport of H2O2

in deep convective clouds is very inefficient, and that conse-
quently large contributions of deep convective H2O2 trans-
port to the abundance of HOx in the upper troposphere are
unlikely to occur (e.g. Prather and Jacob, 1997; Crawford
et al., 1999). Crawford et al. (1999) suggested that elevated
H2O2 levels at 11–12 km could be caused by elevated HOx

levels. Mari et al. (2000), on the other hand, found that ob-
servations of enhanced upper tropospheric H2O2 concentra-
tions after deep convection could be caused by the rejection
of H2O2 from freezing hydrometeors. The simulated vertical
distribution of H2O2 is indeed rather sensitive to assump-
tions regarding ice uptake and rejection from freezing hy-
drometeors (compare Barth et al., 2001, 2007b,a; Salzmann,
2005; Salzmann et al., 2007), but the retention coefficient
is still uncertain and depends on details of the freezing pro-
cess (Stuart and Jacobson, 2003, 2004). In this study, effi-
cient monolayer uptake of H2O2 on ice crystals is assumed
(compare discussion in Section 1.6). Assuming H2O2 to be
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Table 6. Tropical Pacific ozone mixing ratios and photochemical net tendencies
from selected studies.

Reference height ozone net tend. % per day1

(km)
`

nmol
mol

´ “
nmol

mol day

”
Thompson et al. (1993) mean diurn. aver. –

5◦S near surface 6 -0.5 -8.3
0◦ near surface 10 -1.3 -13.0

10◦N near surface 20 -2.3 -11.5

Crawford et al. (1997) median2 diurn. aver.
low NOx 0–1 18.9 -2.00 -11.1

1–2 19.7 -1.92 -9.7
2–4 21.5 -2.19 -10.2
4–6 16.9 -0.90 -5.3
6–8 17.5 -0.69 -3.9
8–10 18.9 -0.07 0.04

high NOx 0–1 25.8 -1.77 -7.0
1–2 29.4 -2.23 -7.6
2–4 54.0 -0.11 -0.02
4–6 50.4 0.35 0.7
6–8 45.3 0.99 2.2

8–10 40.1 1.62 4.0

Kondo et al. (1997) median3

marine/tropical 0–1 19.0 – –
1–4 20.7 – –
4–7 15.7 – –

7–12 38.6 – –

Wang and Prinn (2000) range4 range5

REF 0–5 6–11 0.0 to 0.2 –
LTN 0–5 6–11 -0.2 to -0.5 –
LTNH 0–5 5–9 -1.0 to -2.5 –

range6 range6

Mari et al. (2003) 0–5 8–24 -0.5 to -3.0 –

this study median diurn. aver.
LTN3D 0–2 14.5 -1.9 -13.3

2–4 20.6 -2.5 -12.0
4–6 30.1 -3.2 -10.7
6–8 34.6 -2.5 -7.1

8–10 30.4 -0.9 0.0
10–14 28.3 0.3 0.9

1 Estimates are based on daytime median or mean ozone mixing ratio and diurnal
averaged tendency, and are merely indicated to facilitate comparisons.

2 For SZA<70◦.
3 For SZA<60◦.
4 At the end of a 30 h simulation; estimated from Fig. 11 of Wang and Prinn

(2000).
5 For a 30 h simulation; estimated from Fig. 9 of Wang and Prinn (2000).
6 For 9:30 to 17:15 local solar time; estimated from Fig. 13 of Mari et al. (2003).
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Table 7. As Table 4 for ozone.

LTa MTa UTa TCa

LTN3D

av. column density1 1.82 1.90 1.29 5.01

vertical advection2 0.18 -0.32 0.10 -0.04
horizontal advection2 0.05 0.31 -0.19 0.18
chemistry2 -0.22 -0.12 0.01 -0.32
turbulence param.2 0.03 -0.03 0.01 0.01
dry deposition2 -0.03 - - -0.03

total tendency2,3 0.00 -0.15 -0.06 -0.21

NOLTN

av. column density1 1.85 1.83 1.25 4.93

vertical advection2 0.36 -0.12 -0.30 -0.06
horizontal advection2 -0.14 0.16 0.20 0.23
chemistry2 -0.22 -0.12 0.01 -0.33
turbulence param.2 0.06 -0.06 0.00 0.01
dry deposition2 -0.03 - - -0.03

total tendency2,3 0.04 -0.14 -0.08 -0.18

LTN1

av. column density1 1.88 1.92 1.27 5.07

vertical advection2 0.37 -0.13 -0.29 -0.06
horizontal advection2 -0.17 0.14 0.15 0.12
chemistry2 -0.19 -0.06 0.06 -0.19
turbulence param.2 0.07 -0.06 0.01 0.01
dry deposition2 -0.03 - - -0.03

total tendency2,3 0.05 -0.11 -0.08 -0.15

LTN2

av. column density1 1.87 1.90 1.27 5.04

vertical advection2 0.37 -0.13 -0.29 -0.06
horizontal advection2 -0.16 0.15 0.16 0.14
chemistry2 -0.20 -0.07 0.05 -0.22
turbulence param.2 0.06 -0.06 0.01 0.01
dry deposition2 -0.03 - - -0.03

total tendency2,3 0.04 -0.12 -0.08 -0.15

LTNWP

av. column density1 1.90 2.01 1.29 5.20

vertical advection2 0.38 -0.15 -0.29 -0.05
horizontal advection2 -0.21 0.12 0.12 0.04
chemistry2 -0.16 0.00 0.09 -0.07
turbulence param.2 0.07 -0.07 0.01 0.01
dry deposition2 -0.03 - - -0.03

total tendency2,3 0.05 -0.09 -0.07 -0.11

a Same as in Table 4.
1 In 1017 molecule cm−2. One Dobson unit (DU) is 2.69·1016 molecule cm−2. The average tropo-

spheric ozone column in the LTN1 run is 4.95 · 1017 molecule cm−2 or 18.4 DU.
2 In 1017 molecule cm−2 day−1.
3 Diagnosed from the change of column densities, the values are, however, identical to the rounded

sum of unrounded values for the individual processes.
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Fig. 14. (a) Time series of average column density and domain-
averaged, height integrated and 30 min time-averaged tendency
terms for ozone from the LTN3D run. The model domain is di-
vided into MT, UT, and LT as in Table 4. Ozone column densities
(black lines) are expressed in 1017 molecules cm−2 and all other
terms are expressed in 1017 molecules cm−2 day−1. “Exchange be-
tween stratosphere and troposphere (STE)” is diagnosed using wobs

at ∼16 km altitude as described in the text.

Fig. 15. Gridded net chemistry tendencies for ozone from the LTN1
run: time average calculated for 30 min time integral from 23 De-
cember 1992, 23:30 UTC to 24 December 1992, 24:00 UTC and
instantaneous total hydrometeor mixing ratio contour (qtotm =
0.01 g kg−1) for 24 December 1992, 24:00 UTC.

Fig. 16. As Fig. 11 for CH3OOH in the gas phase.

Fig. 17. As Fig. 11 for H2O2.

completely released from hydrometeors during freezing and
neglecting H2O2 uptake on ice would have a considerable
influence on the H2O2 budget in the domain, but has a neg-
ligible influence on the ozone budget in a simulation with a
500 km 2-D domain (Salzmann, 2005).

Fig. 17 shows modeled profiles and budget terms for H2O2

from the LTN3D run. Net photochemical H2O2 formation is
calculated to occur throughout the troposphere with a maxi-
mum at about 5 km. The sudden decrease of uptake by hy-
drometeors between ∼5 km and 6 km height is due to rain
being more efficient at removing H2O2 than cloud droplets.
Monolayer uptake on ice and subsequent scavenging (hori-
zontal advection of H2O2 taken up by ice across the lateral
boundaries is negligibly small compared to the other terms)
causes large losses above 10 km. Around 10 km H2O2 is re-
leased from freezing cloud droplets in a relatively thin layer.
Such a peak does not occur for HNO3 (Fig. 12), which is
assumed to be completely retained in hydrometeors during
freezing.

6.3 Formaldehyde (HCHO)

Formaldehyde (HCHO) is a major intermediate in the oxida-
tion chain of methane. Its effective Henry’s law coefficient
used in the CSRMC is 3.2 ·103 mol l−1 atm−1, adopted from
Staudinger and Roberts (1996), and its retention coefficient
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Fig. 18. As Fig. 11 for HCHO.

Fig. 19. As Fig. 11 for acetone.

is assumed to be 0.02 (Sect. 1.6). Uptake by ice directly from
the gas phase is not taken into account. In the LTN3D run, a
significant amount of formaldehyde is transported to the up-
per troposphere in spite of relatively efficient scavenging be-
low ∼5 km (Fig. 18). Positive contributions from the “solu”
term are due to the release of formaldehyde from freezing
hydrometeors.

6.4 Acetone (CH3COCH3)

The photolysis of acetone (CH3COCH3) is believed to be
another important contributor to the HOx budget in the up-
per troposphere (e.g. Singh et al., 1995; Folkins et al., 1998;
Jaeglé et al., 2001). Furthermore, acetone is found to play
an important role for the conversion of NOx to PAN (Singh
et al., 1995). In remote regions, the abundance of acetone
has been shown to be under-predicted by MATCH-MPIC,
possibly due to an oceanic source (Singh et al., 2001; Ja-
cob et al., 2002) which is not represented in the model (von
Kuhlmann et al., 2003b). Recently, Blitz et al. (2004) pre-
sented measurements which showed quantum yields for ace-
tone to be temperature dependent. Based on these measure-
ments, Arnold et al. (2004) calculated the estimated lifetime
of acetone in the upper troposphere to increase from ∼75 to
∼250 days at mid latitudes and from ∼10 to ∼20 days in the
tropics. In present study, the temperature dependence of the

quantum yields for acetone is not taken into account. The
effect of assuming too high quantum yields in the upper tro-
posphere is to over-estimate the importance of acetone for the
upper tropospheric HOx budget. On the other hand, the ef-
fect of the lateral boundary values from MATCH-MPIC most
likely being too low is to under-estimate the effect of the deep
convective transport of acetone on the upper troposphere.

Acetone is emitted (mainly from biogenic sources) and
formed photochemically from the oxidation of numerous
non-methane hydrocarbons (e.g. from propane, which in
oceanic regions is also underpredicted by MATCH-MPIC,
see von Kuhlmann, 2001). In the CSRMC, higher alkenes
were not included. Although known sources of higher
alkenes are concentrated in continental regions, not includ-
ing these compounds into the CSRMC could lead to under-
estimating the gross formation and consequently to over-
estimating the net loss of acetone in the CSRMC. All in all,
the uncertainties associated with acetone in the CSRMC are
particularly large.

In the LTN3D run, on average, net photochemical loss of
acetone is calculated to occur inside the domain throughout
the depth of the troposphere (Fig. 19b). A 2-D sensitivity run
without acetone has yielded that not including acetone would
not change the main results of this study (not shown).

7 Scavenging: Examples

Figs. 20 and 21 show volume mixing ratio contours of ni-
tric acid, hydrogen peroxide, formaldehyde, and methyl hy-
droperoxide calculated for 24 December 1992, 2:30 UTC and
for 21 December 1992, 7:30 UTC for the LTN1 run. The en-
hancements of HNO3 in the upper troposphere are caused
by in-situ formation and not by transport, as a compari-
son of Fig. 20a to Fig. 22 for the NOLTN run shows. Lo-
cal maxima of the HNO3 and H2O2 mixing ratios close to
x=250 km in Figs. 20a and b are generated by a combina-
tion of upper tropospheric production, uptake, transport in
sedimenting hydrometeors, the evaporation of these hydrom-
eteors, and the associated release of the compounds to the
gas phase. In Fig. 21b, a region of low H2O2 volume mix-
ing ratios is found in the anvil outflow. The existence of this
“low H2O2 anvil” is linked to uptake and subsequent removal
by precipitation during the upwards transport of air. Such a
“low H2O2 anvil” is also found in a sensitivity run in which
H2O2 is assumed not to be taken up by ice (not shown). The
anvil outflow of HCHO and CH3OOH extends beyond the
qtotm = 0.01g kg−1 contour. Outflow extending beyond the
ice anvil is also characteristic of insoluble gases.

8 Description of the MATCH-MPIC runs

The 3-D global chemistry-transport model MATCH-MPIC
is a “semi-offline” model which reads in basic meteorologi-
cal data (horizontal wind, geopotential, temperature, surface
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Fig. 20. Volume mixing ratio contours for (a) HNO3, (b) H2O2,
(c) H2O2, and (d) CH3OOH on 24 December 1992, 2:30 UTC and
qtotm = 0.01g kg−1 mass mixing ratio contour.

Fig. 21. Same as Fig. 20 for 21 December 1992, 7:30 UTC.

Fig. 22. Same as Fig. 20a for the NOLTN run.

Fig. 23. Time height contours of the zonal wind component (a) from
observations during TOGA COARE and (b) from NCEP/NCAR
meteorological re-analysis interpolated to T42 and plotted for the
column located closest to the center of the TOGA COARE IFA.

Fig. 24. Two-hourly MATCH-MPIC calculated precipitation rates
for the point located closest to the TOGA COARE IFA.
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Fig. 25. Ozone profiles at (a) American Samoa and (b) Hilo. Thin
lines: soundings launched in December, thick solid line: aver-
age of sondes launched in December, dotted line: average from
the MATCH-MPIC T42 run for December 1992. Three sound-
ings at Hilo seemed suspicious and were excluded. The sonde
data has been retrieved from the World Ozone and Ultraviolet Ra-
diation Data Centre (WOUDC). Both sonde sites were operated
by the Climate Monitoring and Diagnostics Laboratory (CMDL)
of the National Oceanic and Atmospheric Administration (NOAA,
PI: S. Oltmans). The station at Samoa is part of the SHADOZ
project (SHADOZ: Southern Hemisphere ADditional OZoneson-
des, Thompson et al., 2003).

fluxes of heat and moisture, etc.), and simulates the atmo-
spheric part of the hydrological cycle including the advec-
tion of water vapor. Deep convection and rainfall, cloud mi-
crophysics, boundary layer turbulence, and cloud fractions
are parameterized in MATCH-MPIC. The setup used here
is largely identical to the setup routinely used for MATCH-
MPIC chemical weather forecasts, the details of which can
be found in Lawrence et al. (2003). As in the study by
von Kuhlmann et al. (2003a) the stratospheric flux of ozone
has been reduced artificially through reducing stratospheric
ozone concentrations by 50% before the advection routine
and setting them back after that.

The meteorological input data for MATCH-MPIC is
prescribed from NCEP/NCAR 40-year meteorological re-
analysis (Kalnay et al., 1996) in the present study. Trace
gas initial and lateral boundary conditions for the CSRMC
have been derived from runs with T42 horizontal resolution,
which is about 2.8◦×2.8◦, and with 28 vertical levels up to
2 hPa. In Sect. M6, runs with T62 horizontal resolution are
analyzed. However, T42 resolution is sufficient to capture the
general structure of the observed zonal wind during the 7-day
episode (Fig. 23). The temporal evolution of the surface pre-
cipitation calculated by MATCH-MPIC (Fig. 24) is similar
to the temporal evolution simulated by the CSRMC (Fig. 4),
but the amount differs by roughly a factor of two. (If we

use the same input dataset as the GCSS Science Team (1993)
instead of the dataset from Ciesielski et al. (2003), we find
significantly lower (on the order of 50%) precipitation rates
(not shown) which are very similar to Fig. 4 of Gregory and
Guichard (2002) and in better agreement with the NCEP re-
analysis. To the authors’ knowledge, these large differences
between different input datasets have not yet been addressed
in the literature.) A comparison between observed and sim-
ulated average ozone profiles for two locations in the Pa-
cific indicates that MATCH-MPIC performs reasonably well
(Fig. 25).
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Hübler, G., and Fehsenfeld, F.: An investigation of the chemistry
of ship emission plumes during ITCT 2002, J. Geophys. Res.,
110, D10S90, doi:10.1029/2004JD005 236, 2005.

Chou, M.-D., Suarez, M. J., Ho, C.-H., Yan, M. M.-H., and Lee,
K.-T.: Parameterizations for cloud overlapping and shortwave
single-scattering properties for use in general circulation and
cloud ensemble models, J. Climate, 11, 202–214, 1998.

Christian, H. J., Blakeslee, R. J., Boccippio, D. J., Boeck, W. L.,
Buechler, D. E., Driscoll, K. T., Goodman, S. J., Hall, J. M.,
Koshak, W. J., Mach, D. M., and Stewart, M. F.: Global fre-
quency and distribution of lightning as observed from space by
the Optical Transient Detector, J. Geophys. Res., 108, 4005,
doi:10.1029/2002JD002 347, 2003.

Ciesielski, P. E., Johnson, R. H., Haertel, P. T., and Wang, J.: Cor-
rected TOGA COARE sounding humidity data: Impact on diag-
nosed properties of convection and climate over the warm pool,
J. Climate, 16, 2370–2384, 2003.

Clegg, S. M. and Abbatt, J. P. D.: Uptake of gas-phase SO2 and
H2O2 by ice surfaces: dependence on partial pressure, temper-
ature, and surface acidity, J. Phys. Chem. A, 105, 6630–6636,
2001.

Conklin, M. H., Sigg, A., Neftel, A., and Bales, R. C.: Atmosphere-
snow transfer function for H2O2: Microphysical considerations,
J. Geophys. Res., 98, 18 367–18 376, 1993.

Corbett, J. J., Fischbeck, P. S., and Pandis, S. N.: Global nitrogen
and sulfur inventories for oceangoing ships, J. Geophys. Res.,
104, 3457–3470, 1999.

Corti, T., Luo, B. P., Peter, T., Vömel, H., and Fu, Q.: Mean ra-
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