We thank the two referees’ useful and constructiveomments and detail our responses as below.
We have revised the manuscript substantially, takig into account all comments, and tried to
address all issues raised; we hope that the manugatrhas been greatly improved in both its
scientific value and the presentation. Significanthanges include the inclusion of detailed CO
and HCHO budgets, allowing the model differences ahthe differences in the model response to
changes in biogenic emissions to now be more quaatively addressed. While we aim to

address every comment, there are some limitationkat we cannot fully resolve at this stage, but
we will try to follow up in a future study. In our revised manuscript, the modified text is shown
in bold, and the new/modified tables and figures a highlighted. The referees’ comments are
copied below, with our responses in bold.

Anonymous Referee #1

The purpose of this manuscript is to investigagedduses of model biases for CO and formaldehyde
in the southern hemisphere. Overall, this is a waliten and very thorough manuscript, but | doéav
one major concern. | would like to see more disiamssn the chemistry that, | believe, will
significantly improve the presentation and oveirajpact of this manuscript.

We greatly appreciate the referee’s very thoughtfutomments and have revised the manuscript
substantially to include chemical production and Iss terms for CO and HCHO and to illustrate
the differences of these terms among models and beten the two simulations carried out in this
study. (Section 5)

1) It would be helpful to have tables clearly shagvihe southern hemispheric budgets for CO and
formaldehyde for each model. A graphic showing llogvbudgets change monthly may be
instructive.

We have included the detailed CO and HCHO budget tens globally and for the southern
hemisphere (divided into three sub-regions), wherthe model data are available, and these are
shown in three new tables (Tables 4-6) in the revad version. We also include a new plot
showing the monthly budgets from all available modeoutput (Fig. 20).

2) In the same vein, it would be helpful to show thajor contributors to the chemical production and
loss terms for CO and formaldehyde for each modeélrew they vary in time. How do the four
models’ Henry’'s Law constants for formaldehyde canef

My recollection is that formaldehyde is not higklyluble, so there could be some sensitivity to the
choice of Henry’s Law constant. Could one modetwio simulations, one each using the high and
low of the uncertainty range?

As stated above, we have included new tables shogidetailed CO and HCHO budgets. HCHO
is moderately soluble therefore wet deposition of BHO is an important loss process. Very
similar effective Henry’'s Law Coefficients are appiled in each model although TM5 takes into
account hydration once HCHO enters the solution, reulting in an increased effective solubility.
From the available HCHO budget terms in the new Tale 5, wet deposition accounts for about
10% of total loss in TM5 and about 3% in NIWA-UKCA, which we now state in the text. The
absolute differences in wet deposition of HCHO aremall compared to other loss terms, i.e.
oxidation by OH and HCHO photolysis. Adopting the TM5 approach in other models, or even
one, is not a trivial task at this stage so we leawhis to a possible future investigation. We agree
with the referee that there is room for differencesn this respect between the models. However,
such differences are not big enough to explain thggnificantly low modelled HCHO in the SH
compared to the column measurements. (Section 5,ga29)



3) There is considerable measurement uncertaistcaged with the isoprene oxidation scheme. You
say that looking into this issue is “beyond thepgcm this study” and cite Archibald et al. (2010).
recommend that you at least provide a paragrapladiscussing the current uncertainties in
individual reactions reported in the literature d&ygothesize how they may or may not be relevant to
your model exercise.

We have now considerably expanded the discussiontb impact of differences in the isoprene
oxidation schemes. Considering the complexity of #se schemes, we are unable to fully answer

the question of how individual differences in thesschemes affect HCHO and CO production
rates. (Section 5; Page 35 Section 7)

Minor Comments
There are too many typos and grammar issues.

We have gone through extensive proofreading of thevised version.
Why don’t you use MOPITT CO data to constrain thedeis?
We have now shown comparisons between MOPITT CO armodelled CO for January and

September 2005 in Fig. 8 and their differences inif. 9, and added some discussion in Section
3.2.

Anonymous Referee #2

General comments

This paper presents the results of a modellingyssudulating carbon monoxide and formaldehyde
concentrations in the Southern Hemisphere, usiogdifferent biogenic emissions estimates and four
atmospheric chemistry and transport models, oy@rimd of 5 years (2004-8). Model performance
was evaluated through inter-model comparisons dsaw@bservational data from surface stations.
This is a timely and well-structured study. The asatmospheric columns of a variety of marker
compounds to constrain biogenic emissions estinztdslucidate the skill of atmospheric chemistry
models in simulating the oxidation and transpotthelse species and their products is an important
method in regions of sparse observations (ironightbse with the highest emissions). The inclusion
of simulations with artificial tracers to disentda¢ghe contributions of transport, primary emission
and secondary production of CO is particularly n@aven recent work indicating the influence of
biogenic precursors and their climatically andaaiality active products, such an evaluation is
urgently needed. This study marks and importast §tep in this process.

Overall, the study is well presented, describeddiacussed. | do have concerns over the level of
detail provided regarding certain aspects of theknand these are outlined below. In particuldeel
that the analysis is not of sufficient depth, esgcwith regard to an attribution of the observed
differences to the chemistry mechanisms includeatiérfour atmospheric chemistry models used.
There are also sections where the English is pawticularly earlier in the paper, and the manycri
is in need of a thorough editing.

We thank the reviewer for the very detailed reviewand many useful comments. We are
encouraged by the positive view of the usefulnedsis study to the community, especially the use
of column measurements in this vast and data sparsegion. We have carried out a substantial
revision, also in accordance with Reviewer 1's comemts, by including detailed CO and HCHO
budgets and analyses of differences in chemical gioction and loss terms in each model where
the data are available. We have gone through thorgh proof-reading and revision to improve
the presentation of the paper.



Specific comments

2. Model simulations and observations

One of my chief concerns with the paper is thelleféetail provided regarding the model set-up and
simulations. The information provided here for glnecesses, boundary conditions and driving data
for each model is not consistent, making compar@sfiicult. The authors refer to previous model
descriptions too often with regard to key proces@dsle it is extremely difficult to ensure full
consistency between models, the paper would benafit greater elucidation of some of the
inconsistencies that might affect the conclusiaesvh from their results.

We will address these comments below.

2.1 Simulations

Biogenic emissions estimates are strongly deperatet#nd cover (i.e. vegetation distribution), and
driving meteorology. Presumably, although the tmeentories are generated off-line, it is done with
the “default” input fields for MEGAN-CLM and LPJGLES.

The authors should state clearly here the inp@ ds¢d, as well as the spatial and temporal resolut
of the emissions inventories generated, as tlisclear source of inconsistency with the chemistry
models that are then driven with these emissioosséme of the model set-ups, the emissions will be
more compatible with the land surface and meteggotlyiving data for the chemistry and transport
than others. Differences in land cover, for exampi# also affect deposition of the primary
emissions and their oxidation products; differerinemeteorology will affect chemical production
and loss rates. It is possible that some of thervksl differences between simulated concentrations
of oxidation products are a result of these incginsicies.

We agree that inconsistencies exist in meteorologpetween the fields used to generate the
biogenic emissions and those used to drive the chieal transport models (CTMs) and
chemistry-climate models (CCMs). CLM-MEGANv2.1 emisions were generated offline using
the Community Land Model (reference given in the tet), forced by meteorological reanalyses
for each year (CRUNCEP; http://dods.extra.cea.fr/déa/p529viov/cruncep/readme.htm). . LPJ-
GUESS was generated using the CRU TS 3.1 climatetdgdeccad.sedoo.fr). It would be
impractical, within the constraints of this study,to harmonize the driving meteorology in global
models, especially in multimodel intercomparion stdies given the complex nature of such
models. It is precisely the purpose of this studyotminimize the differences from the dependence
of biogenic emissions on the driving meteorology &t we chose to use prescribed monthly mean
biogenic emissions in the model rather than calcula the isoprene emissions online (e.g. GEOS-
Chem and CAM-chem both have the option to calculatessoprene emissions interactively). Also
we speculate that differences in the driving meteotogy might be a smaller factor in defining

the biogenic emissions than differences in assumgtis about biological factors. (Page 7 Section
2.1)

The use of model specific natural emissions of €@ is inconsistent with the use of specified
biogenic emissions. Given that one aim of the siady assess the impact of different biogenic
emissions on chemistry transport model output hati@nthropogenic emissions are the same for
each model, surely this would have been a simflerdince to eliminate.

We use the same emission dataset for ocean CO and ave clarified this in the revised version.
(Page 7 Section 2.1)

Furthermore, in the descriptions of the GEOS-Cheth@AM-chem model simulations, the authors
state that diurnal variability was imposed on tfegbnic emissions inventories. Was this also done
for NIWA-UKCA and TM5? And why? What was the temgabiresolution of the biogenic emissions
calculated by MEGAN and LPJ?



Yes, the diurnal variability of isoprene emissiongre also imposed in NIWA-UKCA and TM5.
We use monthly mean CLM-MEGANv2.1 and LPJ-GUESS engisions so we impose the diurnal
variation on this emission dataset. This is done udinely in global models when using
prescribed monthly mean isoprene emissions. Relevatext has been added. (Section 2.2)

Likewise the use of model specific lightning NOxissmons is inconsistent with the approach of
harmonizing emissions used to drive the four chegnimodels. NOx levels are critically important to
the atmospheric oxidation of volatile organic connpads.

Again this would have been a simple source of digancies between models to eliminate from the
study. For both lightning NOx and ocean CO emissidmvould like to see further justification of the
use of model specific inventories. How substartialthe differences between the models, and how
sensitive are the models to these inputs?

We use the same ocean CO emissions (now clarifiedlearly lightning NOx emissions are now
shown in Table 1, organised from the lowest to theighest used in the models; we can say that
there are no substantial inconsistencies among timeodels with values in CAM-chem (3.3-3.6
TgN yr1) being moderately lower than from other models (8-6.5 TgN yr?). Most tropospheric
chemistry models now use an interactive lightning-Bx scheme so making these emissions non-
interactive would have required significant additianal programming in some of the models, with
limited impact on our work which focuses on HCHO and CO.

2.2 Models

The details provided about the four atmospherierisiey and transport models used in this study are
not consistent. In addition to the temporal andiapeesolution of the model and the driving
meteorology, other aspects off particular imporéatorcVOC oxidation and atmospheric
concentrations are imposed methane concentratiomslry deposition scheme and the treatment of
partitioning of gas-phase condensable speciestaginsol phase. The level of detail of the chenist
mechanism is also critical.

At the very least, the authors should specific@ll. not simply by referring the reader to preou
model descriptions) provide information of all bése in either the text or

Table 2 (or both). Details of the chemistry mechars should include the number of chemical
species (transported, reactive, fixed) and reast{photolysis and thermal)

in the full mechanism, and in the isoprene and rtempene oxidation schemes.

Furthermore, details of relevant compound lumping.(are methacrolein and methyl vinyl ketone
treated separately or lumped as a single spedies)jdshbe provided, particularly with regard to
species within the biogenic chemical degradatidhgaand related species such as methanol and
acetone. | would also like to see the authors dhieifurther on the treatment of organic nitrates,
PAN, peroxy radicals and (in the case of isoprepexides. Monoterpene chemistry, in particular,
varies considerably between atmospheric chemistryets and a full description of the schemes used
within each model would be useful in the form ofAgpendix or as Supplementary Information.

We appreciate the reviewer’s suggestions in givirfgll model details, especially regarding
chemical mechanisms used in the models. We now linde a table and added text showing

many of the relevant details of the four models, icluding reference to the isoprene oxidation
schemes used. Further detail of chemical mechanisrissdifficult to include given the

complexities of the model physical and dynamical mrcesses and the large number of chemical
species and reactions (e.g. hundreds of chemicahrations). Such a comprehensive description of
the models is beyond the scope of this paper and wd also not necessarily help in
understanding the causes of differences in model baviour. All four models have been clearly
and comprehensively described in various publicatios which we cite in this paper.

Our focus here is not mainly on comparing the diffeences in mechanisms but the effect of
applying different mechanisms; such effects are rifcted in the budgets of the various
production and loss terms which we have added in #érevised version (Tables 4 and 5, and the
new Section 5 of the text). Uncertainties arise fra the different chemical mechanisms



implemented in the model as well as the physical pcesses, and all processes interact to produce
the differences in modelled chemical species. Shat any targeted investigation, it is not
straightforward to identify in detail which process/processes might be responsible for the
differences in the modelled species. The detailedférences in chemical mechanisms are best
investigated in a box model where one can contrah¢ variables, as we now state in the text.
Such an approach has been exemplified in the work érchibald et al. (2010), cited in our
paper, which includes all four models used in thistudy. We do not think that elucidating the
different treatments of organic nitrates, PAN, perxy radicals and epoxides here will be able to
explain the differences in modelled CO and HCHO alee. As stated above, we have revised the
paper and added detailed budgeting terms for CO antHCHO and this allows a more complete
description of the model differences in chemistry(Section 5)

2.3 Observations
Please give details of the temporal resolutiorhefraw measurement data so that this can also be
clearly compared to that of the models.

Column data are in daily mean format where there wee measurements on that day. Indeed, we
compare the modelled daily mean output to that meased on the same day when the
measurements were carried out. We take monthly meaobserved surface CO data and
compare with the monthly mean model data. This hakeen more clearly stated in the revised
version.

Sections 3-6

My other main concern is the lack of detailed cdasition and discussion of the differences in
chemistry between the models and the impact tliohahe simulated HCHO and CO
concentrations. It seems that it should be strdmfwtard enough to provide details of the main
chemical sources and sinks of HCHO and CO in thiews chemistry schemes, and the relative
production and loss rates to each. How do the$er diétween low and high NOx environments in the
models?

This lack of detail makes these sections extremesatisfying. The authors speculate on numerous
possible causes for the differences between matetid measured HCHO, but do not explore any of
these further. | recommend that they select the likety causes and perform some sensitivity tests
to establish whether it is indeed a contributathe persistent under-estimation of HCHO in these
models.

We have now included the detailed budget terms fa€O and HCHO in global, SH and 3 sub-
regions of the SH, as well as a new section (Sentf) detailing these terms. We have also
deleted some of the speculations as to what may sauhe low bias of modelled HCHO other
than citing the previous studies, and we rather lege this (finding the cause) to a future study.
Unfortunately we do not have sufficient resourcestahe moment to further explore the various
causes and to carry out further sensitivity studiesWe also suggest that more targeted
observations might lead to the cause of low modetldHCHO in the remote SH. (Section 3.4)

3. Comparison between models and observations

Again, there is a lack of consistency, this timenmen sites. While it is unavoidable that Darwis ha
only total column data, while partial columns arefgrable for this application, the authors need to
consider the likely effect that this has on the parnsons they are making and the conclusions that
can be drawn. Ideally, | would like to see the atdhrshow comparisons of total columns for another
site to assess how model performance differs betwaal and partial column values. It could be
expected that the use of total columns might terghtooth differences between models as they have
greater spatial coverage.

We can see the reviewer’s point of view. But two ahe four models do not have detailed
stratospheric chemistry and one model has no saveditput from the stratosphere so it is
impossible to assess how realistic modelled totadlamns would be compared to the observed



FTIR total columns. The observed total columns of O include the CO production from the
mesosphere which accounts for up to ~10% in the HigSH latitudes in the spring when the

polar vortex, which is enriched in CO of upper-atm@phere origin, makes up a substantial part
of the total air column. That is why we rather useobserved partial columns (0-12km) for
comparison. In the case of Darwin, the contributiorof CO from the upper atmosphere is
minimal given its latitudinal location. We believethat this is the best possible approach we can
apply in comparing modelled and FTIR columns of COWe have added some statements in the
revised version.

4. Model differences in chemistry and transport

Again there is an unnecessary inconsistency incgpr. Previous evaluations of model performance
had used partial (or total in the case of Darwoiumns. Here the authors choose to use tropospheric
columns, with total heights set by the model speaibpopause.

For observed FTIR columns, we are restricted to theolumns below 12km (for sites other than
Darwin) due to the nature of the retrieved CO dataso we have to compare model results and
observations in a like-for-like manner. However, wien we compare the model differences we are
not restricted to the region below 12km. For globa{and SH) comparisons, a 12 km cut-off
would not be a good choice as some model levels #re stratosphere (polar regions) and some
tropospheric levels will be missing in the tropicsvhich make significant contributions to the
tropospheric columns. Likewise, for tropospheric bualget calculations we define the chemical
tropopause in the model using their modelled ozoras a marker as commonly done in multi-
model comparison studies (e.g. Stevenson et al. BROAgain we believe that this approach
would not introduce substantial inconsistencies ammmg the models, given the sharp gradients of
the modelled ozone in the tropopause region.

Technical corrections

Title - The authors do not, to my mind, currenttideess model uncertainties in a quantitate enough
way to justify including this in the title.

We have now changed the title to “Multi-model simution of CO and HCHO in the Southern
Hemisphere: Comparisons with observations and thenipact of biogenic emissions”.

Abstract — the Abstract contains far too many umeef acronyms (e.g. NOAA GMD,
NDACC, etc.). Please either spell these out indultiefine them here.

Done.

1. Introduction — the English is particularly diffilt to understand in this section of the paper. |
suggest the authors read it through and edit itgpjately. Here, and throughout the paper,
abbreviations and acronyms (particularly for thedals) are used without having been previously
defined (e.g. MEGAN).

Text has been modified accordingly.

The section on p2618, L4-10, seems rather conta@glicThe authors state that global models are
suitable tools for investigations such as these faltow this up with the assertion that “For insta,
global atmospheric models systematically overesgrohserved : : :”, which seems to indicate their
lack of suitability. Perhaps some rearrangementavbelp — the authors are right to highlight the
shortcomings of the tools they are using, and eatifly them as suitable.

Revised



P2618, L17 — are the authors aware of any atmoigptieemistry models that are still using a value of
_ 200 Tg y-1 for isoprene emissions? | was undeimtipeession that as model chemistry had
improved, this value had not been used since TAR.

We stated that this low limit was used in Stevensoet al. (2006) so it is not very recent.

P2618, L24-29 — I'm not sure that | understandpbiat the authors are making here, regarding the
Marais et al. study and the sparsity of direct oléons. Again, rephrasing would be helpful.

Revised.

P2619, L1-4 — Again, this section appears to caidtahe previous section. Further details of the
model set-up used would perhaps help. Were biogamissions included in this study? If so, were
they also generated by MEGAN?

The IMAGESvwv used in Vigoroux adopts isoprene emigsns from Muller et al. 2008 and was
generated based on MEGAN using ECMWF meteorology. file amount of yearly isoprene
emissions are comparable to that of LPJ-GUESS usdure. In Jones et al (2009) that we cited
here the box modelling was carried out assuming itial isoprene concentrations and therefore
no isoprene emission applied. The purpose of citinese two studies are that modelled HCHO
in the remote SH has been underestimated by previswstudies. We have moved the citations to
Section 3.3, and modified the text

P2619, L14 — does the “They” used here refer ageihe Morgenstern et al., study

Yes. Clarified.

2. Model simulations and observations

P2621, L2 — Please state the % difference in mopete emissions as has been done for isoprene.

Added in page 7.

P2622, L10 — Figure 2 does not show differenceshaivs the absolute values from two models side-
by-side.

Text corrected.

P2623, L13 — Please provide further informatiorel{er elsewhere in this paper) of the simple
monoterpene oxidation scheme used.

Added in page 9.

P2623, L13-4 — Describe further how this gradientriplemented.

Two different constants are applied for the NH andSH respectively. Clarified. Page 9.

P2624, L19-21 — How does this assumed yield of &6 fmonoterpenes compare with yields in the
other chemistry schemes? What is the assumed theesicthis conversion, and again how does this
compare?

This is a long-standing assumption in GEOS-Chem, aghted due to the absence of explicit
monoterpene oxidation and justified in the referenes given in the text. We do not have

sufficient diagnostics to calculate the specific glds of CO from monoterpenes from other
models for this study, therefore cannot compare tha in this paper.



P2628, L20 — The sites are not shown anywherecipéper. However, | would very much like to see
them shown on a map to better understand theititbsaand the differences between them.

A new figure (Fig. 3) has been added to show alldations of ground-based measurement sites
used in this study.

3. Comparison between models and observations

P2628, L17-21 — Could the differences in direct &@fissions from the ocean (different in the various
models) also be a factor?

No. They are the same among models, and this hasmbeen clarified in the text.

P2628 — Please include a direct comparison betweslelled and FTIR CO columns for LPJ
simulations, either as an addition to Figure 3a aew figure.

Now new Fig. 5.

P2629, L2-3 —Were the emissions inventories geeefabm the same meteorological driving data
(in which case, the model columns might be expetdesthow similar seasonal and inter-annual
variations)? Or, if not, please could the authndidate how seasonal and inter-annual differences i
relevant meteorology compare between the diffemdels used here.

The emissions inventories were generated using slari meteorology (see the previous response).
The two emission datasets show similar seasonal 1&fon but do not show close correlation
between their inter-annual variations in some soure regions (see Figure 1). We do not know if
such differences are caused by differences in metetogy and/or other forcing that constrains
the models. We are not able to compare the differémeteorology used in the models and those
for generating the emissions which have been prowd using entirely different models. However
such differences in the various meteorological fonag adopted in each model should have
similar features in terms of seasonal and inter-anmal variations in general, because most of the
climate forcing used in the models are derived fronthe observed data. The exception is that
NIWA-UKCA is a free-running general circulation model. But this model is constrained by
monthly observed sea surface temperatures, and calated chemical species concentrations do
not feed into the dynamics. This is to minimise iransistencies with other models that are either
entirely driven by prescribed meteorology or nudgedowards the observed meteorology.

P2629, L5 Was the multi-annual ensemble mean dataedl as daily or monthly averages? If
monthly, why (given that the earlier comparisonsev@ade with daily data)? If daily, why is daily
data not presented in Figure 5?

The multi-annual ensemble mean data were shown asamthly averages in the new Figure 7 so
the seasonality is more clearly shown. The monthlyata are the average of daily mean data of
course. The purpose of showing monthly mean (averad from daily data) is to show the
seasonality of the deviation of modelled data frorthe observed data. Observed monthly data
are also generated from the daily data.

P2629, L17 — Please make clear in the text thatthee annual averages (presumably).
Done.

P2629, L18-19 — Why should the magnitude of theehbdases have this order? Could the authors
speculate here, or refer the reader to the seictiahich this is explored.



See revised text on page 16.

P2629, L20-22 — Again please speculate on the lpessiasons for this seasonal difference between
model variability.

See revised text on p16.

P2629, L26 — Is the greater inter-model variabilitie to the relative scale of the biogenic emission
from each of MEGAN and LPJ? Have the authors tnieanalizing the biases by the magnitudes of
the emissions inventories?

We have revised the text to indicate that this i$primarily due to the larger response of
modelled CO to its higher precursor emissions”. Wéave not normalized the biases.

P2630, L8 and elsewhere — Please provide % difteseas well as absolute.
We have modified the text accordingly. (Page 18)

P2630, L19-25 — It seems that this could be easibcked by selecting only the model data from
dates that coincide with the sampling dates at @pwa. This would provide a much more rigorous
evaluation in any case.

We have now replaced Cape Grim data with the PacifiOcean data which is more
representative of background atmosphere of the SHind is consistent with comparisons from
other sites.

P2630, L26-7 — Please speculate as to why NIWA-UKDBA GEOS-Chem should perform so well
when compared against surface observations in gpite fact their deviations were not always the
lowest when assessed against CO columns.

We should clarify that models have systematic lowihses compared to the FTIR column CO.
Therefore the good agreement between modelled anserved surface CO are not entirely
reflected in the column comparison. The modelled ¢domn CO are attributed to not only surface
distribution but also the vertical distribution whi ch is controlled by the vertical transport of

both CO and its precursors. We have noted this potrin the revised text. (Page 18 in Section 3.3)

P2631, L5-7 — What are the characteristics of ities $or which LPJ performs better than MEGAN?
Why might this be the case?

It is clearly shown that modelled surface CO showa lower bias from the simulation with LPJ-
GUESS than that with CLM-MEGANV2.1 emissions in allcases but this does not mean that, in
absolute terms, the MEGAN simulation is better thanGUESS in all locations and seasons. If in
the case MEGAN has a high bias (e.g. at Ascensiasldnd in JJA), the GUESS simulation is
closer to the observed surface CO. We cannot characise the sites where GUESS performs
better as there is no statistical significance du the limited locations selected.

P2631, L9-13 — See above regarding the anomali@ad¢ Grim. The strong positive bias here
provides further motivation for removing pollutedtes from the analysis and selecting only the
sampling dates from the model output data. Foptliposes of transparency, the authors could show
the current time series (i.e. with all dates ineldidon the same plot.

We have now replaced the comparison for Cape Grimusface CO with surface CO from the
“Pacific Ocean” site, which is more representativef the remote SH. This is because unlike at
Cape Grim, in the models we do not only sample agturing clean-air days.



P2631, L22-28 — Does Figure 8 show model simulatimiven with emissions data from MEGAN or
LPJ? Please make it clear here and in the captiBigore 8.

Thanks, done. They are MEGAN simulations.

P2632, L1 — Again what are the key differences betwthese sites that might drive that difference in
variability.

Lauder is further from the source regions than Wolbngong; this indicates that the difference in
chemistry among the models dominates the HCHO varten in the more remote location.
Relevant statements have been added in the text.

P2632, L6-7 — 10-15% is not a small difference. Whithe % underestimation?

Texts have been modified to read as:This resulted in smalloverall changes, with ~10-15%
increases that occur in some summer months, andtlicreases were not sufficient to close the gap
between the models and the observatioridNote that we assume the maximum daily HCHO and
10-15% increase is the upper limit. We do not havdata with higher temporal resolution than
daily mean from three models. (Page 19 Section3.4)

P2632 — Again please show the comparisons betvireemadelled and observed columns for the
chemistry models driven by the second emissionsntory (presumably LPJ again) either as an
addition to Figure 8 or as an additional figure.

It does not add much new information to show the caparison between observed and modelled
HCHO with LPJ-GUESS emissions because the two simated HCHO fields are almost
indistinguishable, as also shown in Figure 13. Wealte too many plots already together with
some new plots so prefer to leave as is.

P2632, L10 — the multi-annual monthly mean (?)
Yes. Clarified.

P2632, L23-5 — Have the authors tried to scale amthemissions input into the chemistry models to
determine whether this makes a substantial diftréa HCHO concentrations?

We have now removed this discussion. We do not yledve observational data of methanol in
this region so do not want to speculate at this g@. This could be the subject of future
investigations.

P2632, L25 — P2633, L1 — This section is highlyfasimg and poorly explained. | would strongly
urge the authors to include the full set of readito which they are referring. The authors jungprfr
a discussion of methanol emissions to a reactield yif HCHO from CH3OOH (acetic acid, rather
than methanol). Please explain the connection etaaeaction commonly included in methane
oxidation in chemistry models and the methanol let.d§re the specific reactions referred to here
included explicitly in all of the models used instistudy?

We have revised the text on this discussion and madome clarifications. The purpose was to
cite the previous work on modelling HCHO albeit usng a box model. We drew a common
conclusion which is that models underestimate HCH@ the remote SH. (Page 20 Section 3.4)

P2633, L11 — What % of global terrestrial isoprengssions?

Related text deleted



P2633, L21-29 — Please give details of the chemistluded in the IMAGES model.

How does it compare to that included in the modséd in this study, and how do the conclusions
drawn by Vigouroux et al. apply to the results Rere

These points have been added/discussed in the redgext. Page 21.

P2634, L1-2 — Why should a reduced oxidative capaesult in an increase in HCHO?

Corrected — should be “lower OH in the model”.

P2634, L9 — “differnces” should read “differences”

Corrected.

P2634, L21 — Please explain here rather thanilathe text why January and September have been
chosen for this analysis.

Revised. Page 22.

P2635 — Please provide the same figure for CO_OdraS0O_25 (Fig. 11)

Added. Fig. 16.

P2635, L25 — “towars” should read “towards”

Corrected.

P2636, L5 — “reflects” should read “reflects”

Corrected.

P2636, L15-6 — Please explain/speculate here wilyANUKCA should show such a small
contribution from primary emissions, and relates tioi the results/discussion already presented from
comparisons of the partial CO and surface CO data.

The relatively small contribution from primary emissions to CO column in NIWA-UKCA is
related to the relatively large chemical productioncompared to other models; this now has been
shown in Table 4.

P2636, L21 — “agreement” would read better thamré&spondence”

Changed.

P2637, L4 — “deduce” would read better than “d€rive

Changed.

P2637, L25-9 — As noted previously, the authorsikhimclude full details of the isoprene and
monoterpene oxidation schemes of the four chemistrgels used in these simulations. Presumably,
the authors do not mean that isoprene itself igkombut it would be instructive to see which ef it
products are lumped and how this differs betweedeiso

The paragraph has been removed and is replaced withsection on the CO and HCHO budget

analysis. We show that the underlying differencesichemistry are reflected in the rates of
chemical production of CO and HCHO presented herealthough we cannot identify in more



detail what processes in the chemical mechanismsearesponsible. Such investigation would be
better studied to a box model in which parametersan be controlled. Page 26-29.

P2637, L25-29 — It would be helpful if the authamsre to refer the reader back to the bottom row of
panels in Figure 13.

This has now been replaced with new text.

P2638, L1 — Please state in the text that thelpso$hown in Figure 14 are again in latitudinalen
Added in now Fig.19.

P2638, L1-3 — Why are there no observations incudd-igure 14?

This figure only shows model-model comparisons; theodel data are averaged over three sub-
regions in the SH and are compared. The observatiahdata we present in this study are only
for specific locations, therefore are not appropride for comparison in this figure.

P2638 — Although | appreciate that the authors lsesen to focus on output from the MEGAN
simulations, | would suggest that it would be uk#dunclude at least a discussion of the LPJ
simulations and how they compare. Are the resnlieeeping with those from MEGAN (even if of
lower magnitude)? Are there any notable differerthas might highlight the behaviour of the
chemistry mechanisms under different NOx:VOC ra&tios

We have now added detailed CO and HCHO budgets fdyoth simulations (new Section 5).
Hence there is now more discussion on LPJ-GUESS réts. Substantial revisions have been
carried out as a result.

P2638, L8 — Again, inclusion of the detailed iso@nd monoterpene oxidation schemes employed
by each of the models would greatly facilitate dicussion here.

What are the relative rate constants for the pgsi®lof HCHO in each of the models?

What are the production rates of CO and HCHO frieendxidation of the biogenic VOCs in each?

We now show reaction fluxes of HCHO photolysis fronTM5 and NIWA-UKCA (Table 5), and
find that the photolysis rates of HCHO are very siniar in these two models. However we note
that wet deposition of HCHO in TM5 is much higher hian in NIWA-UKCA (~10% and ~3%
relative to total chemical loss of HCHO, respectivg). This is now discussed in Section 5.

P2638 — See above comment. It would be usefuladiseproduction rates of CO and
HCHO from OH oxidation of biogenic VOCs for eachdeb Ditto loss rates of HCHO to OH-
initiated reactions.

We now include CO budget from all models and HCHO bdget from two models as stated
above. The chemical production terms include oxid&n of methane and NMVOCs. We are not
able to provide oxidation rates from biogenic VOCsere as not all relevant reaction rates have
been saved.

P2638, L17-8 — What is the correlation coefficiarteach model? Or the ratio of
HCHO to OH?

We have not calculated such a correlation coeffiant. In the remote SH, HCHO formation is
mainly through methane oxidation; therefore, OH andHCHO are correlated.

P2638, L25 — | suggest that the authors couldyepsilduce vertical profiles of H2O vapour for each
model, or H20O/OH in line with the HO2/OH profiles Figure 14.



Water vapour fields are very similar among the modks as prescribed meteorological fields are
used to drive the models. The differences in OH beeen the models are likely due to the
differences in their photolysis schemes. This hagbn noted in the revised text. Page 26.

P2637, L28-9 — Again, the authors should calcutaeproduction/loss rates for these reactions to
determine which is the cause, or if it is a comtiaraof the two.

Substantial revisions have been carried out based@alculated production /loss terms. Section
5.

P2639, L1-3 — Given the complexities of the chemistvolved, it is hard to see how the authors can
draw this conclusion without having conducted aeraetailed analysis than is presented here.

We have more quantitative discussion on this in Stéon 5.

5. Sensitivity of modelled SH CO and HCHO to unamtties in biogenic emissions

Please could the authors explain why they havdr{agdaroduced an unnecessary inconsistency into
their analysis. In the previous section they chiodecus on January

and September; here January and July. Pleaseyjighif this decision, or ideally, change one of he
sections so that the same months are discussedhn b

This has been explained in the revised text. Pag8.3

P2639, L17-19 — The right-hand panels in Figuredear to show increases in the

CO columns in LPJ relative to MEGAN in some paftaarthern and central Africa.

However, the choice of colour scale is poor. Furtitee, as this is a discussion of the columns over
the Southern Hemisphere, there is no reason fqgultite to extend north of the equator.

Increases of CO in this region reflect the highersoprene emissions in this region in the LPJ-
GUESS inventory. The “meteorological equator” (i.ethe ITCZ) divides the atmosphere into
northern and southern-hemisphere air masses but thE'CZ is often north of the geographical
equator. We therefore prefer the plot to also covesome areas north of the Equator.

P2640, L2 — “reginos” should read “regions”
Thanks - corrected.

P2640, L4-6 — What is the relative change in biagemissions between the models for each season?
Does this correlate with the changes in columns2atvte the seasonal differences of NOx emissions
in the region?

There are no changes in biogenic emissions betwehie models as the same emissions are
prescribed in each model. The differences in colungnhere are due to differences in chemistry.
Given the same changes in emissions, each modelscts in different degrees to such changes
due to the underlining differences in chemistry ireach model. We have removed this note to
avoid confusion.

P2640, L15 — Please could the authors explain thiegt mean by spatial variations of the biogenic
emissions. Is that variations between the two itggs? Are these the only two regions with marked
spatial variations? At what resolution are theg@atians apparent?

We mean the increase of LPJ-GUESS isoprene emisssoim these regions relative to MEGAN
inventory. We have modified the text to make it clar. Page 30.



P2640, L23-29 — As these are both oxidation pradatbiogenic VOCs perhaps the authors could
explain more clearly why one should be correlatedithe other anticorrelated with OH
concentrations. Again, this would be best doneavianalysis of production and loss rates. What are
the correlation coefficients?

We have replaced “anti-correlated” with “in opposite sign”. We have also modified the text to
clearly explain why in remote region models have ger CO with LPJ-GUESS simulation but
higher OH and HCHO. As suggested by the reviewerhts has been backed up by the calculated
production and loss rates.

P2641, L1-4 — Again, please quantify the relatipeesis of the isoprene oxidation processes in each
model, and present the mechanisms used in each.

Unfortunately we cannot provide directly the HCHO production from isoprene oxidation as we
do not have sufficient diagnostics to quantify itWe assume that isoprene oxidation is a
dominate component. Table 5 shows that oxidation tas of NMVOCs in the SH are larger in
TM5 than in NIWA-UKCA in both the absolute values and relative to the total chemical
production rates.

P2641, L5-14 — Given the limited nature of the d&ston of the zonal vertical profiles presented in
Figure 18, | would suggest that showing the pafugldanuary and July only would suffice. There is
little difference between those for October andudayin particular.

We understand the reviewer's concern but would stillike to leave the plot as is showing all four
seasons. There are some seasonal differences that eeflected both in differences in two
emission inventories and the difference in transpampattern. We have added a sentence
regarding seasonality in the revised text. Page 32.

6. Summary and conclusions

P2641, L23 — | would not describe -19.2% as comganiell, certainly not relative to the other
locations.
Changed to “reasonable agreement” Page 32.

P2642 — The word “significant” has a specific stidal meaning. As the authors have not performed
any tests of significance they should not use thigs context.

We have dropped the word “significant”.

P2642, L9-12 — While the complexities of the syspaclude a simple solution to the discrepancies
between modeled and observed HCHO, a more detailalgsis of the differences between the
chemical mechanisms and the HCHO production argrkies to the various reactions included in
each would at least indicate where future resestnonld be directed.

Agreed. However the inter-model differences are mucsmaller than the differences between the
models and the observations, indicating that the ese of such a large discrepancy goes beyond
what differences in chemical mechanisms can explaiat least based on our study. We have
modified the text accordingly. Page 35-36.

P2642, L17-20 — Please state here in the text tddfésence in biogenic emissions between the
MEGAN and LPJ simulations.

Added. Page 33.



P2642, L21-2 — “neither” : : : “nor” should readthter” : : : “or” as the sentence is already negati
Thanks - corrected

P2642, L25-26 — “reduced” would read better astotidns in”

Replaced.

L2642, L25-28 — What is the % difference betweagbnic emissions in MEGAN and
LPJ for these source regions?

Added in the text. Page 33.

P2642, L1-2 — As before, the inclusion of detaflthe oxidation processes and a more thorough
analysis and discussion of how the differences éetvithe models affect the production/loss of
HCHO and CO would strengthen this assertion.

We now show production/loss terms and include a disission of differences in production rates
of CO and HCHO from the oxidation of NMVOCs betweensimulations using these two
emission inventories.

P2642, L6 — Without the in-depth analysis of theroltal production and loss rates of
HCHO in the various models, the authors are o\airgj the case, by saying that they “show”. Their
results may suggest this, but they have not coivellysdemonstrated causality.

This statement is now based on the detailed budgsthown in Table 5.

P2643, L8-12 — To what extent do the models incthddatest findings on isoprene/
OH in low NOx environments?

To various degree. For example, GEOS-Chem includesany recent updates on isoprene
oxidation mechanism and does include formation ofpexide species in the model which
regenerate OH under low NOx conditions. Epoxides @& not included in the other models. This
point has been noted in the revised text. Page 35.

P2644, L1-2 — It would be instructive for the authto perform sensitivity tests with the models
using the same methane fields for all. This wolllslhxathem to assess the effect of NMVOC
chemistry differences alone.

Unfortunately it is not realistic for all models to perform such sensitivity tests. We have now
included mean surface methane concentrations used €ach model (see Table 2) and hope it will
satisfy. The differences in methane among the modeare not sufficient to explain the
differences in NMVVOC chemistry.

P2644, L3 — “distribuitons” should read “distribanis”

Corrected.

P2644, L3-18 — This entire section would be streaged if the authors included the analyses of the
biogenic VOC oxidation mechanisms, together withdpiction and loss rates, as suggested

previously.

Agreed. We have now quantified the production anddss rates through detailed budget
calculations. Text modified accordingly.



P2644, L19-20 — a more detailed analysis of thecesuof the differences in modelled

CO and HCHO concentrations between the mechaniaighf result in an improvement in these
mechanisms, allowing a more robust use of HCHOG@d:olumns to constrain biogenic emissions
and reduce this uncertainty.

Text modified to reflect this comments Page 36.

Table 1 — The text in section 2 states that theetsogse internally generated emissions of lightning
NOx and ocean CO emissions. These emissions sheutkarly stated somewhere either in the text
or in this table, which currently implies identic@D emissions across all models.

Lightning NOx emissions have been added in Table Ocean CO emissions are the same for all
models, as is now stated in the revised text.

Table 1 — While C5H8 and C10H16 have been idedtifithin the Introduction as isoprene and
monoterpenes respectively, these compounds amea@fi® almost exclusively by name rather than
formula in the text. Please use the names here.

Done.
Figure 3 — The title of 3rd panel should read “Wntiong”
Corrected.

Figure 3 — The fourth panel would benefit from lgefaertically) larger so that differences between
the models can be more clearly seen.

We can see the reviewer’s point of view. However weould like to keep the plotting aspects the
same for all panels. The inter-model differences arrelatively smaller at this site (Darwin)
compared to at other sites.

Figure 5 — Why are the observations plotted as s{grdnd the model output by lines?
If the observations and model output is equivalleah they should all be depicted in a consistent wa
(i.e. all as symbols or lines).

The symbols here are not observations but the devians of model ensemble mean from the
observations. We have now changed all plots to line

Figure 15 — The choice of colour scale is poais fiarticularly hard to distinguish between the
different reds used for positive changes, andHergreens used for changes of -5-10% and -10-15%.
Why do the panels extend north of the equator vhismpaper is focused entirely on the Southern
Hemisphere? Ending the plots at 0S would help thighissue of the scale, as well as removing the
area in northern Africa where the changes are glygositive.

We have now changed the colour scale, addressingetheviewer's concern. We don't entirely
agree with the reviewer’s suggestion regarding thdomain of the plots for the reasons we stated
before. Therefore we would like to leave the plotas they are to include the domain 0-30N.

Figure 15, Caption — What do the authors mean hyltfrannual and ensemble mean”?
Surely the plot only shows the multi-annual mearefach of the four models?

We have corrected this — thanks for pointing out.

Figure 16 — See the comments regarding the cotale sind geographical extent of Figure 15.



Colour scale has been adjusted in now Fig. 22
Figure 17 — As above.
Colour scale changed in now Fig. 23.

Figure 18 — While | realise the contours are clekathelled this figure would again benefit from a
better choice of colour scale.

Colour scales have been adjusted in now Fig.24.



