Response to Reviewer #3:
Review

We thank the referee for his useful comments, wheve helped us clarifying several points and
improving the manuscript. Below are our point-byrporesponses to his comments and
suggestions. Before each response, the reviewemeoits have been quoted between [].
Corresponding information and corrections have badded to the revised version of the
manuscript.

General Comments:

[1) The motivation for the choice of conducting alltivariate regression to understand the
variability observed is not very clearly explainddguess its main purpose is to be able to
eventually extract trends from the full signalthst right? Section 4.2, providing the detail of

each fitting parameter, is missing conclusion comis¢o guide the reader through the interest
of all this work on large datasets. For exampleatndmount of variability is explained by each

process included/fitted. Can it be a way to effitiganalyze controlling processes without using
model simulations?]

The use of a multivariate regression model is amnonly and widely used method for analyzing

variations in ozone columns records. The goal efitiethod is to attribute inter-annual, seasonal
and non-seasonal variations in ozone measurementhysical processes that are known to
affect the ozone records, and, as a consequenedpto a proper separation of a trend. This is
mentioned in the first paragraph of Section 3.1.

Section 4.2 relies on the fact that the multivariggressors patterns, uncertainties and residuals
errors have first to be examined to evaluate thopeance of the model before drawing any
conclusions on processes controlling the variation$ASI ozone record, including a trend
analysis. This is now clearly mentioned in thetfparagraph of Section 4.:

“The performance of the multiple linear model isaksated in subsection 4.2 in terms of
residuals errors, regression coefficients and dessat uncertainties determined from the
regression procedure (Section 3) to properly cliarae the physical processes that are expected
to affect the IASI ozone records”

Numbers quantifying the contribution of the variqig/sical processes on the measured IASI O
records have been added in the description of &ifb) in Section 4.2. A conclusion on the
model performance is also given at the end ofSeistion:

“Our results demonstrate the representativenesieofitted models in each layers and latitude
bands. These good performances of the model akammming the adjusted linear term trends in
Section 4.3 below.”

[2) The authors have chosen to provide an anabfsseveral altitude levels, chosen according
to the IASI sensitivity profiles (provided by thevemaging kernels). In Section 2 the IASI

retrieval, the AK and associated DOFs are discysazedvell as the correlations between the
observed concentrations and the a priori infornmatieed as an initial constrain. Although this



contribution is around 20-30Also, in Figure 1 theeraging kernels for the selected layers show
significant overlap, so that all levels are notapdndent. This is mentioned throughout the paper
but it would really be helpful to provide informati on the vertical correlations between vertical
levels in 1ASI. The authors discuss this problentha supplemental material but I think that
there are 2 effects combined in their discussiba:rtatural influence of the stratosphere on the
tropospheric levels through STE, which has to beoawsted for to understand observed
variability of tropospheric O3 from any type of mseeement; and the smoothing from the
observational system used here. It is the laterithparticularly critical because it may cause
artefacts in the trends compared to what would b&ioed using in situ observations for
example. | guess it would be quite easy to evaltlageeffect using the MOZART simulations
and the stratospheric O3 tracer with and withouphyapg the IASI AK. Another related
guestion: could correlations in the observationsnitaken for dynamical processes (strat-trop
exchanges) in the trend analysis? Because thisgpaonfusing, the fact that tropospheric ozone
from IASI can be used for trend analysis is stlinewhat questionable after reading this paper...
I think this could be easily improved.]

As mentioned by the referee, there are indeed tanmbmned effects in the stratospheric
contribution as seen by IASI in the tropospherethg) stratospheric influence calculated as the
difference between the total simulategl@®d the @*9%4-N%and 2) an additional part due to the
limited vertical sensitivity of IASI in the tropobpre; the latter is accounted for by applying the
IASI averaging kernels on the MOZART4 stratosphetimntribution. This simulates the
stratospheric part as observed by IASI in the tsppere. This is now better explained in the
Supplement.

In addition, as suggested by referees #1 and #3omeshow in the revised Supplement (Figure
S4a), the fit of MOZART-4 @and of Q®9%4N*time series, in addition to the stratospheric
contribution (Figure S4 b), without accounting fbe IASI sensitivity. This is done to evaluate
the effect of the smoothing error from the obseovetl system. Note also that the smoothing
error [(A-1)Sa(A-1)'] can be evaluated from the a priori contributiota{ (AXa)] provided in
Figure S5(b) since they are both correlated; ifghe 1ASI sensitivity is low in the MLT, the
smoothing error will be large as well as the cdmittions from the a priori and from the upper
layers. When comparing Fig. S4(b) and Fig.S5(bg thfferences suggest that the limited
vertical sensitivity of 1ASI contributes a smallpart (~10%-20%) to the IASI stratospheric
contribution than the natural stratospheric infleee~20% to 45%). In addition, the contribution
of the real natural variability (originating fronoth the troposphere and the stratosphere through
STE processes) into the MLT;@olumns is also now illustrated in an additiongufe (Fig.
S6(a) and Fig.2 here below) and is estimated tardger than 50% everywhere. For example, we
interestingly show that in the 30N-50N band whére DOFS is the largest (See Fig.2(b)), this
contribution reaches ~85% from which only ~30% ioidge from the stratosphere (Fig. S4(b))
and ~55% from the troposphere (Fig. S6(b) and Hxy.Bere below). This is now specifically
mentioned in the last paragraph of Section 2 ofrélvesed manuscript and in the Supplementary
materials.

This further supports the findings that IASI iselbb detect a large part of the real variability of
Oz in the N.H. troposphere, and that the increagbarobserved concentrations and variability in
the mid-latitudes N.H. during spring-summer likéhglicate a photochemical production of O
associated with anthropogenic precursor emissiofrs $ection 4.1 of the manuscript).



Nevertheless, and as mentioned at the end of $e2taf the manuscript and in conclusions of
the Supplementary materials, we acknowledge thah Ioe apriori and the stratospheric
contributions resulting from the limited sensitwiof IASI partly mask the variability of
tropospheric ozone measured by IASI and may biasdal trend in tropospheric;O

[3) Regarding the general performance of the fitpinocedure: the figure (Fig. 4) is hard to read.
Later in the study, the residuals are shown toadlgtioe quite large (Figs 9 and 10): does this
mean that significant processes are not consideraderformance should be better described
and discussed at the beginning of section 4.2, avdbdicated figure.]

The figure has been provided at a high resolutiod & in our opinion fully readable. The
performance of the model is described throughoaitnianuscript, in Section 4.2 in terms of the
covariates with the associated uncertainties, ¢ti@®4.3.1 in terms of temporal sampling effect
(daily vs monthly) and in Section 4.3.2 in termgrehd uncertainties.

As mentioned in Section 2, model residuals aretless 10% of the 1ASI @measurements and
good correlation coefficients between the IASI #imel regression model time series (0.70-0.95)
are obtained for all layers and all latitude bantse residuals represent generally around 30-
60% of the deseasonalised tdne series. This is now specifically mentionedSiection 4.3.1.
This might seem quite large but this has to begaiéd by the fact that the non-seasonal
variations are only minor contributors. Similaridesls have been reported in previous studies,
suggesting that the regression model and the metpptied here on IASI time series perform
generally well.

We acknowledge however, that the model could berorgd in several ways (e.g. including
Eliassen-palm flux, EESC proxies) to further reduttee regression residuals. Further
investigations on the regressors uncertaintiestlaadotal error on ozone measurements should
be performed as well. This is now indicated in@anclusion.

[4) Another point that needs to be improved: thioug the paper, the authors attribute enhanced
lower tropospheric ozone to ozone production frarthepogenic emissions. But there are not
only anthropogenic emissions that will contributeldwer tropospheric production, biogenic
emissions and fires, for example, will also emgngicant O3 precursors. This attribution to
anthropogenic activities is not really demonstrafdte comparisons to MOZART-4 simulations
in the supplemental material is not that convincic@nstant anthropogenic emissions are used,
but with daily fire emissions. For the ’realism arfithropogenic emissions’, the authors should
provide some numbers on previous model evaluaggasnst surface networks. Are there more
uncertainties on anthropogenic emissions than daradaemissions? What about stratosphere-
troposphere exchanges: is it well simulated by rfefddas it been evaluated?]

Previous studies showed good evidence for an iserea tropospheric ozone downwind
industrialized areas of the N.H. with a summer mmaxn and argue that this is due to high
photochemical activity associated with anthropogesissions of NO, hydrocarbons and CO
from combustion of fossil fuels (e.g. Logan et &B85; Fusco and Logan, 2003; Dufour et al.,
2010; Cooper et al., 2010; Wilson, et al., 201XjeSdine et al., 2013). Even if it is hard to
reconcile the trends in tropospheric ozone withnglea in emissions of ozone precursor, trends
in emissions have already been able to qualitgtiezplain measured ozone trends over some



regions although the magnitude of the trend isawmoisistent with that from model simulations
(e.g. Cooper et al., 2010; Logan et al., 2012; wvilet al., 2012). This has been specifically
added in the last paragraph of Section 4.3.2.

The anthropogenic emissions for N@nd CO are much larger than the fires and biogenic
emissions, and they have the largest contributiomsdustrialized regions of the N.H. (Europe,
US, China). In the POLMIP emissions used in thigdgt the anthropogenic NGemissions
represent 72% of the total N@see Emmons et al. ACP, 2015) while the fire aoidl IO
emissions only represent 11% and 12% of the to¢sipectively. For CO, the anthropogenic
emissions are also larger than the biomass anditgenic emissions (~60%s ~30% and
<10%, respectively). On the contrary, the biogeNigVOC (non-methane organic volatile
compounds) emissions represent the largest cotibibto the total NMVOC (~80%). This is
added in Section 4.1,

The MOZART4-GEOS5 model has been evaluated agaungace, ozonesondes and aircraft
measurements in previous studies (e.g. Emmons,e2l0; 2013; 2015; Pfister et al., 2008;
Wespes et al., 2012). Result indicated that MOZARi$-slightly biased low by around 5-15%,
but that it reproduces generally well the variapilbf observations in space and time. This is
now indicated in the Supplement.

The stratosphere-troposphere exchange is well kntovbe a common problem in global
chemistry-transport models. However, we showed an Bl of the supplement that the
concentrations, the amplitudes of the seasonaksyahd the timing of the maxima are well
captured in MOZART4 in the UTLS region for all bandetween 50S-50N. We also note that
the stratospheric contributions are calculatedegdhe lowest in the bands south of 50° of the
N.H. (~20% in summer in 30°N-50°N; See Fig. S4(lf)tlke Supplement) and that the
stratosphere-troposphere exchanges are usuallywakest during the summer. As a
consequence, this even reinforces the conclusictenabout the ability of IASI to detect the
variations in @ MLT columns, particularly in mid-latitudes of thé.H. This has been now
specifically mentioned in Section 4.1.

[5) My final main comment is that the discussiomnerally lack quantitative comparisons to
other studies. It is generally written that theseai’good agreement’ in trends but it would be
interesting to provide orders of magnitude: maylite & final table comparing results depending
on the method chosen?]

As suggested by referee#1, when comparing to téeiqus publications of the trend analysis,
“in agreement with previous studies” has been egudy “comparable to the results published
in the previous studies” throughout the paper. @taive comparisons cannot be made
considering the different time period in our stwdth respect to others.

In addition, as suggested by the referee in hiciBpecomments below, trend values and
temporal resolutions of measurements from prevgiudies have been added in the discussion
in Section 4.3.2 and we also now provide compassbetween trends inferred from a
subsampled IASI dataset to match the temporal sagpf FTIR. The results are added in Table
4 of the revised manuscript. These new results sthaivfitted trends inferred from IASI and
from FTIR are within the uncertainties of each otland that those associated with the



subsampled IASI datasets are significantly largemtthose obtained from the daily ones,
leading to statistically non-significant trends.ig gives further evidences for the ability of IASI,
thanks to its high temporal sampling, to detedisteally apparent trends even on short periods.

Specific comments:

[1) Introduction:

a) P. 27577, I. 21: Why are there warnings? Onlgabse too many unknowns or are their
specific reasons?

b) P. 27578: 1st paragraph: It would be helpfuptovide a few numbers for trends identifies in
previous studies. Are the signs consistent? Whae weese studies based on? Observations at
what resolution? etc.]

a) Warnings are mostly related to possible undienasibn of the true uncertainties in the ozone
trends that can be attributed to decreasing EE&{S.Has been added in the revised text.

b) It has been added. Numbers for trends from pusvipapers are now given later in the
manuscript in Section 4.3.

[2) Section 2: Cf. main comment: a better evaluatibvertical correlations is the observations is
required. Also provide information on the a priased for the retrieval. The last sentence is
disturbing and does not really help the readett would be good to confront each result to the
identified sources of uncertainties in the disausgarts.]

See responses to general comment 2) above. Thedat#nce has been changed accordingly.
The apriori and stratospheric contribution are riscussed as well in the discussion Section
4.1.

Information on the a priori has been added in $ack

“The a priori information (a priori profile and aipri covariance matrix) is built from the
Logan/Labow/McPeters climatology (McPeters et 2007) and only one singlesG priori
profile and variance-covariance matrix are used.”

[3) Section 3:

a) Define ODS

b) 1.12-13, P.27582: | am not an expert in thisety statistical analysis but | just don’t get what
this means. Maybe a little bit more explanationsildde helpful.

c) Table 1 and corresponding text: the source efdidta used should be detailed for all proxies:
are they from model simulations? reanalyses? oagsens?

d) Sentence btw P. 27584-P. 27585: Would be goatktail briefly why harmonic and linear
trends are appropriate for these effects, sinceetlage among the main targeted features of the
analysis.]

a) ODS is defined in Section 1.

b) We calculated the uncertainty of the fitted paggers by computing the standard error with an
effective sample size (n*) of independent informatibased on the lag-1 autocorrelation

coefficient correlation of the noise residuar & nGl'_—z) as in Santer al. (2000).This is now
+

better explained in Section 3.1 of the revisedivearsiith the Eq. (3).
c) Details for the proxies have been added ingke t



d) The choice of using “statistical’” harmonic amehr terms instead of “physical” proxies in the
backward elimination approach is widely appliedprevious ozone regression studies (e.g.
Mader et al., 2007; 2010). Physical proxies for Hupiivalent Effective stratospheric chlorine
(EESC) and for the Eliassen-Palm (EP) flux couldused for describing changes in ozone
depleting bromine and chlorine substance and inBifesver-Dobson circulation instead of the
linear trend and harmonic terms. As explained ictiSe 3.2, the use of the EESC proxy could
be an interesting alternative, in particular foe timeasurements starting before the turnaround
point for the ozone hole recovery in 1996/1997.sTould avoid adjusting two LT terms (one
before and one after the turnaround).

[4) Section 4:

a) Also, the discussion should include remindersualexpected uncertainties (that had to be
kept in mind). For example P. 27586, last paragepbut the results in the tropics: what about
the large contribution from the a priori? Does dtter in this discussion of the variability?

b) Several mention of the impact of anthropogemigssions that has not been demonstrated:
what about other sources? (Cf. comments above)

c) Section 4.2: Cf comments above about the rekidubt of the processes have already been
identified in the previous description of the O3Jriahility. This description could be a lot
shorter, avoiding repetition. More importantly,wbuld be helpful to clearly explain why the
regression is performed and what we learn withctiefficients plotted, what we learn in terms
of O3 variability.

d) P.27589, last sentence: this statement seenly stong and is not well demonstrated.
MOZART4-GEOSS5 has probably already been comparedr@ace observations of O3 and NO2
in many regions, very probably providing a bettesleation of the quality of the anthropogenic
emissions. Authors could provide a few numbers fthenliterature here.

e) P.27590, I. 13-14: Unless | missed it, thishis 1st mention of these numbers regarding the
performance of IASI. This should be in section 2dAn this section, the authors should explain
if the findings are still relevant considering thiscertainty (bias in this case).

f) It would be helpful to add a short conclusiortte end of section 4.2 to clearly explain how/if
the multivariate regression approach provided oalginformation, or if it is mainly used to get
rid of other factors than the trends the authoesaaming at identifying.

g) Section 4.3.1: Results only discussed herehferdS layer. What about other layers? Similar
conclusions (I guess) or less critical to have ydabs? What about previous studies cited
throughout the paper: what temporal resolutionlaeg using?

h) Section 4.3.2: Provide numbers for trends obthim the literature (cf general comment
above).

i) Section 4.3.3: Are trends consistent if the @51 dataset or IASI at the FTIR location is
used? Hence: do we really need such high covemgericlude? For regions where trends are
insignificant if inferred from FTIR: same result IASI used only when FTIR observation is
available?]

a) We thank the referee for pointing that out. Thecussion related to Fig.4 has been now
extended to include the effect of the a priori cdwottion:

“A lower tropospheric column (e.g. ground-700 hleah generally not well be decorrelated
because of the weak sensitivity of IASI in the lomest layers (Section 2). However, the
measurements in northern mid-latitudes in springyeer are characterized by a larger



sensitivity. In the ground-700hPa columns, we fihdt the apriori contributions do not exceed
40% and they range between 10% and 20% over thi@eatal regions....”

“This certainly helps in detecting the real varispiof Oz in the N.H. troposphere, and, the
increase in the observed concentrations and thabiitly may likely indicate a photochemical

production of @ associated with anthropogenic precursor emissions.

b) Cfr responses to general comment 4) above. fifadl sontributions from fires and biogenic
emissions are now mentioned in the revised Sedtibn

c) Please refer to responses to general commentsdl}).

d) Cfr responses to general comments 2) and 4).

e) Actually, this bias was already mentioned inti®ac2. The bias is supposed to only affect the
constant terms by ~10-15% in UTLS in the mid-latés and in the tropics, not the ozone
variations. The sentence has been rewritten.

f) This has been added. Please refer to respomaitocomment 1) above.

g) We thank the referee for this comment. Secti@mldand Figure 9 have been revised to clarify
the discussion. The averaged relative residualsnave indicated in the middle panels in the
revised Figure 9 which now also includes the défexes between the both models (with and
without the linear trend term) to highlight the st which corresponds well to a trend over the
IASI period. We also note that this offset is olbser for most of layers and latitudinal bands
particularly where either £xrecovery or solar effect is important, consistemiith the decrease
in trend uncertainty. This is illustrated in Figutebelow (same as Figure 9 of the manuscript)
which shows one additional example (MLST in 30°S&0of model adjustment, characterized
by a large significant negative trend in both dasllgd monthly data (see Table 2 of the
manuscript) and, as a result, by a large offsetvéen the two regression models.

We add in the text: “The same conclusions can be/alifrom the fits in other layers and latitude
bands, especially those where the solar cycle tiami@f ozone is largest (MLST and UTLS) or
where the ozone recovery occurs (UST). A largardrencertainty associated with the monthly
datavs daily data is found in all situations (see Tahl&&ction 4.3.2).”

Thanks to the high temporal sampling of the insegntnobtaining daytime daily measurements
from IASI in the other layers is not critical atl,aéxcept for polar regions where daytime
measurements are not possible during the polat (ifgtta are only available during February-
October and October-April over 70N-90N and 70S-9@Spectively; See Table 2).

To the best of our knowledge, the previous studieEh focused on an analysis of inter-annual
variability and long term trend in {Q(total, stratospheric or tropospheric columnshegiton
regional or global scales) have all applied a regjom model on monthly time series, not on
daily measurements.

h) Cfr responses to General comment 5) and to fpemmment 1b). Trend values from
previous studies have been added in the revisédaezomparison.

i) We thank the referee for this comment.

As one can expect from the FTIR measurementsiidtest on Figure 10 of the manuscript, IASI
time series with the same sampling as the oneef#IR leads to non-significant trends. This
has been tested by applying the regression modelubsampled IASI dataset with the same



temporal resolution as that of the FTIR datasetsalll cases, we observe that the fitted trends
inferred from IASI and FTIR are within the uncent#s of each other and that the uncertainties
associated with the subsampled IASI datasets gnéfisantly larger than the ones with the full
daily dataset. These trend values have been add@dble 4 of the manuscript and this is
mentioned in the revised Section 4.3.3.

Even if validating the 1ASI fitted trends with inglendent datasets is challenging due to the
short-time period of available 1ASI measurementsl ahe insufficient number of usable
correlative measurements over such a short peodresults in Section 4.3.2 give convincing
evidences for the ability of IASI to measure change & records and sustain the need for
continuous and high temporal frequency measurements

[5) Conclusions:

a) P. 27598, I. 19: ‘reasonably independent’ isiague considering that it is critical. It needs to
be better evaluated.

b) Last sentence: | have not really seen this cmmmh clearly appearing in the results.

c) P. 27599: | do not really agree with the condin®n anthropogenic emissions as well since it
is not really demonstrated here, and not refereihced

a) Cfr general comment 2) and 4). The IASI vertisahsitivity in the MLT has been better
evaluated throughout the manuscript.

b) As indicated in Section 1, only the MetOp-A m&asnents have been used. The extension of
the & records with the successive IASI instruments -B1@) and —C (2018), and with IASI
successor on EPS-SG after 2021, will allow assgssinsistent trends in the different
atmospheric layers.

c) See responses to General comment 4).

[6) Supplemental material

a) Information on the O3 tagging technique sho@dbefly provided in the S.1 section.

b) | do not agree with the conclusions providedo Inot see how the authors conclude that it's a
problem due to anthropogenic emissions.

c) 2: The contribution from STE exchange does matly help with the problem of IASI’s
vertical resolution (Cf. comment above). A compamisof simulated contributions with and
without smoothing would provide some indicationbtmth aspects.]

a) Detailed information on the tagging procedure alhthe photolysis and kinetic reactions used
in MOZART4 for the tagged species can be found mntons et al. (2012). This has been
mentioned in Section S1 of the Supplement.

b) Please refer to General comment 4) above.

c) Please refer to General comment 2) above.

Technical comments:

[1) Table 3: why ‘Feb.-Oct’ and ‘Oct-Apr’? What dddank lines correspond to? (only *-*)]

These time periods correspond to periods of aVaildaytime IASI observations for the polar

zonal bands. Because only daytime IASI observat{datermined with a solar zenithal angle to
the sun < 80°) are used in this study since theycharacterized by a better vertical sensitivity to



the troposphere, we do not have measurement diréngolar night (indicated by ‘-’ in Table 3
of the manuscript). This is now mentioned in thased text.

[2) Figure 4: No (a) and (b) in this Figure. . .€Times for the partial columns are hard to read, |
suggest adding a specific figure. Small black gitle the figures are hard to read, real titles
would be clearer.]

Titles have been enlarged and (a) and (b) have d@@ed. A higher resolution of the figure has
been provided.

[3) Figure 6: Color scale could be adjusted forlib&om plot since magnitudes change for each

plot.]
It has been scaled

All the other technical corrections have been idelliin the revised version.
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Figure 1. Daily (a) and monthly (b) time series of @easurements and of the fitted regression
model in the UST in the 30°S-50°S latitude bang (@w), of the deseasonalised @° row), of

the difference of the fitted models with and withdle linear term (Brow), and of the fitted
signal of proxies ([regression coefficients*ProxyF (blue), QBO (QBH + QB green),
ENSO (red) and AAO (purple) (bottom) (given in DOhe averaged relative residuals are also
indicated (%).
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