Response to Reviewer #1.:
Review

First of all, we thank the referee for his positigeneral comments about the paper. We
acknowledge him for his useful corrections and ssggns, which have helped us clarifying
several points and improving the manuscript.

Below we provide our point-by-point responses ts mdividual comments. Before each

response, the reviewer comments have been quoteedre[]. Corresponding information and

corrections have been added to the revised verdidine manuscript. Technical comments are
also included in the revised version.

General Comments:

[1) The paper also discusses the use of daily wtimy ozone median averages in the trend
analysis. This is a less frequently used approéchas its positive and negative sides for
understanding short and long-term variability imei series. The advantage of using daily
median ozone values in the upper stratosphere nshese as there is a physical process that
relate Solar flux (SF) and ozone variability on taly bases, but it cannot be clearly separated
in layers below upper stratosphere. It will be gtmtiave discussion on significance of the daily
vs monthly SF contribution to the trend analysesafblayers (section 4.3.1 discusses only upper
stratosphere layer trends).]

We thank the referee for pointing out this missasgpect of our analysis. It is true that most of
the solar cycle variation of ozone occurs in thhatesphere, even in the lowermost stratosphere
(e.g. Soukharev and Hood, 2006). However, the Giskity median ozone values in the layers
below (UTLS and MLT) is justified in our analysiy bhe coarse vertical resolution of IASI
(full-width at halfmaximum of the averaging kernels) which is sucht tipgper and lower
atmospheric levels contribute to each other.

As expected, the use of daily medians mainly help®ducing the uncertainty associated with
the trends (i.e. in discriminating between a linfand and the solar flux effect) in the UST
column where the ozone hole recovery is clearlytified, but it also reduces the uncertainty in
the lower layers (cfr Table 2 of the manuscript)jng@pally in the MLST and the UTLS where

the solar cycle is an important driver (cfr Fig@&ef the manuscript). This is now specifically
mentioned in Sections 4.3.2 of the revised version:

“We show that the daily and monthly trends in alfdrs and all latitude bands fall within each
other uncertainties, but that the use of daily meditrongly helps in reducing everywhere the
uncertainty associated with the trends for the aesgliscussed above (Section 4.3.1). This is
particularly observed in the UST where the ozonée hrecovery has been identified from
previous studies, but also in the MLST and the UTiltfgre the solar cycle variation of ozone is
the largest (see Figure 8). As a consequence, ...”

This result is important as it tends to indicatat ttiaily data should be preferred to monthly data
for deriving significant trends. This gives in oopinion convincing evidence of the benefit of
IASI in terms of frequency sampling for the assessnof Q trends.



[2) The paper proposed the use of daily data fpaisgion of the Solar signal from the trend
contained in the 6-years long time series, bus ihat clear from the text that it improves the
model fit in all layers and latitude bands (i.esigeials). This should be discussed in more details
in the paper, including showing results in othemttyS layers.]

In the example provided in Figure 9 of the manycfUST in 30°S-50°S), we show that the
daily data considerably improves the regressionehodterms of residuals (44% in dailsg
60% in monthly data) and of trend uncertainty (.47 in daily vs1.21+1.30 in monthly data).
This translates to larger relative differences leetwthe regression with and without the linear
term in daily data (17%) than in monthly data (10%hich indicates a larger compensation
effect in the latter. The averaged relative redglase now indicated in the middle panels in the
revised Figure 9, which also illustrates the déferes between the two regression models (with
and without the linear trend term), as suggestethéyeferee in one of the technical comments.
The offset between the two models is observed fostnof layers and latitudinal bands
particularly where either £xecovery or solar effect signal is important, vwhis consistent with
the decrease in trend uncertainty.

We present in Figure 1 below (same as Figure Shefrhanuscript) one additional example
(MLST in 30°S-50°S) characterized by a large sigaiit negative trend in both daily and
monthly data (see Table 2 of the manuscript) witlarge offset between the two regression
models. With this example, we show that even ihb@isiduals and trends are similar in daily
and monthly data (-2.17+0.58DU/Yr in daily data-2s36+1.80 DU/Yr in monthly data, see
Table 2 of the manuscript), the higher co-lingaot the linear and the solar flux terms in
monthly data in comparisons with daily data trateslato a much larger trend uncertainty (a
factor of ~3 in this example).

This is now better explained in Sections 4.3.lhefrevised version:

- “This effective co-linearity of the linear andettmonthly solar flux terms translates to larger
model fit residuals (44% in daily averages 60% in monthly averages), to larger relative
differences between the two regression models (anith without the linear term) (17% in daily
vs 10% in monthly data), and to larger uncertaimythe trend coefficients when using the
monthly data in comparison with the daily data.”

- “The same conclusions can be drawn from thaditsther layers and latitude bands, especially
those where the solar cycle variation of ozonaigdst (MLST and UTLS) or where the ozone
recovery occurs (UST). A larger trend uncertairggaiated with monthly dats daily data is
found in all situations (see Table 2, Section 4.3.2

[3) One note, the “US” abbreviation for upper sisgthere in the text was confusing to me, as it
is typically used for geographical domain of theitgleh States. | would have preferred to have
the “UST” abbreviation. “MLS” is also an acronymnemonly used for the satellite (Microwave
Limb Sounder) ozone data, it therefore it wouldbb#ier to change it to “MLST".]

We thank the referee for pointing that out. Thesmm@yms have been changed to UST and
MLST throughout the revised version of the manyxcri

Specific comments:



[1) P. 12, lines 260-261. Can you please provideenuetails on how the correction for the
autocorrelation is applied to uncertainties offit®§

We calculated the uncertainty of the fitted pararseby computing the standard error with an
effective sample size (n*) of independent informatibased on the lag-1 autocorrelation

coefficient correlation of the noise residuar & nB;—i) as in Santer al. (2000).This is now

better explained in Section 3.1 of the revisedivers

“The constant term@st) and the coefficients,,b,,x; are estimated by least-squares method

n?’™~n?
and their standard errorg() are calculated from the covariance matrix of ¢hefficients and

corrected to take into account the uncertainty tdude autocorrelation of the noise residuals as
discussed in Santer et al. (2000) and referenegsith

> [0, - yyF
o= (YY) ¢ 3+ 3)
n-m 1-o
WhereY is the matrix with the covariatetrénd,cosfat),sin(nat), X, ;
y is the vector of the regression coefficients cqroesling to the columns of , n is the number

of daily (or monthly) data points in the time serien is the number of fitted parameters, and
the lag-1 autocorrelation of the residuals.”

) sorted column wise,

[2) P.14, lines 301-303. It is clear from the pajhet the IASI has information in the MLT layer,
which is between surface and _ 8 km. On the oth@dhlIASI sensitivity to ozone variability
below 4 km is not clearly discussed. Figure 4 satgy20-40 % total error of the retrieval at the
bottom of each of 3 plots for different atitude danFigure 5 shows that about 20-40 % ozone
variability is observed in the lowest 4 km, witletaxception of tropical region. AKs for 0-4 km
altitude likely have large contribution from layeabove. Is it possible to discern actual day-to-
day ozone variability below 4 km and trend thaat®ve the retrieval noise? The information on
the AP contribution in MLT (similar to the Figured2scussion) can be discussed in this section
to help with the sensitivity assessment. This sactheeds to expand the discussion on
information in the MLT.]

The referee is right; AKs below 4 km altitude sugjge large contribution from the upper layers.
Based on AKs profile shapes, one should generatieb not consider analyzing the ground-
300hPa tropospheric column separately in sub-laggrse each of them contributes to each
other, nor analyzing the lowermost troposphere lise@af the sharp decrease of sensitivity down
to the surface which is inherent to nadir thermrRakbunding in cases of low surface temperature
or low thermal contrast (see Figure 4 of the manpgcAs a result, the variability can hardly be
discussed independently below 4 km and this is mhytrends were given for the lowermost
troposphere.

However, one exception is found in spring-summeéN3B0°N latitude band where the detected
variability below 4 km (between ~30% and ~45%, Begire 5 of the manuscript) is larger than
the retrieval error (lower than 25%, see Figurdo¥df the manuscript). As mentioned in the
paper, this variability could potentially be linkéal photochemical production of;@ssociated



with anthropogenic precursor emissions. The a pemmtribution in the ground-700hPa column,
as suggested from Figure 2 of the manuscript mgttound-300hPa column, is the lowest in this
region and during that period. It has been estichaiel0-20% over the continental regions.

This is now better explained in both the revisedti®a 2 and Section 4.1, and some words of
caution about the detectable ozone variabilityhalbwer troposphere have been added as well.

[3) P.14 lines 314-315. Please clarify the statdrfieime fact that the patterns are similar in _10
km mainly reflects the low sensitivity of IASI that level compared to the others.” This is in
regards to Figure 6. It would be good to explabitanore about the patterns. Otherwise reader
is left to guess if it is about seemingly no vailiabin the tropics (blue color indicates low
concentrations), or similarity to results at 20 lonsomething else. Figure 5 shows high relative
ozone variability at 10 km level, but the rangabsolute ozone concentrations might be small.]
This sentence has been changed to “The fact tegpdtterns in ~10km are similar to those in
~20 km mainly reflects the low sensitivity of IARI that level compared to the others”

[4) P. 21,

a) lines 452-456, statement that “. . .linear tasnmot compensated by solar flax in daily
averages” is not completely true, because the B fsignal from the model with and without
the liner term (blue and orange lines shown inktbgtom left panel of Figure 9) are not exactly
the same (positive and negative coefficients).

b) Also, the difference between the orange and Skisignal can be fitted with the linear slope.
c) Besides Figure 8, it will be useful to have aulated summary of the variables in the
statistical model that were kept after iterativekvaard selection, and fitting uncertainties for all
layers and latitude bands. Otherwise it is hargebthese numbers from the figure. It can be
added in the Supplemental materials.]

a) The sentence has been corrected.

b) Exactly. This results from the exclusion of timear term trend in the regression model. This
is precisely what we expect from using daily datd daily solar signature instead of monthly
ones: the offset when using daily data correspaveldsto a trend over the IASI period. It results
from the fact that, in daily data, the solar fluxnaot completely compensate the linear trend
(LT) term in the regression model because of itengt daily signature, while it largely
compensates the LT in monthly data. See respoesesmiment 5a) and b) below. We now
better explain Figure 9 in the revised Sectionl4.3.

c) We now provide in the revised version of the Bementary Materials and here below, the
Table S1 which summarizes the proxies retainetienstepwise backward elimination approach
that are significant at the 95% level for eachtuake band and for each partial column.
Summarizing in one Table the fitted uncertainties éach retained fitted parameters, each
latitude band and each layer is difficult and wevehgreferred to keep Figure 8 as it is.
Nevertheless, to help the readers, the proxieslwb&come statistically non-significant when
accounting for the autocorrelation in the noisedwess at the end of the elimination process
(with an uncertainty larger than its associatedrese; i.e. larger than 100% corresponding to an
error bar overlapping the zero line) are indicdietiveen parentheses in Table S1. This has been
now mentioned in the revised version in Section 4.2

[5) Additional Figure 9 comments:



a) The information in the middle panel is not velsar. It is stated that the deseasonalized IASI
ozone data are plotted. Can you please explaiprbeess of deseasonalization for data, such as
how the seasonal cycle was derived — from dateagesror from the model fit?

b) Whereas the model fit with the linear term imgd (light blue line) seems to follow the de-
seasonalized IASI ozone data (dark blue), the mittdslthout the linear term (orange) is clearly
low-biased from the data (dark blue line). It ig nkear how the model fit can be done with the
resulting mean offset from the data. Is it possithlat the wrong constant term is used to
calculate the model time series (orange) for thos. ply understanding of the discussion is that
two separate models were used to obtain the datarfe is with (blue) and another one is
without (orange) the linear term. Please make cbomes to the text if the single model is used,
but the model result is plotted with and withoug timear term.

c) On the other hand, in the case of the modelithout the linear term the SF signal
contribution to the model fit for monthly mean d&tanuch larger as compared to SF term in the
daily data fit model. Is it due to the fact thatasdlux seems to increase from 2008 to 2013, and
for the analyzed time period seems to be compfiselioer trend and the day-to-day variability
that has significantly increased by 20117?]

a) Deseasonalized IASI data were obtained by sttbigafrom the IASI ozone time series the
seasonal cycle derived from the model fit. This I@sn now mentioned in the revised version.

b) and c) See responses to general comment 2).

As discussed in Section 4.3.1, two separate mduele indeed been used, one with and one
without the linear term. The offset (which is adlpaot constant but increasing over the time
period, i.e. representative of a trend) betweerbtith models precisely results from the fact that,
in daily data, the solar flux cannot completely pamsate the linear term trend because of its
strong daily signature. In monthly data, the solax and linear trend terms are less
distinguishable and we observe a much larger cosgtiem effect: the SF signal is indeed much
larger and the offset is consequently not as hggimalaily data. This is now better explained in
Section 4.3.1 of the revised version.

[6) p.22, lines 486-488. When comparing to the janev publications of the trend analysis,
please mention the difference in the time periodlyaed. | would replace “in agreement with
previous studies” with “comparable to the resuliblshed in the previous studies”]

Thanks for pointing that out. It has been changed.

[7) p. 22,line 497 “change ‘was’ to ‘werdllhas been changed.
[8) p.23, line 506, change ‘conducting’ to “leading has been changed.

[9) p.23, line 507-508, add at the end of the se@ein winter (Table 3)”. Remove the next
sentence.lt has been changed.

[10) P. 23, lines 508-510 add “NH” after “in sumrheand “SH” after “in winter”.]It has been
changed.

[11) P. 23 lines 511-512. The discussion of thea# of the upper stratosphere temperature
trends is important for the trend analysis. Can plmase comment on the correlations between
daily ozone and Solar flux, ozone and temperatare] possibility to discern temperature
contribution to ozone variability from Solar flux upper layers.]



Previous studies have shown that the various cla&mproduction and loss mechanisms respond
to the annual cycles of temperature and of diffeteate gases (i.e. stratospheric temperature is
the main driver of ozone loss within the polar esrtand this chemical destruction further
favours low total ozone and thus less ozone radiatieating and lower stratospheric
temperatures) and that all these effects are edeal Temperature changes are linked to changes
in the frequency of stratospheric warmings (e.ge tim QBO-induced secondary circulation,
decreasing C@ cooling,...); Solar cycle plays a very clear inflaenon both ozone and
stratospheric temperatures variations that are etscelated with the QBO. Please refer for
example to Steinbrecht et al. (ACP, 2006) whichorggd results from a multiple linear
regression analysis of both long-term total ozo®@MB observations and long-term temperature
reanalyses, accounting for the 11-year solar cyateQBO effects amongst others.

As mentioned throughout the manuscript, the coniplegf the dynamical and chemical
processes makes it difficult to unambiguously defgimple and independant predictor in a
statistical model (e.g. Mader et al., 2007; Hamisal., 2008). We now mention in the
conclusions that effects of changing stratosphengperatures as well as changes in the Brewer-
Dobson circulation should be investigated in aHfertstudy.

[12) P.25, lines 553-556.

a) This section discusses the MLT layer (ground-B8P@). Please clarify what is meant by “As
for the upper layers, . . .."”. It is possible ttta subject of the discussion has changed, andtthen
would be better to have a new paragraph.

b) Also, Tables 2 and 3 show negative trend inA& MLT layer , but it is stated here that it is
in agreement with increases in ozone found in Ar@tivi et al, 2007) following changes in
Arctic Oscillation. This statement needs furtheplaration how the negative ozone trend is
related to the Arctic Oscillation during 2008-2QirBe period.

c) Table 3 title has missing information about seeond row of trend results. Please add after
daily “ (top) and monthly (bottom)”, similar to thile in Table 2.]

a) and b) We thank the referee for pointing thagtakie. This sentence has been deleted in the
revised version.

c) "Same as Table 2" has been indicated in the migtead of repeating the description of Table
2 to shorten the Table 3 title.

[Supplemental material: The discussion on the spperic ozone variability (MLT) is largely
concerned with the stratospheric origin of the asgheric ozone which is tracked by means of
the difference between total and ozone tagged yefed NOx tracer (Figures S2 and S3). And
this is a wonderful addition to the data analystewever, the reader would also like to
understand the contribution of the stratospheramezdue to the shape of the AK, which is not
discussed at all. It should be possible to as$esgdtrieval error by using truncated AK (zero
weights for stratospheric ozone) for smoothing M®ZA-4 profiles and then comparing it to
the full IASI AK smoothed profiles.]

As suggested by referee #3, we now illustrate énrdvised Supplement (Figure S4(a)) the fit of
MOZART-4 O; and of Q®99-N%time series, in addition to the stratospheric ibation
(Figure S4(b)), without accounting for the IASI siivity, to evaluate the effect of the
smoothing error from the observational system. Wefgp to adopt this approach instead of
truncating the AK in the stratosphere, since reaidiratospheric contributions will still be



reflected in AK from lower layers. Note also thhetsmoothing error [(A-)Sa(A-I) can be
evaluated from the a priori contribution [Xa- (AXayovided in Figure S5(b) since they are both
correlated; i.e., if the 1ASI sensitivity is low ite MLT, the smoothing error will be large as
well as the contributions from the a priori andnfrthe upper layers. When comparing Fig. S4(b)
and Fig.S5(b), the differences suggest that théddnvertical sensitivity of IASI contributes a
smaller part (~10%-20%) to the IASI stratosphentabution than the natural stratospheric
influence (~20% to 45%). In addition, the contribatof the real natural variability (originating
from both the troposphere and the stratosphereughrdSTE processes) into the MLT; O
columns is also now illustrated in an additiongufie (Fig. S6(a) and Fig.2 here below) and is
estimated to be larger than 50% everywhere. Fampieg we interestingly show that in the 30N-
50N band where the DOFS is the largest (See Fig,2tlos contribution reaches ~85% from
which only ~30% originate from the stratospheregg(F34(b)) and ~55% from the troposphere
(Fig. S6(b)). This is now specifically mentionedtire last paragraph of Section 2 of the revised
manuscript and in the Supplementary materials.

This further supports the findings that IASI isebb detect a large part of the real variability of
Oz in the N.H. troposphere, and that the increagbarobserved concentrations and variability in
the mid-latitudes N.H. during spring-summer likéhgicate a photochemical production of O
associated with anthropogenic precursor emissiofrs $ection 4.1 of the manuscript).

Technical comments:

[Figure 1 — add a few minor ticks to the altituces]|
It has been added.

[Figure 5 — “1*sigma” — is it correct expressiom,ioshould be defined as sigma/ (median ozone
value)*1007?]

It should indeed be defined aso{tlaily median @)/(daily median @*100]. This has been
corrected.

[Figure 9. It would be better to separate middlegbanto two — for the model fit with and
without the linear term. It would then allow forage in the plot to show the residual for both fits
separately.]

We prefer to keep the middle panel as it is to neasly compare the regression models with the
linear term trend included or not in the regressizodel and to highlight the increasing offset
between the both models. But as suggested by theeeg we have added in the revised Figure 9
a panel illustrating the difference between the tegression models and the averaged relative
residuals (%) have been indicated as well.



Table 1 List of the proxies retained in the stepwise baakivelimination approach which are
significant at the 95% level (see text for detafts) each 20-degree latitude bands and for each
partial column. Proxies are indicated for Solaxfliolue), QBO10 (green), QBO30 (orange),
ENSO (red) and NAO (pink)/AAO (purple). Symbols icated between parentheses refer to

proxies which are not significant statistically wahaccounting for the autocorrelation in the

noise residuals.

Proxies Ground-300hPa 300-150hPa 150-25hPa 25-3hPa Total columns
(Troposphere) (UTLS) (MLST) (UST)

7°N-9C°N | (0)(0)0 O | 0(0)0O (0) | 0(0)(0)00 | (0)0(0)0 0(0) 000
5°N-70°N | O (0) (0)0 (0) | 00 (0)0 0(0) (0)0 0 (0)(0) 0 (0) (0)0 0
30°N-5C°N | (O) (0) (0)O 0(0)(0)0 0(0) O 0(0) 0 (0) (0)©0) | 0 (0) (0)0 O
10°N-30°N (0) (0) (0) | (0)O(0)0 (0) | (0)(©O)©)0 0 0 (0) (0) 0(0)00
10°S-10N | (0) O (0) (0)©) | 0O 0O 0 O (0)00(0)©)| 0O O |(0)00O0()O)
30°S-10°S | (0) (0)(0) (O) | (0)O(0)0(0) | O(0)0O0 (0) | (0)0OO (0) | (0)(0)0OO ©
50°S-30°S | (0) (0)(0)0 (0) | (0)0(0)0 O | 00 O (0)| (0000 (0) | (0)(© 00 (O)
70°S-50S | O (0) (0) (0)0(©) O |(0)0)0(©) O (000 (0) | (0)(0)00 ©
90°S-70'S (0)O0 O (0)O(0) © (0)(0)(O)(0)(O) O(0) O | (0)(©O)(O)©O)O)
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Figure 1. Daily (a) and monthly (b) time series of @easurements and of the fitted regression
model in the UST in the 30°S-50°S latitude bang (mw), of the deseasonalised @° row), of
the difference of the fitted models with and withdle linear term (Brow), and of the fitted
signal of proxies ([regression coefficients*ProxyF (blue), QBO (QBH + QBCG® green),

ENSO (red) and AAO (purple) (bottom) (given in DOhe averaged relative residuals are also
indicated (%).
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Figure 2: Contribution to the IASI MLT @ columns (%) (a) of the natural variability
(troposphere and stratosphere) and (b) from thmgphere.
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