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Abstract

Observed and projected trends in large scale wind speed over the oceans prompt the

question: how might marine stratocumulus clouds and their radiative properties re-

spond to future changes in large scale wind speed? Wind speed drives the surface

fluxes of sensible heat, moisture, and momentum, and thereby acts on cloud liquid5

water path (LWP) and cloud radiative properties. We present an investigation of the

dynamical response of non-precipitating, overcast marine stratocumulus clouds to dif-

ferent wind speeds, all else equal. In cloud-system resolving simulations, we find that

higher wind speed leads to faster boundary layer growth and stronger entrainment. The

dynamical driver is enhanced buoyant production of turbulence kinetic energy (TKE)10

from latent heat release in cloud updrafts. LWP is enhanced during the night and in

the morning at higher wind speed, and more strongly suppressed later in the day. Wind

speed hence accentuates the diurnal LWP cycle by expanding the morning – afternoon

contrast. The higher LWP at higher wind speed does not, however, enhance cloud top

cooling because in clouds with LWP�50 gm
−2

, long wave emissions are very insensi-15

tive to LWP. This leads to the more general conclusion that in sufficiently thick stratocu-

mulus clouds, additional boundary layer growth and entrainment due to a boundary

layer moistening arises by stronger production of TKE from latent heat release in cloud

updrafts, rather than from enhanced longwave cooling. We find furthermore that large

scale wind modulates boundary layer decoupling. At nighttime and at low wind speed20

during daytime, it enhances decoupling in part by faster boundary layer growth and

stronger entrainment, and in part because circulation driven by shear from large scale

wind in the sub-cloud layer hinders vertical moisture transport between the surface

and cloud base. With increasing wind speed, however, in decoupled daytime condi-

tions, shear-driven circulation due to large scale wind takes over from buoyancy-driven25

circulation in transporting moisture from the surface to cloud base, and thereby re-

duces decoupling and helps maintain LWP. The cloud radiative effect (CRE) responds

to changes in LWP and cloud fraction, and higher wind speed translates to a stronger
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diurnally averaged CRE. However, the sensitivity of the diurnally averaged CRE to wind
speed decreases with increasing wind speed.

1 Introduction

Clouds are a linchpin in Earth’s climate system because of their impact on Earth’s
radiation budget (Hartmann and Doelling, 1991). Low clouds, and in particular ma-5

rine boundary layer clouds exert stronger leverage over reflected solar radiation com-
pared to other cloud types (Hartmann and Short, 1980; Hartmann et al., 1992). With
their response to environmental conditions, clouds amplify (positive cloud feedback)
or dampen (negative cloud feedback) the effects of climate forcing or internal climate
variability (Schneider, 1972; Stephens, 2005). Cloud feedbacks are a major source of10

uncertainty in climate simulations (Webb et al., 2006; Williams and Tselioudis, 2007;
Wyant et al., 2006). The uncertainty related to low clouds originates primarily from
marine stratocumulus and trade wind cumulus clouds (Bony and Dufresne, 2005; So-
den and Vecchi, 2011). Recent observational and model work provides evidence for
a positive low-level cloud feedback (Clement et al., 2009), but the sign, magnitude, and15

mechanisms of the response and feedback of low clouds to climate change are far from
understood. The subject has therefore garnered intensifying scrutiny with models that
resolve processes in more detail than climate models.

Caldwell and Bretherton (2009) found, using a mixed layer model, that a warmer cli-
mate would be accompanied by a negative cloud feedback from stratocumulus clouds,20

caused by a cloud thickening due to weaker mean subsidence and a stronger inversion.
Xu et al. (2010) used a large eddy simulation (LES) model to investigate the response
of shallow cumulus and overcast stratocumulus clouds in an idealized climate change
scenario, represented by a 2 K warmer sea surface temperature (SST). They identified
a negative cloud feedback arising from the increase of cloud geometric thickness, liq-25

uid water path (LWP), cloud optical thickness, and inversion height with SST. Blossey
et al. (2013) investigated marine low cloud sensitivity to idealized climate change (2 K
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SST warming) in a LES intercomparison study. The study covered the well-mixed stra-
tocumulus, decoupled stratocumulus, and shallow cumulus cloud regimes. Most of the
models in the intercomparison produced a negative cloud feedback for the well-mixed
stratocumulus cloud regime, and a neutral or positive cloud feedback for the decou-
pled stratocumulus and the shallow cumulus cloud regime. Bretherton et al. (2013)5

expanded the investigation by considering changes in temperature, free-tropospheric
relative humidity, carbon dioxide (CO2) concentration, subsidence strength, inversion
stability, and wind speed. The setup of their study allowed an estimate of the cloud re-
sponse to a World Climate Research Program Coupled Model Intercomparison Project
(CMIP3, Meehl et al., 2007) multimodel mean forcing for a particular greenhouse gas10

emission scenario. For a CMIP3 2×CO2 forcing, a positive short-wave cloud feedback
resulted for the well-mixed stratocumulus, decoupled stratocumulus, and shallow cu-
mulus cloud regime. Bretherton et al. (2013) concluded that this result, relative to that
of Caldwell and Bretherton (2009) and Xu et al. (2010), arose from accounting for the
radiative effect of the addional CO2 in their simulations, and from different assump-15

tions on subsidence in a warmer climate and on the advection of heat and moisture.
Combined, the current understanding indicates a positive globally integrated low cloud
feedback in the climate system, but which is a composite of local responses which
depend on cloud state and environmental conditions. Understanding of the various
mechanisms by which the cloud states respond to changes in environmental condi-20

tions that accompany climate change is needed to build a dependable foundation for
the representation of low level clouds in climate simulations.

An understudied cloud-climate feedback mechanism is the response of boundary
layer clouds to changes in large scale wind speed. Colón-Robles et al. (2006) ob-
served that weak surface winds were associated with fewer activated cloud droplets25

in trade wind cumulus clouds, and concluded that higher cloud droplet concentrations
are more likely under conditions of stronger low-level wind speeds, primarily because
stronger low-level wind speeds are associated with more intense cloud base updrafts.
Chen et al. (2011) investigated aerosol–cloud–precipitation interactions in marine stra-
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tocumulus using LES. They concluded that under stronger wind speed, an enhanced
surface moisture flux leads to a thickening of the cloud and stronger precipitation. Nui-
jens and Stevens (2012) investigated the equilibrium response of trade wind cumulus
clouds to wind speed using LES. They found that at stronger winds, trade wind cumu-
lus clouds are deeper but not more numerous nor more energetic. Nuijens and Stevens5

identified the reason as an opposite response of the surface sensible heat and moisture
fluxes to an increase in wind speed, which approximately maintains surface production
of turbulence kinetic energy and cloud base mass fluxes as wind speed increases.

In this work, we investigate the response of non-precipitating, overcast marine stra-
tocumulus clouds (Wood, 2012) to different wind speeds, all else equal. The goal is to10

identify and explain the dynamical processes by which wind speed acts on the evolu-
tion of boundary layer growth, entrainment, decoupling, LWP, and cloud radiative ef-
fect in the course of a diurnal cycle. We also investigate the role of buoyancy- and
shear-driven dynamics for boundary layer growth, entrainment, decoupling, and LWP
at different wind speeds.15

The investigation is motivated by observed trends towards higher wind speeds over
the oceans. Young et al. (2011) identified, using satellite radar altimeter wave heights,
a global increase in ocean surface wind speed in the period 1991–2008. Hande et al.
(2012) found an increasing surface wind speed trend spanning nearly four decades
in radiosonde data at a location in the Southern Ocean. Bertin et al. (2013) identi-20

fied a significant increase in wave height (driven by wind speed) in the North Atlantic
Ocean over the 20th century, and Servain et al. (2014) found an intensification of trade
winds in the tropical Atlanic over the period 1964–2012 that accompanied an observed
warming trend in sea surface temperature. These trends in large scale wind speed are
not necessarily a consequence of climate change, but could arise from internal climate25

variability (Dobrynin et al., 2015). Additional motivation derives from projected changes
in ocean wind speeds and wave heights in the course of the 21st century (McInnes
et al., 2011; Hemer et al., 2013). Together with an associated cloud response, the
observed and projected changes in large scale wind speed would constitute a cloud-
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climate feedback mechanism with the potential to impact Earth’s radiation budget, the
formation of precipitation, and the effect of aerosol on clouds.

Here we conduct cloud-system resolving simulations with different large scale wind
speeds. The observed wind speed during the Second Dynamics and Chemistry of Ma-
rine Stratocumulus field study Research Flight 1 (DYCOMS II RF01, Stevens et al.,5

2005) serves as a reference for a ±25 % faster and slower large scale wind speed,
respectively. We chose this variation because the associated variation in 10 m wind
speed averaged over a diurnal cycle in our simulations (−18/+21%) is comparable to
the peak values of the 1991–2008 change in ocean surface wind speed at the location
of the north-east Pacific coastal stratocumulus deck (Young et al., 2011). The different10

wind speeds drive different surface fluxes of sensible heat, moisture, and momentum
in the simulations. We focus on the dynamical rather than the microphysical response
of the stratocumulus-topped boundary layer to changes in wind speed, and excluded
the effect of wind speed on surface aerosol production and loss by setting these terms
to zero. The simulations are initialized with boundary layer properties, cloud properties,15

and dynamics that are consistent with DYCOMS II RF01 observations. The simula-
tions are hence a suitable framework for identifing and characterizing the mechanisms
by which the stratocumulus-topped marine boundary layer responds to different wind
speeds, all else equal. However, they do not represent a stratocumulus-topped marine
boundary layer in a future climate at different wind speeds, which would require initial20

and boundary conditions that are consistent with the chosen climate and wind speeds.
A key mechanism of the wind speed response of stratocumulus clouds is an in-

crease or decrease of the surface moisture flux at higher or lower wind speed, respec-
tively. This mechanism modulates cloud LWP, and thereby the response of the cloud to
changes in aerosol concentration, as well as the propensity of the cloud to precipitate.25

In this work we focus on the non-precipitating stratocumulus state with a low precip-
itation susceptibility to aerosol concentration. The results of the simulations and the
analysis are specific for this cloud state and the chosen environmental conditions.
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A number of studies (e.g., Wang et al., 2008, 2012; Katzwinkel et al., 2012; Mellado

et al., 2014) have investigated the effect of strong wind shear at the inversion on stra-

tocumulus clouds. Such shear is often caused by a jump in large scale wind speed and

direction across the inversion, and differs qualitatively and quantitatively from shear that

arises from the interaction of a constant large scale wind speed with the surface and5

with the potential temperature gradient at the inversion. In this work, we only consider

shear that is generated by a constant large scale wind speed.

The text is organized as follows: Sect. 2 introduces the model and describes the

spin-up runs and simulations. The final state of the spin-up runs (initial state of simula-

tions) is compared with observations. Results are analyzed and discussed in Sect. 3.10

Conclusions are given in Sect. 4. Appendix A presents the nudging techniques used

in the spinup-runs to generate conditions in the initial state of the simulations that are

consistent with observations, and in the simulations to maintain mean free tropospheric

potential temperature and water vapor profiles. Appendix B derives the boundary layer

total water budget equation, and Appendix C discusses the resolution dependence of15

the results.

2 Model and simulations

We use the Advanced Research WRF (ARW) model (Skamarock et al., 2008), which

includes optional chemical and aerosol processes (WRF/Chem, Grell et al., 2005),

with the modifications described in Kazil et al. (2011, 2014). Because we focus on20

the response of the stratocumulus-topped marine boundary to wind speed via the sur-

face fluxes of sensible heat, moisture, and momentum, we disabled chemical reac-

tions, sea spray aerosol emissions, and aerosol dry deposition. We decompose the

total wind field into a residual component and a constant geostrophic component. The

model was modified so that its dynamical core only operates on the residual wind field25

(Kazil et al., 2014). This is permitted because the Navier–Stokes equations are invari-

ant under Galilean transformations. The simulation domain can hence be thought of
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as moving with the geostrophic wind over a stationary ocean surface, although the

geographic location, which determines the Coriolis parameter and insolation, is held

fixed. The residual wind field is nudged by Rayleigh damping towards 0 over a 250 m

layer at the domain top. At the domain base, geostrophic wind acts on the residual

wind field by the interaction of the total wind field with the surface: the surface fluxes of5

sensible heat, moisture, and horizontal momentum are calculated from the sum of the

horizontal residual wind speed and the horizontal geostrophic wind speed at the low-

est model level. The simulation domain is periodic in the horizontal dimensions, with

a height of 1650 m; it is located at 122
◦
W, 31.5

◦
N. The sea surface temperature is set

to 291.5 K, 1 K below the sea surface temperature used in Stevens et al. (2005). This10

value produced in the final state of the spin-up runs (initial state of the simulations)

a surface sensible heat and moisture flux of 14 and 122 Wm
−2

, respectively (Stevens

et al., 2005, give values of 15 and 115 Wm
−2

, respectively). We use a surface pressure

of 1017 hPa and a surface large scale divergence δ = 3.75×10
−6

s
−1

(Stevens et al.,

2005).15

2.1 Spin-up runs

The list of the spin-up runs is given in Table 1. The runs are labeled with the letters m
(medium) and l (large), which denote the domain size of 30 and 60 km, respectively.

The reference grid spacing is dx = dy = 150m, dz ≈ 15 m, dt = 1.5s, where dx and dy
are the horizontal grid constants, dz the vertical grid constant, and dt the time step.20

The spin-up run mfine uses double resolution in each dimension (dx = dy = 75m, dz ≈
7.5 m, dt = 0.75s). The spin-up run l1:5 uses a reduced aspect ratio of (1 : 5), which is

obtained by doubling horizontal resolution (dx = dy = 75m, dz ≈ 15 m, dt = 1.5s).

2.1.1 Initialization

We prescribe altitude (z) profiles of potential temperature θ(z) and total water con-25

tent qt(z) as specified for DYCOMS II RF01 by Stevens et al. (2005) to initialize the
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spin-up runs. Cloud water qc and rain water qr are initialized with zero values in the
spin-up runs, hence the initial qt is apportioned to qv. The spin-up runs use the refer-
ence geostrophic wind speed with a horizontal west-east component U = 7ms−1 and
a horizontal south-north component V = −5.5ms−1. The spin-up runs commence on
11 July 2001 at 00:00:00 UT, shortly after sunset, and end at 04:00:00 UT. Nudging5

(Appendix A) maintains the mean potential temperature profiles and the aerosol num-
ber concentration of 300 mg−1 throughout the simulation domain, and the total water
profile in the free troposphere. Sedimentation and collision-coalescence of cloud drops
are disabled to prevent drizzle formation.

2.1.2 Temporal evolution10

Figure 1 shows the spin-up run time series. Resolution, aspect ratio, and domain size
cause only small differences in boundary layer (BL) turbulence kinetic energy (TKE) be-
tween the spin-up runs (Fig. 1a). Liquid water path (LWP) does not depend on domain
size in the considered domain size range, but on resolution and aspect ratio (Fig. 1b).
We discuss in the following the effect of resolution and aspect ratio, in the considered15

ranges, on the total water flux due to mixing across the inversion, and by extension, on
LWP. The BL total water budget can be written as (Appendix B)

dQ(t)
dt

= F q
precipitation + F q

surface − F q
entrainment − F q

subsidence − F q
mixing. (1)

Q is the boundary layer mean total water mass path (vertically integrated total water
mass per horizontal area). F q

precipitation is the surface water flux due to precipitation,20

F q
surface is the surface moisture flux, F q

entrainment the total water flux across the inver-
sion due to changes in mean inversion height, F q

subsidence the total water flux across
the inversion due to subsidence, and F q

mixing the total water flux across the inversion
due resolved scale and sub-grid scale dynamics at the inversion, fluctuations in inver-
sion height, and spurious mixing. The fluxes point up when positive, which, together25
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with the level at which they are located (surface vs. inversion) explains their signs in
Eq. (1). Note that none of the water variables (qv, qc, qr, qt) are nudged in the boundary
layer (Appendix A), so that no nudging tendency needs to be accounted for in Eq. (1).
Furthermore, F q

entrainment can be taken as zero because mean potential temperature is
nudged towards its initial profile (Appendix A), so that the mean inversion height ex-5

hibits only extremely small changes after approximately 90 min (Fig. 1c). F q
precipitation is

zero because sedimentation and collision-coalescence of cloud drops are disabled in
the spin-up period. Equation (1) can therefore be simplified and rearranged to

F q
mixing = F q

surface − F q
subsidence −

dQ(t)
dt

. (2)

Figure 1d shows the F q
mixing time series from the spin-up runs; in the calculation of10

F q
mixing, F q

subsidence was approximated with its vertical component. Domain size has no

effect on F q
mixing in the considered domain size range, but mixing depends on resolution

and aspect ratio. Doubling resolution in all dimensions reduces F q
mixing by ≈ 20 Wm−2,

while reducing the aspect ratio from 1 : 10 to 1 : 5 increases F q
mixing by ≈ 15 Wm−2

(Fig. 1d). The different F q
mixing change the temporal evolution of LWP in the spin-up15

runs (Fig. 1b). Relative to the spin-up runs m and l , the spin-up run with doubled reso-
lution in all dimensions (mfine) exhibits a higher (and increasing) LWP because of lower
mixing across the inversion (Fig. 1d). The spin-up run with a reduced aspect ratio (l1:5)
exhibits a lower (and decreasing) LWP because of higher mixing across the inversion
(Fig. 1d). The causal attribution relies on the fact that the differences in resolution and20

aspect ratio between the runs m, mfine, l , and l1:5 do not change BL TKE (Fig. 1a) and
perturb surface moisture fluxes much less (in the range ≈ 5 Wm−2, Fig. 1f) than the
total water flux across the inversion due to mixing (in the range of ≈ 35 Wm−2, Fig. 1d).
It is therefore the response of mixing across the inversion to resolution and aspect
ratio that causes the different temporal evolution of LWP, rather than a response of25
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the surface moisture flux or of boundary layer dynamics. To summarize, higher resolu-

tion in all dimensions reduces mixing across the inversion and drying of the boundary

layer. A lower aspect ratio enhances mixing across the inversion and drying of the

boundary layer. These findings indicate counteracting effects of vertical and temporal

resolution vs. horizontal resolution on mixing at the inversion. Consequently, a model-5

specific aspect ratio range exists within which resolution-dependent effects sufficiently

compensate each other so that the model can produce results that are consistent with

observations.

2.1.3 Final state (initial state of simulations)

Figure 2 compares the final state of the spin-up runs (initial state of the simulations)10

with observations from DYCOMS II RF01 (Stevens et al., 2005). Liquid water potential

temperature in the spin-up runs closely reproduces the observations (Fig. 2a) owing

to nudging at all heights (Appendix A) towards the DYCOMS II RF01 specification.

Water variables (qv, qc, qr, qt) are not nudged in the boundary layer. Total water ob-

servations are reproduced by the spin-up runs m and l (Fig. 2b) with no domain size15

dependence. Resolution and aspect ratio have a small impact on total water in the BL

(Sect. 2.1.2): a higher resolution in all dimensions reduces drying of the BL, and total

water increases; a reduced aspect ratio enhances drying of the BL, and total water

decreases.

Cloud water is reproduced in part by the spin-up runs m and l (Fig. 2c), and cloud20

base cloud water is underestimated. This underestimate may be a consequence of

absence of drizzle in the spin-up runs, caused by disabled sedimentation and collision-

coalescence. While domain size has no effect on cloud water, resolution and aspect

ratio do: a higher resolution in all dimensions reduces drying of the BL, and cloud

water increases; a reduced aspect ratio enhances drying of the BL, and cloud water25

decreases (Sect. 2.1.2). The reduced aspect ratio spin-up run l1:5 misses the observa-

tions.
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Vertical velocity variance (w �2
) exhibits a weak dependence on domain size and res-

olution and a stronger dependence on aspect ratio (Fig. 2d). The spin-up run mfine

reproduces the observations best. The run l1:5 exhibits the highest vertical velocity

variance values among the spin-up runs, and overestimates mid-BL observations. The

spin-up runs miss two isolated data points in the lower BL. The third moment of vertical5

velocity (w �3
) exhibits a weak dependence on domain size, resolution, and aspect ratio,

with negative values throughout the BL (Fig. 2e). The negative values and the small

differences between w �3
indicate a similar closed-cell BL dynamical structure through-

out the spin-up runs, with broad, slow updrafts in the cell centers, and narrow, stronger

downdrafts along the cell periphery. The spin-up runs consistently underestimate ob-10

served w �3
, which exhibits positive values in the lower BL. The observed positive values

of w �3
in the lower BL indicate a stronger role of the surface sensible heat flux in driving

dynamics in the observed BL relative to the spin-up runs.

The vertical distribution of TKE shows little dependence on domain size, resolution,

and aspect ratio (Fig. 2f). In contrast, TKE production by buoyancy weakens at higher15

resolution and strengthens at a reduced aspect ratio (Fig. 2g). Because the TKE ver-

tical profiles are nearly identical (Fig. 2f), the higher resolution spin-up runs dissipate

TKE at a slower pace, and the reduced aspect ratio spin-up runs at a faster pace.

Buoyancy production of TKE dominates dynamics of the boundary layer except in the

lowermost 100 m, where shear production of TKE is strongest (Fig. 2h). Near-surface20

production of TKE by shear increases at both higher resolution and reduced aspect

ratio.

The comparison of total water, cloud water, and vertical velocity variance with DY-

COMS II RF01 observations (Fig. 2b–d) implies that at the aspect ratio of 1 : 10, com-

peting effects in the model approximately compensate each other. The smaller aspect25

ratio of 1 : 5 produces a less favorable comparison with observations, owing to mixing

at the inversion and associated exessive drying of the boundary layer. While recogniz-

ing uncertainty in the observations, we use the aspect ratio of 1 : 10 in the simulations

in this work.
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2.2 Simulations

The simulations are listed in Table 2; they are labeled with the letters M (medium)
and L (large) which denote domain size. The reference resolution is dx = dy = 150m,
dz ≈ 15 m, dt = 1.5s, select simulations were conducted with double resolution (dx =
dy = 75m, dz ≈ 7.5 m, dt = 0.75s). We ran simulations with the following geostrophic5

wind speeds: a low wind speed (U = 5.25ms−1, V = −4.13ms−1), the DYCOMS II
RF01 wind speed (U = 7.00 ms−1, V = −5.50 ms−1, Stevens et al., 2005), and a high
wind speed (U = 8.75 ms−1, V = −6.88 ms−1). High (low) geostrophic wind speed is
indicated with a +(−) superscript in the simulation symbol, respectively; the DYCOMS
II RF01 geostrophic wind speed is denoted with the superscript 0. We conducted sets10

of simulations to investigate the following phenomena:

– Effect of insolation: to identify the effect of insolation over the diurnal cycle in the
simulations M−,0,+, we ran simulations with perpetual night conditions (M−,0,+

dark ).
Perpetual night conditions were implemented by disabling short-wave radiation.

– Buoyancy and shear-driven circulation: to identify the effect of buoyant and shear15

production of TKE in the simulations L−,0,+, we conducted the simulations L̄−,0,+
buoy

with zero geostrophic wind speed, driven by spatially homogenized surface sen-
sible heat and moisture fluxes from the simulations L−,0,+, respectively. To factor
out the small effect of spatial homogenization on boundary layer properties, we
conducted the simulations L̄−,0,+. These are identical to L−,0,+ but are driven with20

the spatially homogenized surface sensible heat and moisture fluxes from the lat-
ter. In L̄−,0,+ (as in L−,0,+), dynamics is driven by both buoyant production of TKE
and by shear production of TKE due to the geostrophic wind. In L̄−,0,+

buoy , dynam-
ics is driven only by buoyant production of TKE. The effect of buoyant and shear
production of TKE is discussed based on the comparison of L̄−,0,+ and L̄−,0,+

buoy .25
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3 Results and discussion

3.1 Wind speed and the diurnal cycle

The goal of this section is to identify and explain the mechanisms by which wind speed
acts on the evolution of boundary layer growth, entrainment, decoupling, LWP, and
cloud radiative effect (CRE) in the course of the diurnal cycle. Figures 3 and 4 show5

time series from the simulations M−,0,+, which have a diurnal insolation cycle, and from
the perpetual night simulations M−,0,+

dark . The time series from M−,0,+
dark serve to identify

the role of insolation in the simulations M−,0,+. The time periods A, B, C, and N are
highlighted to facilitate the discussion. The periods A, B, and C are defined based
on time series from the simulations M−,0,+ as follows: period A, which commences10

at sunrise, is characterized by a peak in LWP (Fig. 4a), period B by a peak in cloud
radiative effect (Fig. 4c), and period C, which ends at sunset, by a peak in decoupling
(Fig. 3j). The period N covers 1 h during nighttime (10:20–11:20 UT) when the surface
sensible heat flux in the different wind speed simulations is nearly identical, so that its
role as a dynamical driver can be factored out from the analysis.15

3.1.1 Surface sensible heat and moisture fluxes and decoupling

Figure 3a shows the wind speed 10 ma.s.l. The 10 m wind speed is largely determined
by the prescribed geostrophic wind speed and the Coriolis effect, which results in an
oscillation with a period of 24 h. In the simulations with a diurnal cycle (M−,0,+), the 10 m
wind speed is suppressed during daytime relative to the simulations with perpetual20

night conditions (M−,0,+
dark ). This daytime suppression increases with wind speed and is

a result of daytime decoupling.
All else equal but wind speed, the surface sensible heat and moisture fluxes would

increase (decrease) with higher (lower) wind speed. This is not the case for the surface
sensible heat flux: after an initial adjustment (04:00–10:50 UT), the surface sensible25

heat flux is anticorrelated with wind speed (Fig. 3b). Wind speed and surface moisture
28408
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flux are, however, correlated throughout the simulations (Fig. 3c). Both surface sen-
sible heat and moisture fluxes are suppressed during daytime in the simulations with
a diurnal cycle (M−,0,+), relative to those without (M−,0,+

dark ).
To understand the wind speed response of the surface sensible heat and moisture

fluxes, surface layer temperature and water vapor need to be considered in addition5

to wind speed. The surface sensible heat (F h
surface) and moisture (F q

surface) fluxes are
calculated from the total horizontal wind speed |U + V | in the surface layer:

F h
surface ∝∆T |U + V |surface, (3)

F q
surface ∝∆qv|U + V |surface. (4)

U and V are the component vectors of the horizontal wind speed in the west-east10

and south-north directions, respectively; ∆T is the difference between the sea surface
temperature and the surface layer air temperature; ∆qv is the difference between the
saturation water vapor mixing ratio at the sea surface temperature and the surface
layer water vapor mixing ratio. The drivers of the surface sensible heat and moisture
fluxes are hence surface layer temperature, surface layer water vapor, and surface wind15

speed.
Figure 3d and e show the evolution of surface layer temperature and water vapor.

The surface layer becomes warmer (Fig. 3d) and moister (Fig. 3e) with increasing
wind speed. This surface warming and moistening counteracts the effect of higher wind
speed on the surface sensible heat and moisture fluxes. In the case of the surface sen-20

sible heat flux (Fig. 3b) the effect of warming outbalances (t�10:50 UT) the effect of
higher wind speed, and the surface sensible heat flux becomes suppressed at higher
wind speed. The suppression of the surface sensible heat flux by surface warming
is magnified by insolation in the simulations with a diurnal cycle (M−,0,+), relative to
those with perpetual night conditions (M−,0,+

dark ). The surface moisture flux (Fig. 3c) is25

also reduced during daytime in the simulations with a diurnal cycle (M−,0,+), relative
to those with perpetual night conditions (M−,0,+

dark ). We shall first focus on the general
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surface warming and moistening with increasing wind speed, and begin with the con-
nection of wind speed and surface warming (Fig. 3d), followed by the connection of
wind speed and surface moistening (Fig. 3e). We then will discuss daytime warming
and decoupling.

Figure 3f shows the heating of the boundary layer from absorption of short-wave5

radiation, Fig. 3g the heating of the boundary layer from short- and long-wave radia-
tion, latent heat release and uptake, and from the surface sensible heat flux. Following
the initial adjustment (04:00–10:50 UT), higher wind speed acts to cool, while lower
wind speed acts to warm the boundary layer via the combined action of these mecha-
nisms. The general warming of the surface layer with wind speed (and of the boundary10

layer as a whole, not shown) therefore arises by the remaining mechanism, enhanced
entrainment of warm air from the free troposphere at higher wind speed. Indeed, the
boundary layer grows faster and thereby entrains more FT air at higher wind speed:
Fig. 3h shows the temporal evolution of the mean inversion height z̄i as a function of
wind speed, and Fig. 3i the associated mean entrainment velocity15

ve =
dz̄i

dt
+δ · z̄i. (5)

The general moistening of the surface layer with wind speed (Fig. 3e) is caused by
a higher surface moisture flux (Fig. 3c) in response to higher surface wind speed
(Fig. 3a), and in part by greater dynamical decoupling of the cloud layer and the surface
at higher wind speed. We quantify decoupling with the decoupling index20

z̄b − z̄LCL

z̄b
, (6)

where z̄b is the mean cloud base altitude and z̄LCL the mean lifting condensation level
altitude. Decoupling renders vertical transport of moisture from the surface to cloud
base less efficient. Since decoupling increases with wind speed (Fig. 3j), it contributes
to higher surface moisture at higher wind speed.25
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During daytime, the surface layer is warmer and the boundary layer more decoupled

in the simulations M−,0,+
relative to the simulations M−,0,+

dark
(Fig. 3d and j). The mecha-

nism underlying daytime decoupling (Turton and Nicholls, 1987) has been documented

(Wood, 2012, and references therein). The daytime surface warming is caused by in-

solation rather than by entrainment warming, because entrainment weakens during5

daytime in the simulations M−,0,+
relative to M−,0,+

dark
(Fig. 3i). In response to the warmer

surface layer, the daytime surface sensible heat flux is suppressed in the simulations

M−,0,+
relative to M−,0,+

dark
. Daytime decoupling is also clearly apparent in surface layer

moisture (Fig. 3e) in the diurnal cycle simulations M−,0,+
when compared with the per-

petual night simulations M−,0,+
dark

: the simulations M−,0,+
produce a moister daytime sur-10

face layer relative to the simulations M−,0,+
dark

, despite a lower daytime surface moisture

flux (Fig. 3c). This enhanced moistening of the surface layer (Fig. 3f) suppresses the

daytime surface moisture flux (Fig. 3c) via Eq. (4).

3.1.2 Wind speed as driver of boundary layer growth and entrainment

Here we identify the mechanism by which higher wind speed drives faster boundary15

layer growth and stronger entrainment. Since increasing wind speed results in higher

LWP (Fig. 4a), one may be lead to assume that at higher wind speed, stronger cloud

top long-wave emissions drive additional TKE production, which in turn drives stronger

entrainment. However, LW cooling of stratocumulus clouds becomes very insensitive

to LWP for 50 g m
−2�LWP ≤250 g m

−2
(Petters, 2009). We will show that wind speed20

drives faster boundary layer growth and stronger entrainment by enhancing TKE pro-

duction from latent heat release in cloud layer updrafts. Figure 5 shows LW heating (a),

latent heating (b), and TKE net production by buoyancy (c) and shear (d) as functions

of the normalized height z/z̄i, averaged over the period N (10:20–11:20 UT) from the

simulations M−,0,+
, separated by updrafts and downdrafts. The surface sensible heat25

flux is nearly identical in the different wind speed simulations in period N (Fig. 3b), and

its role can be factored out from the analysis. The conclusions are valid at later times,
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because increasing wind speed suppresses the surface sensible heat flux following

the period N (Fig. 3b), so that the surface sensible heat flux cannot account for higher

boundary layer growth and stronger entrainment. The layers L1 (0.925 ≤ z/z̄i < 1.0375)

and L2 (0.625 ≤ z/z̄i < 0.925) are highlighted to facilitate the discussion. Layer L1 con-

tains most of the LW cooling (Fig. 5a) and some latent heating and cooling (Fig. 5b). In5

layer L2, latent heating/cooling dominates over LW heating/cooling.

LW heating/cooling does not respond to wind speed (Fig. 5a). Latent cooling of down-

drafts in layer L1 shows no systematic response to wind speed, while latent heating of

updrafts in layer L1 shows a weak increase with wind speed (Fig. 5b). This absence

of a clear wind speed signal in layer L1 turns the focus to layer L2. In its lower part,10

latent heating increases more in the updrafts than latent cooling in the downdrafts in

response to increasing wind speed. More importantly, TKE net production by buoy-

ancy shows a positive response to wind speed only in the updrafts of layer L2 (Fig. 5c).

Since in layer L2, latent heating/cooling dominates over LW heating/cooling, we deduce

that wind speed drives boundary layer growth and entrainment by boosting latent heat15

release and buoyant production of TKE in cloud updrafts, in response to the higher sur-

face moisture flux at higher wind speed. This mechanism is similar to the deepening-

warming decoupling process (Bretherton, 1992; Bretherton and Wyant, 1997; Wyant

et al., 1997), in which an increasing sea surface temperature drives a stronger surface

moisture flux, which generates more TKE within the cloud layer and thereby enhances20

entrainment.

Figure 5d shows TKE net production by shear. Near the surface, shear drives

a stronger circulation at higher wind speed. At the inversion, in layer L1, shear also

contributes to a stronger circulation with increasing wind speed. This latter contribu-

tion could enhance entrainment at higher wind speed, although it is clearly weaker25

than the increase with wind speed of TKE net production from buoyancy in updrafts of

layer L2 (Fig. 5c). The relative roles of buoyancy- and shear-driven circulation in driv-

ing the evolution of the boundary layer will be discussed in Sect. 3.2, where we show
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that buoyancy-driven circulation is the fundamental mechanism of enhanced boundary

layer growth and entrainment at higher wind speed.

3.1.3 Wind speed and LWP, cloud fraction, and cloud radiative effect

Figure 4a–c shows LWP, cloud fraction, and total (short-wave + longwave) cloud ra-

diative effect (CRE) from the simulations M−,0,+
and M−,0,+

dark
. LWP increases with wind5

speed (Fig. 4a) throughout the perpetual night simulations (M−,0,+
dark

), via the wind speed

enhancement of the surface moisture flux (Fig. 3c). Insolation suppresses LWP dur-

ing daytime in the simulations M−,0,+
, which creates a LWP peak in the early morn-

ing hours (period A). Both LWP morning peak and daytime suppression increase with

wind speed. Wind speed hence accentuates the diurnal LWP cycle by expanding the10

morning – afternoon contrast. Cloud fraction (Fig. 4b) is suppressed during daytime by

insolation as well. At higher resolution, daytime suppression of cloud fraction becomes

smaller and less dependent on wind speed, while our other findings remain unaffected

(Appendix C).

LWP, cloud fraction, and insolation co-determine the CRE (Fig. 4c). Neither factor15

dominates, and CRE peaks in period B, following the morning LWP peak (period A,

Fig. 4a) but before the midday insolation peak (early period C, Fig. 3f). At the time

of the CRE peak, LWP is enhanced at higher wind speed (Fig. 4a), hence the CRE

strengthens with wind speed. In the course of the day, however, LWP (Fig. 4a) and

cloud fraction (Fig. 4b) fall more rapidly at higher wind speed, and afternoon CRE20

values (period C) at high wind speed approach those of the low and reference wind

speed simulations.

Table 3 gives the CRE averaged over the 24 h duration of the simulations, from the

simulations M−,0,+
with the reference resolution, and from the simulations M−,0,+

fine
with

double resolution in each dimension. The diurnally averaged CRE increases with wind25

speed at both resolutions. However, with increasing wind speed, CRE becomes less

sensitive to wind speed. The reason is the stronger suppression of LWP in the after-
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noon at higher wind speed, which also suppresses the CRE (Fig. 4c). Notably, both

the diurnally averaged CRE and its response to wind speed depend on resolution. The

effect of resolution is documented in Appendix C.

3.1.4 Wind speed enhanced daytime suppression of LWP

We will now examine the enhanced daytime LWP suppression at higher wind speed in5

the simulations M−,0,+
(Fig. 4a). We will conclude that during daytime, despite higher

decoupling and a reduced moisture flux in cloud base updrafts at higher wind speed,

buoyant TKE production in cloud level updrafts increases with wind speed and drives

additional entrainment, causing stronger cloud water evaporation and LWP reduction.

We shall first discuss daytime decoupling and proceed to the action of wind speed.10

Insolation in the simulations M−,0,+
warms the cloud layer (Fig. 3k) more than the

sub-cloud layer (Fig. 3l), because absorption by cloud water and water vapor at cloud

level reduces the amount of short-wave radiation reaching the sub-cloud layer. The

warming of the cloud layer reduces LWP (Fig. 4a) and stabilizes the boundary layer.

Daytime TKE production falls in the simulations M−,0,+
(Fig. 4f) mainly as a result of15

reduced TKE production by buoyancy (Fig. 4g), as TKE production by shear varies only

weakly during daytime (Fig. 4h). The resulting warmer (Fig. 3d), more weakly driven

(Fig. 4f), and more decoupled (Fig. 3j) daytime circulation in the simulations M−,0,+

suppresses surface wind speed (Fig. 3a) and the surface sensible heat and moisture

flux (Fig. 3b and c) relative to the simulations M−,0,+
dark

. Still, a higher wind speed drives20

a higher surface moisture flux in the simulations M−,0,+
(Fig. 3c), as well as a higher

cloud base moisture flux (Fig. 4d). However, the moisture flux in cloud base updrafts

decreases with increasing wind speed in the simulations M−,0,+
during the daytime

period B and C (Fig. 4e). Nonetheless, TKE production by buoyancy in cloud layer

updrafts increases with wind speed during the period B and C (Fig. 4i), and is the25

only buoyancy-driven TKE production term that increases with wind speed at all times

(Fig. 4i–l). Hence, wind speed drives boundary layer growth and entrainment by boost-

28414

??

why?

why?

why doesn't the enhanced entrainment 
counteract the surface flux increase and 
decrease the LWP? You should explain 
this.

too much detail? 



summarize instead.

It is the decoupling that increases 
conditional instability and updraft speed.

The radiative warming is distributed 
throughout the BL if the BL is not 
decoupled.  Decoupling  restricts the 
warming to the upper layer, but not 
because it is cloudy.

This is a consequence or even a 
definition of decoupling (actually, not 
completely decoupled).



D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

ing buoyant production of TKE in cloud updrafts even in decoupled daytime conditions,
when stronger decoupling at higher wind speed leads to a reduced moisture flux in
cloud base updrafts. Although the buoyant production of TKE due to latent heat release
in cloud layer updrafts drives additional entrainment at higher wind speed, the asso-
ciated formation of cloud water is insufficient to compensate cloud water evaporation5

from higher entrainment drying and warming at higher wind speed, and LWP is pro-
gressively suppressed during daytime as wind speed increases (Fig. 4a). This mech-
anism could potentially result in a runaway breakup of the cloud, or initiate or assist in
the transition from stratocumulus to shallow cumulus along a gradient in sea surface
temperature (Bretherton, 1992; Bretherton and Wyant, 1997; Wyant et al., 1997).10

3.2 Buoyancy- and shear-driven dynamics

This section discusses the role of buoyancy- and shear-driven dynamics (due to the
geostrophic wind) for the properties and evolution of the boundary layer. The goal is to
identify the role of buoyancy- and shear-driven dynamics in boundary layer growth and
entrainment at different wind speeds, and the mechanism by which shear due to the15

geostrophic wind modulates decoupling in the course of the diurnal cycle. We limit the
discussion to phenomenological aspects of buoyancy and shear effects, noting that the
interaction of buoyancy- and shear-driven dynamics and the underlying mechanisms
and causal relationships lend themselves to in-depth investigation beyond the scope of
this work.20

3.2.1 Dynamical support of boundary layer growth and entrainment

Figure 6 shows time series from the simulations L̄−,0,+
buoy and L̄−,0,+. The 10 m wind speed

in the simulations L̄−,0,+
buoy has no geostrophic component and is hence lower than in

the simulations L̄−,0,+ (Fig. 6a), while as prescribed, the surface sensible heat and
moisture fluxes are identical (Fig. 6b and c). The action of buoyancy- and shear-driven25
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dynamics appears in the decoupling index, inversion height, entrainment velocity, and
LWP (Fig. 6d–g).

During the night and in the morning, L̄−,0,+
buoy is characterized, relative to L̄−,0,+, by

faster boundary layer growth (Fig. 6e) and stronger entrainment (Fig. 6f). It is hence
buoyancy-driven dynamics, rather than shear-driven dynamics that translates faster5

geostrophic wind into faster boundary layer growth and stronger entrainment during
the night and in the morning. This becomes most apparent by considering entrain-
ment velocity ve (Eq. 5) averaged over period N (Fig. 6f): in the simulations with
buoyancy-driven dynamics (L̄−,0,+

buoy ), ve increases from L̄−
buoy to L̄0

buoy by 0.40 mms−1,

and from L̄0
buoy to L̄+

buoy by 0.52 mms−1. Including the effect of shear from geostrophic10

wind (L̄−,0,+) reduces the response of ve to wind speed: it only increases from L̄−

to L̄0 by 0.35 mms−1, and from L̄0 to L̄+ by 0.42 mms−1. Since the surface sensible
heat flux is nearly independent of wind speed during period N (Fig. 6b), enhanced
boundary layer growth and entrainment at higher wind speed can be exclusively tied to
higher TKE production from latent heat release in cloud updrafts at higher wind speed15

(Sect. 3.1.2), with overall TKE production from shear due to the geostrophic wind speed
acting against it. This analysis does not distinguish between the effects of higher shear
production of TKE at higher wind speed at the surface and at the inversion (Fig. 5d),
and therefore does not determine whether shear production of TKE at the inversion
due to geostrophic wind supports entrainment, as locally generated shear does (Wang20

et al., 2008, 2012; Katzwinkel et al., 2012; Mellado et al., 2014).
A more complex picture of the role of buoyancy- and shear-driven dynamics emerges

in the afternoon (period C). At low and reference wind speed, shear due to geostrophic
wind renders the boundary layer more decoupled, but the opposite is the case at
high wind speed (Fig. 6d). Concurrently, presence of shear from geostrophic wind en-25

hances LWP in period C at all wind speeds (Fig. 6g). Shear production of TKE due to
geostrophic wind therefore modulates decoupling and thereby the transport of moisture
between the surface and cloud base in the course of the day.
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3.2.2 Modulation of decoupling by geostrophic wind in the course of the
diurnal cycle

During nighttime and for several hours into daytime, the boundary layer is more de-
coupled in the simulation L̄−,0,+ compared to the simulations L̄−,0,+

buoy (Fig. 6d). Since

in the simulations L̄−,0,+
buoy , TKE is not produced from shear due to geostrophic wind,5

the cause of higher nighttime decoupling at higher wind speed is stronger entrainment
(Fig. 6f). A role of boundary layer deepening with wind speed (Fig. 6e) can be excluded
because nighttime decoupling remains nearly constant at each wind speed (Fig. 6d),
despite a progressive deepening of the boundary layer. Consequently, the cause of
higher nighttime decoupling at higher wind speed in the simulations L̄−,0,+ is the com-10

bined action of stronger entrainment and stronger production of TKE from shear due
to geostrophic wind. In the afternoon (period C), however, shear from geostrophic wind
acts to maintain higher LWP relative to the simulations without shear (Fig. 6g), and in
the high wind speed case, reduces decoupling (Fig. 6d).

We will identify the mechanism underlying the modulation of boundary layer decou-15

pling by shear-driven dynamics due to geostrophic wind. The decoupling index (Eq. 6)
is defined based on the altitude difference between the lifting condensation level and
cloud base. The decoupling index is > 0 when the sub-cloud layer circulation does not
efficiently transport moisture from the surface to cloud base. Noting that in the sub-
cloud layer, qv = qt, we shall employ the quantity20

ζqt

.= −dq̄t/dz, (7)

the negative value of the vertical gradient of the horizontally averaged total water mixing
ratio q̄t, to measure the efficiency of vertical moisture transport. ζqt

= 0 indicates per-
fect mixing, ζqt

> 0 inefficient upward moisture transport by resolved scale dynamics,
subgrid-scale mixing, and physical and numerical diffusion.25

Figure 7 shows vertical profiles averaged over the period N (10:20–11:20 UT) from
the simulations L̄−,0,+ and L̄−,0,+

buoy . During this period, shear due to geostrophic wind
28417
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causes higher decoupling (Fig. 6d). Total water qt (Fig. 7a) and ζqt
(Fig. 7b) show

that the efficiency of upward moisture transport in the sub-cloud layer decreases
with increasing wind speed or in the presence of shear-driven dynamics due to the
geostrophic wind: as wind speed increases or when shear due to geostrophic wind
is present, more moisture accumulates near the surface (Fig. 7a), and ζqt

assumes5

larger values (Fig. 7b). The cause of reduced efficiency of vertical moisture transport
in the sub-cloud layer is hence shear due to geostrophic wind. Shear-driven circulation
near the surface also interferes with buoyancy-driven circulation (Fig. 7c and d): in the
layer L3, in the presence of TKE production by shear from geostrophic wind, buoyant
production of TKE is suppressed.10

Figure 8 shows vertical profiles averaged over the afternoon period 22:30–23:30 UT
from the simulations L̄−,0,+ and L̄−,0,+

buoy . During this period, shear due to geostrophic
wind reduces decoupling at high wind speed (Fig. 6d). This shapes the qt profiles
(Fig. 8a): qt is higher near the surface in the simulations L̄−,0 than in the simulations
L̄−,0

buoy; at high wind speed however, qt is lower near the surface in the simulation L̄+ than15

in the simulations L̄+
buoy. Clearly, at high wind speed and in the presence of shear due

to geostrophic wind, vertical moisture tranport in the sub-cloud layer is more efficient
at this time of day. The ζqt

profiles provide a more differentiated picture of the action
of shear due to geostrophic wind at the three different wind speeds (Fig. 8b): at low
wind speed, vertical moisture transport is less efficient in the presence of shear due to20

geostrophic wind (L̄−) than in its absence (L̄−
buoy) throughout the sub-cloud layer (z/z̄i =

0 to z/z̄i ≈ 0.625). At reference wind speed, shear in the simulation L̄0 renders vertical
moisture transport more efficient in the upper part of the sub-cloud layer (z/z̄i ≈ 0.4
to z/z̄i ≈ 0.625) relative to the shearless simulation L̄0

buoy. At high wind speed, shear
in the simulation L̄+ renders vertical moisture transport more efficient throughout the25

sub-cloud layer (z/z̄i = 0 to z/z̄i ≈ 0.625) relative to the simulation L̄+
buoy.

We note that shear due to geostrophic wind has little effect on TKE net production
due to buoyancy in the afternoon period 22:30–23:30 UT (Fig. 8c) except at high wind
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speed (L̄+ and L̄+
buoy), where it suppresses TKE net production due to buoyancy to

values close to zero in the sub-cloud layer (L3), while enhancing it at cloud level (L2).
With the very low TKE production due to buoyancy in the sub-cloud layer in the high
wind speed conditions, shear due to geostrophic wind becomes the dominant source
of TKE at high wind speed between the surface and cloud base (z/z̄i = 0 to z/z̄i ≈5

0.625, Fig. 8d). The conclusion is that with increasing wind speed at strong decoupling
(period C in Fig. 6d), the shear-driven circulation due to geostrophic wind takes over
from buoyancy-driven circulation in maintaining vertical moisture transport in the sub-
cloud layer. By securing moisture tranport between the surface and cloud base, it helps
maintain LWP and supports buoyant TKE production at cloud level: in cloud updrafts10

(layer L2), the highest TKE net production by buoyancy is present in the high wind
speed simulation L̄+ (Fig. 8c).

3.2.3 Cloud layer updrafts as dynamical drivers of entrainment

A corollary of the comparison between the simulations without (L̄−,0,+
buoy ) and with (L̄−,0,+)

shear due to geostrophic wind is that boundary layer growth and entrainment are not15

tied to total boundary layer TKE: over much of the diurnal cycle, dynamics in the sim-
ulations L̄−,0,+

buoy supports faster boundary layer growth and higher entrainment (Fig. 6e

and f) with lower boundary layer TKE relative to the simulations L̄−,0,+ (Fig. 6h). The ad-
ditional boundary layer TKE in the simulations L̄−,0,+, relative to the simulations L̄−,0,+

buoy ,
originates from shear production due to the geostrophic wind. Hence features of bound-20

ary layer dynamics that are not represented by total boundary layer TKE constitute the
key driver of entrainment. Figure 6i shows the time series of the TKE vertical compo-
nent

TKEw =
w �2

2
(8)
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in updrafts of the cloud layer. Comparison of TKEw (Fig. 6i) and of entrainment velocity
ve (Fig. 6f) shows that these two quantities behave in unison in the course of the diurnal
cycle, in response to wind speed, and in response to the presence of shear due to
geostrophic wind: in nighttime conditions, and for several hours into daytime, both TKEw
and ve increase with wind speed, but are suppressed by the action of shear due to5

geostrophic wind. Both quantities experience a suppression during daytime (period C).
During period C at high wind speed, shear due to geostrophic wind increases both
TKEw and ve, in contrast to its suppressing effect in nightime conditions.

In Sect. 3.1.2, we found that wind speed drives boundary layer growth and entrain-
ment by boosting buoyant production of TKE from latent heat release in cloud updrafts.10

This, together with the concomitant behavior of cloud updraft TKEw and ve in the course
of the diurnal cycle, in response to wind speed, and to the presence/absence of shear
due to geostrophic wind suggests that cloud layer updrafts are a key dynamical driver
of boundary layer growth and entrainment. However, because the evolution and be-
havior of cloud updraft TKEw and ve is not identical (Fig. 6f and i), additional factors15

determining the entrainment velocity ve likely exist.

4 Conclusions

Observations have identified global and regional trends towards faster surface wind
speed over the oceans in the 20th century (Young et al., 2011; Hande et al., 2012;
Bertin et al., 2013; Servain et al., 2014). These trends are not necessarily a conse-20

quence of climate change, but could arise from internal climate variability (Dobrynin
et al., 2015). Concurrently, climate simulations predict changes in ocean wind speeds
in the course of the 21st century (McInnes et al., 2011; Hemer et al., 2013). Wind
speed drives the surface fluxes of sensible heat, moisture, and momentum, and thereby
impacts cloud liquid water path and cloud radiative properties. Long-term changes in25

large scale wind speed and the associated cloud response therefore constitute a cloud-
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climate feedback mechanism, with the potential to impact Earth’s radiation budget, the
formation of precipitation, and the effect of aerosol on clouds.

We have investigated the response of non-precipitating, overcast marine stratocu-
mulus clouds to changes in large scale wind speed, all else equal. The goal of the
investigation was to identify and explain the dynamical processes by which wind speed5

acts on the evolution of boundary layer growth, entrainment, decoupling, liquid water
path (LWP), and cloud radiative effect in the course of a diurnal cycle. Furthermore, we
explored the role of buoyancy- and shear-driven dynamics for boundary layer growth,
entrainment, decoupling, and LWP at different wind speeds. We focused on the dynam-
ical rather than the microphysical response of the stratocumulus-topped boundary layer10

to changes in wind speed, and excluded the effect of wind speed on surface aerosol
production and loss.

We used cloud-system resolving simulations which were initialized with boundary
layer properties, cloud properties, and dynamics from observations. Owing to identical
initial and boundary conditions, the simulations are suited to identify and characterize15

the mechanisms by which the stratocumulus-topped marine boundary layer responds
to different wind speeds. However, they do not represent a stratocumulus-topped ma-
rine boundary layer in a future climate at different wind speeds, which would require
initial and boundary conditions that are consistent with the chosen climate and wind
speeds. The results and their analysis are therefore specific for the cloud state and the20

initial and boundary conditions considered.
We find that higher wind speed leads to faster boundary layer growth and entrain-

ment. The dynamical driver is enhanced buoyant production of turbulence kinetic en-
ergy (TKE) from latent heat release in cloud updrafts. Concomitant behavior of the
cloud updraft vertical component of TKE and of entrainment velocity in the course25

of the diurnal cycle, in response to wind speed, and in response to the presence or
absence of shear due to geostrophic wind suggests that cloud updrafts are a key dy-
namical driver of boundary layer growth and entrainment. However, additional factors
determining entrainment likely exist.
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Higher wind speed enhances LWP during the night and in the morning, and more
strongly suppresses it later in the day. Wind speed hence accentuates the diur-
nal LWP cycle by expanding the morning – afternoon contrast. The higher LWP at
higher wind speed does not, however, enhance cloud top cooling because in clouds
with LWP�50 gm−2, long wave emissions are very insensitive to LWP. This leads to5

the more general conclusion that in sufficiently thick stratocumulus clouds, additional
boundary layer growth and entrainment due to a boundary layer moistening arises by
stronger production of TKE from latent heat release in cloud updrafts, rather than from
enhanced longwave cooling.

We find that large scale wind plays an important role in modulating boundary layer10

decoupling. At nighttime and at low wind speed during daytime, it enhances decoupling
in part by faster boundary layer growth and stronger entrainment, and in part because
circulation driven by shear from large scale wind in the sub-cloud layer hinders vertical
moisture transport between the surface and cloud base. With increasing wind speed,
however, in decoupled daytime conditions, shear-driven circulation due to large scale15

wind takes over from buoyancy-driven circulation in transporting moisture from the sur-
face to cloud base, and thereby reduces decoupling and helps maintain LWP.

The cloud radiative effect (CRE) is sensitive to wind speed. Owing to the wind speed
enhancement of LWP during the night and in the morning, higher wind speed trans-
lates to a stronger diurnally averaged CRE. The CRE response to wind speed changes,20

however, in the course of the day: the CRE is most sensitive to wind speed at its peak
shortly before noon, and becomes insensitive to wind speed later in the day owing to
the wind speed-enhanced daytime suppression of LWP. As a consequence, the diur-
nally averaged CRE becomes less sensitive to wind speed with increasing wind speed.

Appendix A: Nudging25

We used Newtonian relaxation (e.g., Jeuken et al., 1996) of select prognostic vari-
ables to generate conditions (temperature, water content, dynamics, cloud properties)
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in the final state of spin-up runs that are consistent with DYCOMS II RF01 observations
(Stevens et al., 2005). The final state of spin-up runs initializes the simulations. This
has the advantage (relative to an initialization with a static initial state with a prescribed
total water content, present as water vapor, and with a zero cloud water content) that
the simulations are not biased by the model working to establish dynamics and a cloud5

deck from a static state. In the simulations, we used nudging to ensure that free tro-
pospheric potential temperature and water vapor do not drift due to subsidence, which
would, among other things, increase the potential temperature jump across the inver-
sion, and affect the boundary layer underneath.

We distinguish soft and hard nudging. In soft nudging, the nudging term of a quantity10

X is

∆nudgingX (x,y ,z,t)

∆t
= −

X (z,t)−Xtarget(z)

τX
. (A1)

It is calculated from the deviation of the horizontal mean X (z,t) from the target vertical
profile Xtarget(z). τX is the nudging time constant, ∆t the model time step. In hard nudg-
ing, the nudging term is calculated from the local deviation X (x,y ,z,t) from the target15

vertical profile Xtarget(z):

∆nudgingX (x,y ,z,t)

∆t
= −

X (x,y ,z,t)−Xtarget(z)

τX
. (A2)

In either soft and hard nudging the nudging term is passed as a tendency of X to the
dynamical core of the model.

The distinction between soft and hard nudging can be motivated by considering po-20

tential temperature: under soft nudging, the surface sensible heat flux, dynamics, cloud
processes, and radiative heating/cooling are permitted to modify potential temperature
locally under the constraint that the domain mean profile is maintained at its target
value. In hard nudging, the action of these processes would be suppressed and poten-
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tial temperature would maintain the target profile locally. The choice between soft and
hard nudging will depend on the preferred target state.

A1 Spin-up runs

Potential temperature θ(x,y ,z,t) was soft-nudged at each location (x,y ,z) in the
boundary layer and free troposphere in proportion to the deviation of the horizontal5

(z) mean liquid water potential temperature θ̄l(z,t) from the initial liquid water potential
temperature θl(z,t = 0):

∆nudgingθ(x,y ,z,t)

∆t
= −

θ̄l(z,t)−θl(z,t = 0)
τθ

(A3)

We calculated the nudging term of θ from θl because θl(z,t = 0) = θ(z,t = 0) and be-
cause θl is conserved under water phase changes. In other words, θ is nudged to10

maintain θ̄l(z,t) at its initial value θl(z,t = 0). We applied hard nudging to water vapor
(qv) in the free troposphere (10 m higher than the inversion):

∆nudgingqv(x,y ,z,t)

∆t
= −

qv(x,y ,z,t)−qt(z,t = 0)
τqv

(A4)

In the boundary layer, the water variables (water vapor qv, cloud water qc, rain water
qr, and total water qt = qv +qc +qr) were not nudged in order allow the nudged mean15

potential temperature profile, the surface sensible heat fluxes, dynamics, radiative heat-
ing/cooling, and cloud microphysics determine their evolution.

Hard nudging was applied in the following manner to the interstitial aerosol number
�Nm and mass �Mm,n, both in the boundary layer and the free troposphere:

∆nudging
�Nm(x,y ,z,t)

∆t
= −

Nm(x,y ,z,t)−Nm(t = 0)
τaerosol

20
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∆nudging
�Mm,n(x,y ,z,t)

∆t
= −

Mm,n(x,y ,z,t)−Mm,n(t = 0)

τaerosol
(A5)

The index m denotes the three log-normal aerosol modes (Aitken, accumulation, and
coarse), the index n the chemical species. Nm and Mm,n are the total aerosol number
and mass, Nm(t = 0) and Mm,n(t = 0) their initial (and nudging target) values, respec-
tively. Although the nudging term is calculated from the total aerosol number and mass,5

it is applied to interstitial aerosol only to allow cloud microphysics determine the aerosol
number and mass residing inside cloud and rain drops. In the spin-up runs, the Aitken
and coarse modes were held at zero number and mass. The accumulation mode num-
ber was nudged towards 300 mg−1, containing 4.74 µg kg−1 of sulfate, with a dry geo-
metric mean (median) diameter of 200 µm and a geometric standard deviation of 1.5.10

We used the time constants τθ = τqv
= τaerosol = 300 s.

A2 Simulations

We applied soft nudging to potential temperature and water vapor in the free tropo-
sphere of the simulations:

∆nudgingθ(x,y ,z,t)

∆t
= −

θ̄(z,t)−θ(z,t = 0)
τθ

15

∆nudgingqv(x,y ,z,t)

∆t
= −

qv(z,t)−qt(z,t = 0)
τqv

(A6)

In this soft nudging, potential temperature and water vapor are nudged only to the ex-
tent that their horizontal mean values deviate from the initial profiles, and are otherwise
allowed to vary in response to dynamics and radiative heating/cooling. Still, as a pre-
caution, the nudging is applied only 50 m or higher above the inversion, so as to not20

to interfere with processes at the inversion. No nudging is performed in the bound-
ary layer and below 50 m above the inversion. The nudging scheme accommodates
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changes in inversion height: the altitude above which nudging is applied moves up and
down with the inversion. Should the inversion descend below its initial height, potential
temperature and water vapor are nudged towards linear extrapolations of their initial
free tropospheric profiles. This does not occur in the simulations in this work. We used
the time constants τθ = τqv

=300 s. In contrast to the spin-up runs, aerosol number and5

mass are not nudged in the simulations.

Appendix B: Boundary layer water budget

The boundary layer water budget equation is derived. (x,y ,z) form a right-handed
Cartesian coordinate system with z pointing up; t is the time. The boundary layer mean
water mass path (vertically integrated water mass per horizontal area) is10

Q(t) =
1
A

� �

A

dxdy

zi(x,y ,t)�

0

dzρ(x,y ,z,t) (B1)

where ρ is the volumetric mass density of water, A is the horizontal area covered by
the simulation domain, and zi is the inversion height. The Leibniz integral rule gives

dQ(t)
dt

=
1
A

� �

A

dxdy

zi(x,y ,t)�

0

dz
∂ρ(x,y ,z,t)

∂t
+

1
A

� �

A

dxdy ρ(x,y ,zi,t)
∂zi(x,y ,t)

∂t
, (B2)

and with the mass continuity equation15

∂ρ
∂t

= −∇(vρ) (B3)
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one obtains

dQ(t)
dt

= −1
A

� �

A

dxdy

zi(x,y ,t)�

0

dz∇(vρ)+
1
A

� �

A

dxdy ρ(x,y ,zi,t)
∂zi(x,y ,t)

∂t
(B4)

where v is water transport velocity. Applying the divergence theorem yields

dQ(t)
dt

= −1
A

�
� �

S

ds vρ+
1
A

� �

A

dxdy ρ(x,y ,zi,t)
∂zi(x,y ,t)

∂t
(B5)

where S is the closed surface enveloping the boundary layer and ds an outward point-5

ing surface element. In Eq. (B5), the first term on the right hand side represents water
transport across the boundary of the simulation domain, and the second term changes
in boundary layer total water due to changes in the location and shape of the inversion.
In a horizontally periodic simulation domain the first term reduces to the water flux at
the boundary layer base (F q

base) and at the inversion (F q
inv):10

−1
A

�
� �

S

ds vρ = F q
base − F q

inv (B6)

Note that since the inversion is not a priori a horizontal plane, F q
inv does not necessarily

point in z direction. We will show that the second term on the right hand side of Eq. (B5)
decomposes into a part associated with the temporal change in mean inversion height
z̄i, and into a part associated with local fluctuations of the inversion height ∆zi. We15

define

zi(x,y ,t) .= z̄i(t)+∆zi(x,y ,t), (B7)
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where z̄i(t) is the mean inversion height, with the local inversion height deviations hav-
ing a zero mean:

1
A

� �

A

dxdy∆zi(x,y ,t) = 0. (B8)

This gives

∂zi(x,y ,t)
∂t

=
dz̄i(t)

dt
+
∂∆zi(x,y ,t)

∂t
. (B9)5

Similarly, we define

ρ(x,y ,zi,t)
.= ρ̄i(t)+∆ρi(x,y ,t), (B10)

where ρ̄i(t) is the mean volumetric mass density of water at the inversion, with the local
deviations along the inversion having a zero mean:

1
A

� �

A

dxdy∆ρi(x,y ,t) = 0. (B11)10

It is then straightforward to show that

1
A

� �

A

dxdy ρ(x,y ,zi,t)
∂zi(x,y ,t)

∂t
= ρ̄i(t)

dz̄i(t)
dt

+
1
A

� �

A

dxdy∆ρi(x,y ,t)
∂∆zi(x,y ,t)

∂t
.

(B12)

The entrainment flux of water

F q
entrainment

.= −ρ̄i(t)
dz̄i(t)

dt
(B13)
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is associated with changes in mean inversion height. The term

F q
fluctuations

.= −1

A

� �

A

dxdy∆ρi(x,y ,t)
∂∆zi(x,y ,t)

∂t
(B14)

is associated with fluctuations of the inversion height about its mean. The sign in the

definition of F q
entrainment

and F q
fluctuations

is a matter of convention. Note that a tempo-

rally constant inversion height forces F q
entrainment

= 0 but not necessarily F q
fluctuations

= 0.5

Overall we can write

dQ(t)
dt

= F q
base

− F q
inv

− F q
entrainment

− F q
fluctuations

. (B15)

It remains to specify the meaning of F q
base

and F q
inv

. These are unrelated to changes

in the location and shape of the inversion, which are represented by F q
entrainment

and F q
fluctuations

. We hence account for surface precipitation (F q
precipitation

) and the sur-10

face moisture flux (F q
surface

), and for subsidence (F q
subsidence

), resolved scale dynamics

(F q
resolved

), sub-grid scale dynamics (F q
unresolved

), and spurious mixing (F q
spurious

) at the

inversion:

F q
base

.= F q
precipitation

+ F q
surface

(B16)

F q
inv

.= F q
subsidence

+ F q
resolved

+ F q
unresolved

+ F q
spurious

(B17)15

The boundary layer water budget equation then reads

dQ(t)
dt

= F q
precipitation

+ F q
surface

− F q
entrainment

− F q
subsidence

− F q
fluctuations

− F q
resolved

− F q
unresolved

− F q
spurious

. (B18)
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We define F q
mixing

, the water flux across the inversion due resolved scale and sub-grid

scale dynamics at the inversion, fluctuations in inversion height, and spurious mixing:

F q
mixing

= F q
fluctuations

+ F q
resolved

+ F q
unresolved

+ F q
spurious

(B19)

The boundary layer water budget equation then reads

dQ(t)
dt

= F q
precipitation

+ F q
surface

− F q
entrainment

− F q
subsidence

− F q
mixing

. (B20)5

Appendix C: Resolution

The dependence on resolution of boundary layer growth, entrainment, decoupling,

LWP, and cloud radiative effect (CRE) in the course of a diurnal cycle at different wind

speeds is documented here. The simulations M−,0,+
fine

with double resolution in each di-

mension are compared with the simulations M−,0,+
(Table 2). Figures C1 (time series)10

and C2, C3 (vertical profiles) show the results.

The high resolution simulations have systematically higher LWP values than the ref-

erence resolution simulations (Fig. C1a). This is a consequence of reduced mixing at

the inversion at higher resolution (Sect. 2.1.2); the finding is supported by the cloud

water profiles (Figs. C2a, b and C3a, b): lower resolution leads to a stronger reduc-15

tion of cloud water in downdrafts compared to updrafts. The LWP response to wind

speed and the evolution of LWP in the course of the diurnal cycle are robust against

an increase in resolution. In particular, higher wind speed causes higher LWP values

in the morning and a stronger LWP suppression later in the day at both resolutions,

thereby expanding the morning–afternoon contrast and accentuating the LWP diurnal20

cycle (Sect. 3.1.3).

The high resolution simulations have a higher cloud fraction (Fig. C1b) due to re-

duced mixing and entrainment at the inversion at higher resolution. Owing to the sys-

tematically higher LWP values and higher cloud fraction, the high resolution simulations
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have a stronger CRE (Fig. C1c). The CRE peaks shortly before noon at both resolu-
tions with values that increase with wind speed, while afternoon CRE values become
less dependent on wind speed owing to the wind speed-dependent daytime suppres-
sion of LWP (Sect. 3.1.3).

Boundary layer height (Fig. C1d) and entrainment rate (Fig. C1e) depend weakly5

on resolution, indicating that the model is robust in this respect against higher mixing
and entrainment at the lower resolution. The higher resolution simulations produce,
however, systematically higher decoupling (Fig. C1f). This higher decoupling has little
effect on surface (10 m) wind speed (Fig. C1g), but increases surface layer temperature
(Fig. C1h) and water vapor (Fig. C1i). Despite the higher surface layer temperature10

and moisture, the parameterizations of the surface sensible heat and moisture fluxes
produce similar surface fluxes at the two resolutions (Fig. C1j and k).

Vertical total water profiles are shown in Figs. C2c and C3c. Reduced mixing and en-
trainment at the inversion increases total water content throughout the boundary layer,
while higher decoupling at higher resolution increases total water near the surface15

(see also Fig. C1i). Profiles of ζqt
(Figs. C2d and C3d) reveal that at higher resolu-

tion, vertical moisture transport becomes less efficient only near the surface (z/zi = 0
to z/zi ≈ 0.1). Concurrently, resolved scale vertical moisture tranport is faster at higher
resolution throughout the boundary layer (Figs. C2e, f and C3e, f). We conclude that the
cause of higher decoupling at higher resolution is a reduced efficiency of subgrid-scale20

vertical tranport (not shown), which dominates vertical transport near the surface.
We note that increased resolution has only a small effect on TKE production by

buoyancy in the sub-cloud layer both during the nighttime period N (10:20–11:20 UT)
(Fig. C2g) as well as in the afternoon (22:30–23:30 UT) (Fig. C3g). However, TKE pro-
duction by shear strongly increases with resolution in the sub-cloud layer (Figs. C2h25

and C3h). Concurrently, TKE production by buoyancy is enhanced at cloud level at
higher resolution (Figs. C2g and C3g). Stratification of TKE production by buoyancy by
updrafts and downdrafts (Figs. C2i, j and C3i, j) reveals that the additional TKE pro-
duction by buoyancy at cloud level originates from downdrafts. This is a consequence

28431

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

of reduced mixing and entrainment at the inversion at higher resolution, which leads
to reduced entrainment warming and drying of cloud level downdrafts. The effect also
appears in the time series of TKE production by buoyancy, stratified by updrafts and
downdrafts in the cloud- and sub-cloud layer (Fig. C2m–p): the time series of TKE pro-
duction by buoyancy in cloud downdrafts (Fig. C2m) shows a systematic increase in5

response to higher resolution.
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Table 1. List of spin-up runs.

Spin-up Domain size dt dx = dy dz Description
(km2) (s) (m) (m)

m 30×30 1.5 150 15
mfine 30×30 0.75 75 7.5 Fine resolution
l 60×60 1.5 150 15
l1:5 60×60 1.5 75 15 1 : 5 aspect ratio
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Table 2. List of simulations. The superscripts −, 0, and + denote low, reference, and high
geostrophic wind speed, respectively (see Sect. 2.2). All three superscripts are used when
referring to all three simulations in a set. Simulations that use prescribed, spatially homogenized
surface sensible heat and moisture fluxes carry an overbar.

Simulation Spin-up Domain size dt dx = dy dz Description
(km2) (s) (m) (m)

M−,0,+ m 30×30 1.5 150 15

M−,0,+
fine mfine 30×30 0.75 75 7.5 Fine resolution

M−,0,+
dark m 30×30 1.5 150 15 Perpetual night

L−,0,+ l 60×60 1.5 150 15

L̄−,0,+ l 60×60 1.5 150 15 Surface heat fluxes from L−,0,+

L̄−,0,+
buoy l 60×60 1.5 150 15 Surface heat fluxes from L−,0,+,

no geostrophic wind
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Table 3. Total (short-wave+ longwave) cloud radiative effect (W m
−2

) averaged over the 24 h

duration of the simulations. Simulations are given in parentheses (Table 2).

Resolution Low wind speed Reference wind speed High wind speed

dx = dy = 150 m, dz ≈ 15 m, dt = 1.5 s −136.3 (M−
) −141.0 (M0

) −143.9 (M+
)

dx = dy = 75 m, dz ≈ 7.5 m, dt = 0.75 s −148.2 (M−
fine

) −155.2 (M0

fine
) −157.7 (M+

fine
)
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Figure 1. Time series from the spin-up runs m (black), mfine (yellow), l (red), l1:5 (blue). F q
mixing

is defined in Eq. (2). The spin-up runs are listed in Table 1.
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Figure 2. Final state of the spin-up runs (initial states of simulations). Mean final state (black)

and values between the 10th and 90th percentiles (light gray, in plots with observations) of the

spin-up run m, and the mean final state of the spin-up runs mfine (yellow), l (red), l1:5 (blue).

DYCOMS II RF01 observations (Stevens et al., 2005) are represented by open circles. The

spin-up runs are listed in Table 1. TKEb denotes buoyant production, TKEs shear production of

turbulence kinetic energy.
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Figure 3. Wind speed and the diurnal cycle. Time series from simulations M−
(blue), M0

(black),

M+
(red), solid curves, and from simulations M−

dark
(blue), M0

dark
(black), M+

dark
(red), dashed

curves. A low-pass (running mean) filter was applied where indicated to reduce noise. Blue

shading indicates nighttime.
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too many panels. are they all necessary?



4 per figure. 
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Figure 4. Wind speed and the diurnal cycle. Time series from simulations M− (blue), M0 (black),
M+ (red), solid curves, and from simulations M−

dark (blue), M0
dark (black), M+

dark (red), dashed
curves. A low-pass (running mean) filter was applied where indicated to reduce noise. Blue
shading indicates nighttime. TKEb denotes buoyant production, TKEs shear production of tur-
bulence kinetic energy. TKE production rates are given per total boundary layer air mass.
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Figure 5. Long-wave heating (a), latent heating (b), and TKE net production from buoyancy
(c) and shear (d), averaged over the period N (10:20–11:20 UT) from the simulation M− (blue),
M0 (black), M+ (red). Solid curves denote values from updrafts, dashed curves values from
downdrafts. Updraft and downdraft values are air mass weighted sums over the updraft or
downdraft locations at each level, respectively, normalized by the level air mass. TKEb denotes
buoyant production, TKEs shear production of turbulence kinetic energy.
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Figure 6. Buoyancy- and shear-driven dynamics. Time series from simulations L̄− (blue), L̄0

(black), L̄+ (red), solid curves, and from simulations L̄−
buoy (blue), L̄0

buoy (black), L̄+
buoy (red),

dashed curves. A low-pass (running mean) filter was applied where indicated to reduce noise.
Blue shading indicates nighttime. TKE and TKEw are given per total boundary layer air mass,
TKEw denotes the vertical component of turbulence kinetic energy.
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Figure 7. Buoyancy- and shear-driven dynamics. Profiles averaged over the period N (10:20–
11:20 UT) from simulations L− (blue), L0 (black), L+ (red), solid curves, and from simulations
L−

buoy (blue), L0
buoy (black), L+

buoy (red), dashed curves. TKEb denotes buoyant production, TKEs

shear production of turbulence kinetic energy.
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Figure 8. Buoyancy- and shear-driven dynamics. Profiles averaged over 1 h in the afternoon
(22:30–23:30 UT) from simulations L− (blue), L0 (black), L+ (red), solid curves, and from simu-
lations L−

buoy (blue), L0
buoy (black), L+

buoy (red), dashed curves. TKEb denotes buoyant production,
TKEs shear production of turbulence kinetic energy.
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Figure C1. Effect of resolution. Solid curves denote simulations with the base resolution,
dashed curves simulations with a doubled resolution in each dimension (Table 2). M− (blue
solid), M0 (black solid), M+ (red solid); M−

fine (blue dashed), M0
fine (black dashed), M+

fine (red
dashed). Blue shading indicates nighttime. TKEb denotes buoyant production of turbulence
kinetic energy. TKE production rates are given per total boundary layer air mass.
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Figure C2. Effect of resolution. Profiles averaged over the period N (10:20–11:20 UT) from
simulations M− (blue), M0 (black), M+ (red), solid curves, and from simulations M−

fine (blue), M0
fine

(black), M+
fine (red), dashed curves. TKEb denotes buoyant production, TKEs shear production

of turbulence kinetic energy. TKEb and TKEs in updrafts and downdrafts are air mass weighted
sums over the updraft or downdraft locations at each level, respectively, normalized by the level
air mass.
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Figure C3. Effect of resolution. Profiles averaged over 1 h in the period C (22:30–23:30 UT)
from simulations M− (blue), M0 (black), M+ (red), solid curves, and from simulations M−

fine

(blue), M0
fine (black), M+

fine (red), dashed curves. TKEb denotes buoyant production, TKEs shear
production of turbulence kinetic energy. TKEb and TKEs in updrafts and downdrafts are air mass
weighted sums over the updraft or downdraft locations at each level, respectively, normalized
by the level air mass.
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