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Response to Referee #1  
 
We greatly appreciate all of the comments, which have improved the paper.  Our point‐by‐point 
responses are provided below. 
 
Anonymous Referee #1  
 
Receptor models have been used to trace sources, long‐range transport and atmospheric processes of 
atmospheric speciated Hg in many previous studies. This review presents a comprehensive synthesis of 
the previous studies. In this review, the principles, mathematical model, advantages, disadvantages and 
achievements were introduced. I think this review could help to better use the receptor models in future 
studies. It is recommended that this paper should be published in ACP in a final version.  I have no major 
questions on the manuscript. There are several minor points should be considered before final 
publication.  
 
1. Line 266‐267: I am not very clear about the conclusion on the effect of larger nij on the lower PSCF 
values near the receptor. I think this should be depending on the threshold, source regions and trailing 
effect. PSCF values generally indicate the relative contributions of source regions, and larger threshold 
would likely generate lower PSCF values at most of the potential source regions. If the areas close to 
receptor were located downwind the major source regions, I think larger nij may overestimate the PSCF 
values for nearby areas.  
 
Response: We think a larger number of trajectory endpoints in a particular grid cell (nij) may lead to 
lower PSCF near the receptor location in some cases because nij increases as grid cells approach the 
receptor location where all the trajectories converge.  This may affect the PSCF calculation according to 
Eq. 4 because of the large denominator.  However, as mentioned by the reviewer, there are other 
factors potentially affecting the PSCF calculation, such as the concentration threshold, which has been 
discussed in the revised paper (last paragraph of 2.2.1). 
 
2. Line 419‐426: I think the authors may discuss the uncertainties related to contribution of the Hg‐O3 
photochemistry to receptor measurements. It is currently unclear whether O3 is the major oxidant in 
the transformation of Hg in continental boundary layer. I doubt that many of the good correlations 
between O3 and GEM and GOM may be partially attributed to the co‐occurrence of photochemistry 
processes of O3 and GOM. It is also possible that other oxidants or processes may contribute to the 
transformation of GEM to GOM.  
 
Response: When two or more variables in a component have the same sign and strong loadings because 
of a strong correlation between those variables, caution should be used to assign a causal relationship.  
Most PCA studies identified a Hg photochemistry component based on the presence of GOM, O3, and/or 
relative humidity.  A different study extracted a PCA component in their dataset containing GOM, BrO 
and O3, which represented oxidation of GEM as well (Ren et al., 2014); however it is still not clear from 
this profile whether BrO or O3 was the major oxidant.  It could be interpreted as a co‐occurrence of O3 
and GOM photochemical reactions or a combined effect from several oxidants.  In the revised paper, we 
have discussed this example (3rd paragraph of 3.1.1).  A more general wording, like “GEM oxidation”, is 
used instead of “Hg‐O3 photochemistry” in the revised paper because there are many oxidants of GEM 
and it’s not known which one is predominantly involved in GEM oxidation and whether the reactions are 
occurring in the gas, liquid, and/or solid phase.   
 



3. Section 3.1.2: the authors should also discuss other photochemical processes involved in the 
atmospheric Hg transformation. For example, Timonen et al. (2013) and other previous literatures 
identified new sources of GOM in the free troposphere and boundary layer over ocean. This type of 
GOM events showed an anti‐correlation between GOM and O3, indicating halogens chemistry plays an 
important role. Also, Faïn et al. (2009) did not observed clear correlation between GOM and O3 during 
high GOM events in the free troposphere. These findings may suggest many oxidants may play a 
combined effect. I think the Hg‐O3 chemistry may not well explain the speciated Hg at high‐altitude 
sites.  
 
Response: On p.5512 line 19 of the ACPD paper, we discussed a study by Swartzendruber et al. (2006) 
that suggests the transport of GOM from the free troposphere was a source of GOM at a high altitude 
site based on a PCA component with GOM, ozone, and water vapor.  Although the PCA component 
contained GOM and ozone, the study concluded that the Hg‐O3 reaction rate is likely too slow to 
produce the elevated GOM concentrations observed and suggested there may be other GOM 
production mechanisms.  The presence of ozone in the PCA component is indicative of free troposphere 
transport, and not necessarily its role as an atmospheric oxidant.  We have clarified this in the revised 
paper (1st paragraph of 3.1.2).  
 
The revised paper has also incorporated the findings by Faïn et al. (2009) and Timonen et al. (2013), who 
also studied GOM processes at high altitude locations.  Faïn et al. (2009) observed elevated GOM events 
that were negatively correlated with GEM and occurred during low relative humidity, while GOM was 
not related to other air pollutants or O3.  These observations may be consistent with GEM oxidation or 
deep vertical mixing of free troposphere air enriched with GOM.  Timonen et al. (2013) found that 
different air masses may be associated with different types of Hg processes.  Dry upper troposphere 
transport was associated with elevated O3 and GOM, which may be indicative of GEM oxidation by 
reactive bromine.  GEM oxidation by O3, halogens, and heterogeneous chemistry may occur during long‐
range transport of emissions from Asia.  GEM oxidation by reactive halogens can also occur in clean air 
masses from the Pacific. (1st paragraph of 3.1.2) 
 
4. Section 3.1.2: I suggest the author may provide the TGM/CO ratio, and it may be an important 
components associated with forest fire smoke. The TGM/CO ratios of forest fire were found to be 
significantly different from air flows from anthropogenic air plume and could be used in PCA analysis. 
Also, for ratios of TGM/CO, TGM/CO2, TGM/CH4, etc were also different from different regions. Can 
these components be used in PCA models?  
 
Response: The TGM/CO ratio for biomass burning plumes can be determined to support a biomass 
burning source inferred from PCA results.  The median TGM/CO ratio ranged from 1.3 to 9.2 pg m‐3 ppb‐1 
based on data collected from flights over different regions (Slemr et al., 2014), which can be compared 
with TGM and CO data measured at a receptor location.  A low TGM/CO ratio (1‐2 pg m‐3 ppb‐1) can be 
clearly attributed to biomass burning plumes, whereas a higher TGM/CO ratio (> 6 pg m‐3 ppb‐1) is 
indicative of anthropogenic emissions (Slemr et al., 2014).  However this involves additional analysis to 
determine the subset of receptor measurements impacted by biomass burning.   
 
A potential way the TGM/CO ratio could be used in the PCA models is to differentiate between biomass 
burning and anthropogenic/industrial sources when there is a component with only TGM and CO and no 
other chemical species markers are available.  This involves calculating the Absolute Principal 
Components Scores (APCS) for the component with high loadings on TGM and CO.  The APCS can be 
converted to a pollutant’s source mass contribution to each receptor measurement according to 



Thurston and Spengler (1985), which is in the same units as the pollutant’s concentration.  The TGM/CO 
ratio can be calculated from TGM and CO’s source mass contributions and then compared with the 
emission ratios for biomass burning and anthropogenic plumes (Ebinghaus et al., 2007; Weiss‐Penzias et 
al., 2007; Slemr et al., 2014).  Few TGM/CO2 and TGM/CH4 emission ratios have been reported by Slemr 
et al. (2014).  The APCS approach could be used to gain insight on where the plumes originated from.  
However, it is not clear from the TGM/CO2 and TGM/CH4 emission ratios whether it is attributed to a 
biomass burning or anthropogenic source due to the limited data available.  We have briefly described 
this idea in the revised paper (last paragraph of 3.1.2).  
 
5. Section 3.3; I suggest that the authors may discuss what kind of receptors are suitable for using of 
PSCF and CWT models. In my opinion, the PSCF model is aimed to study the long‐range transport. 
Therefore, the models may not work well at receptors with strong local impact. In addition, clear spatial 
distributions of anthropogenic emissions are also important for accurate simulations.  
 
Response: Based on the trailing effect and trajectory model uncertainties discussed in previous PSCF and 
CFA/RTWC/CWT studies, these models are more suitable for receptor locations that are potentially 
impacted by regional or long‐range sources rather than locations that are downwind of major local 
sources.  We recommended in section 4 of the ACPD paper that an alternative method to assess local 
source impacts could involve the analysis of local wind measurements.  It also depends on which 
atmospheric Hg species are measured at the receptor location.  If only PBM are measured, these models 
are more suitable for receptor locations that are potentially impacted by regional sources and less 
suitable for distant/long‐range sources because of the shorter residence time of aerosols.  Regarding the 
spatial distribution of sources relative to the receptor site, several studies conclude that these back 
trajectory receptor models are more accurate at identifying the direction of potential sources rather 
than the distance of sources to the receptor location (Han et al., 2007; Rutter et al., 2009; de Foy et al., 
2012).  Another receptor location consideration is that the goal in most of the PSCF and CFA/RTWC/CWT 
studies were to identify potential Hg point sources, but these models can also be used at receptor 
locations that are potentially impacted by area sources (e.g. Hg emissions from lakes, ocean, forest fires, 
traffic, etc.) as shown in de Foy et al. (2012).  These discussions have been included in the revised paper 
(last paragraphs of sections 3.3 and 3.5). 
 
 
 

 



Response to Referee #3  
 
We greatly appreciate all of the comments, which have improved the paper.  Our point‐by‐point 
responses are provided below. 
 
Anonymous Referee #3 
 
General comments 
 
The manuscript by Cheng et al. provides an overview of the source apportionment studies for speciated 
atmospheric mercury using a receptor‐based approach. Related methodologies are described, study 
examples are given, and future research directions are recommended. In general the manuscript is well 
organized and clearly written, and its subject is relevant to the scope of ACP. Therefore, I recommend 
that the manuscript be accepted for publication if these following comments are sufficiently addressed.  
 
One general comment is to add a summarizing table for the comparison of different methodologies, 
including input and output parameters, advantages and disadvantages, etc.  Such a table would facilitate 
the readers’ understanding of the similarities and differences among receptor‐based methodologies. 
 
Response: We have added in the revised paper a summary table (Table 1) comparing the various 
receptor‐based source apportionment methodologies used to analyze speciated atmospheric Hg data, in 
terms of the type of model, data required, model parameters, potential Hg sources identified and major 
advantages and disadvantages.   
 
Specific comments 
 
P5499, L11: A reference for “the PMF model” is needed here. 
 
Response: References for the PMF model have been inserted: “The PMF model (Paatero and Tapper, 
1994; USEPA 2014b) is accessible from the USEPA website.” (1st paragraph of 2.1.2) 
 
Paatero, P. and Tapper, U.: Positive Matrix Factorization: a Non‐Negative Factor Model with Optimal 
Utilization of Error Estimates of Data Values, Envirometrics, 5, 111‐126, 1994. 
USEPA: EPA Positive Matrix Factorization (PMF) 5.0 Fundamentals and User Guide, 2014b. 
http://www.epa.gov/heasd/research/pmf.html    
 
P5500, L4: An explanation for “Delta‐C” is needed when it is mentioned for the first time in the 
manuscript. 
 
Response: An explanation for Delta‐C has been added in the revised paper as follows, “For atmospheric 
Hg source apportionment, the input variables have included speciated atmospheric Hg (GEM, GOM, 
PBM) and trace gases (CO, NOx, O3, SO2), trace metals, PM2.5, particle number concentrations, and/or 
carbon (black carbon, Delta‐C) measured at the receptor site (Liu et al., 2003; Cheng et al., 2009; Wang 
et al., 2013).  Delta‐C is the difference in black carbon measured at two wavelengths, 370 nm and 880 
nm, which is indicative of wood combustion (Wang et al., 2013).” (2nd paragraph of 2.1.2)  
 



P5502, L6‐7: I think the uncertainties of GOM and PBM concentration measurements are not only 40% 
and 70%. Gustin et al. (2013) suggested that GOM and PBM concentrations “could be 2‐to‐3 fold higher 
than that reported in the literature”. 
 
Response: Gustin et al. (2013) reported “the precision between collocated instruments is 0.4 to 20%, 15 
to 40%, and up to 70% for GEM, GOM, and PBM, respectively (Ebinghaus et al., 1999; Aspmo et al., 
2005; Lyman et al., 2007; Brown et al., 2008; Peterson et al., 2009; Steffen et al., 2012).” These 
uncertainties relate to comparisons between Tekran instruments.  The study also concludes that 
“Collectively, the data showed that RM concentrations could be 2‐to‐3‐fold higher than that reported in 
the literature.”  This is based on a comparison of the oxidized Hg data between other mercury 
instruments and the Tekran instruments. 
 
In the revised paper, we have replaced the measurement uncertainty estimates with those reported 
from a more recent study by Gustin et al. (2015), who suggested GOM concentrations are 
underestimated by a factor of 1.6 to 12 depending on the chemical composition of GOM based on 
comparison of data between various mercury instruments.  The extent of the GOM measurement 
uncertainties have not been widely accepted by the scientific community according to online peer‐
review discussions for this study (http://www.atmos‐chem‐phys‐discuss.net/15/3777/2015/acpd‐15‐
3777‐2015‐discussion.html); however, research on this important issue is progressing.  For PBM 
measurements, it is still unclear whether it is underestimated or overestimated and how large the 
uncertainties are (Gustin et al., 2015).  Nevertheless, the uncertainties for GOM and PBM are large 
compared to GEM because the exact chemical composition is unknown and thus calibration standards 
have not been developed to determine the accuracy of the measurements. Our main point is that the 
PMF model data quality screening features would be useful for uncertain parameters, like GOM and 
PBM. (last paragraph of 2.1.2) 
 
P5507, L12: A full name for “the FLEXPART model” and a related reference are needed here. 
 
Response: The sentence has been revised as follows, “The FLEXPART‐WRF (FLEXible PARTicle‐Weather 
Research and Forecasting) model simulates the transport and dispersion of air pollutants (Stohl et al., 
2005; Fast and Easter, 2006).  In CFA studies for speciated atmospheric Hg, FLEXPART‐WRF simulated 
the path of 100–1000 particles released from the receptor location (Rutter et al., 2009; de Foy et al., 
2012).” (2nd paragraph of 2.2.3) 
 
Stohl, A., Forster, C., Frank, A., Seibert, P., and Wotawa, G.: Technical note: The Lagrangian particle 
dispersion model FLEXPART version 6.2, Atmos. Chem. Phys., 5, 2461‐2474, doi:10.5194/acp‐5‐2461‐
2005, 2005. 
Fast, J. D. and Easter, R.: A Lagrangian Particle Dispersion Model Compatible with WRF, in: 7th WRF 
User’s Workshop, Boulder, CO, USA, 2006. 
 
P5517, L12‐14: What chemical species is(are) the marker(s) of sewage treatment? 
 
Response: Pollutant emission ratios (e.g. NO2/Hg, PM2.5/Hg, and SO2/Hg) were calculated for sewage 
treatment plants, cement production, chemical manufacturing, fossil fuel power generation, and 
metal/steel production sources using emissions data in Cheng et al. (2009).  The study found the 
pollutant emission ratios from sewage treatment plants were at least 10 times smaller than other Hg 
point sources.  The pollutant ratios for one of the PMF model factors were found to be similar to those 
of sewage treatment and were therefore assigned to this source.  We added in the revised paper that “If 



trace metals or aerosol chemical composition data were available at this receptor location, Zn, Pb, Cu, 
Cl, V, and Ni can be used as chemical species markers for municipal waste disposal/incineration (Graney 
et al., 2004; Keeler et al., 2006; Watson et al., 2008).” (1st paragraph of 3.2)    
 
P5518, L16‐24: The authors may consider moving these several sentences about the goodness and 
evaluation of the PMF methodology to Section 2. 
 
Response: The sentences related to how the goodness of fit of the PMF model was assessed have been 
moved to the second paragraph of 2.1.2.  We kept the other sentences in the last paragraph of section 
3.2 to emphasize the lack of evaluation of the PMF results for speciated atmospheric mercury. 
 
P5526, L18‐26: “PSCF and GFD are also more likely to report high probability source areas near the 
receptor location because ...” It is not clear how this reason is different from the two uncertainty 
sources mentioned above: “the trailing effect and high distribution of trajectory endpoints near the 
receptor region”. 
 
Response: The revised paper has clarified these sentences (section 4, back trajectory receptor models, 
2nd summary point).  The increasing number of trajectory endpoints (also the same as the higher 
distribution of trajectory segment endpoints) near the receptor location in PSCF and GFD models is 
different from the trailing effect issue, which may identify false source areas downwind or upwind of 
actual sources.  This is because an equal weight is applied to all trajectory segments along a trajectory, 
while actual sources are often concentrated in specific areas (Stohl, 2006).  Thus, these models perform 
better at identifying the direction of source areas than the distance of the source areas to the receptor 
location (Rutter et al., 2009; de Foy et al., 2012).   
 
The increasing number of trajectory endpoints approaching the receptor location leads to the potential 
false identification of sources near the receptor location since a longer residence time indicates a 
greater likelihood of contributing to the receptor site.  The model results need to be verified with 
emissions inventory sources.  For PSCF, the higher residence time for grid cells near the receptor 
location compared to grid cells further away from the receptor location affects the PSCF calculation in 
terms of a larger denominator value in Eq. 4. 
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Abstract. Receptor-based source apportionment studies of speciated atmospheric mercury are 1 

not only concerned with source contributions, but also with the influence of transport, 2 

transformation, and deposition processes on speciated atmospheric mercury concentrations at 3 

receptor locations.  Previous studies applied multivariate receptor models including Principal 4 

Components Analysis and Positive Matrix Factorization, and back trajectory receptor models 5 

including Potential Source Contribution Function, Gridded Frequency Distributions, and 6 

Concentration-back trajectory models.  Combustion sources (e.g., coal combustion, biomass 7 

burning, and vehicular, industrial and waste incineration emissions), crustal/soil dust, and 8 

chemical and physical processes, such as gaseous elemental mercury (GEM) oxidation reactions, 9 

boundary layer mixing, and GEM flux from surfaces, were inferred from the multivariate studies, 10 

which were predominantly conducted at receptor sites in Canada and the US.  Back trajectory 11 

receptor models revealed potential impacts of large industrial areas such as the Ohio River 12 

Valley in the US and throughout China, metal smelters, mercury evasion from the ocean and 13 

Great Lakes, and free troposphere transport on receptor measurements.   14 

Input data and model parameters specific to atmospheric mercury receptor models are 15 

summarized and model strengths and weaknesses are also discussed.  Multivariate models are 16 

suitable for receptor locations with intensive air monitoring because they require long-term 17 

collocated and simultaneous measurements of speciated atmospheric Hg and ancillary pollutants.  18 

The multivariate models provide more insight about the types of Hg emission sources and Hg 19 

processes that could affect speciated atmospheric Hg at a receptor location, whereas back 20 

trajectory receptor models are mainly ideal for identifying potential regional Hg source locations 21 

impacting elevated Hg concentrations.  Interpretation of the multivariate model output to sources 22 

can be subjective and challenging when speciated atmospheric Hg is not correlated with ancillary 23 
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pollutants and when source emissions profiles and knowledge of Hg chemistry are incomplete.  24 

Majority of back trajectory receptor models have not accounted for Hg transformation and 25 

deposition processes and could not distinguish between upwind and downwind sources 26 

effectively.  Ensemble trajectories should be generated to take into account the trajectory 27 

uncertainties where possible.  One area of improvement that applies to all the receptor models 28 

reviewed in this study is the greater focus on evaluating the accuracy of the models at identifying 29 

potential speciated atmospheric mercury sources, source locations, and chemical and physical 30 

processes in the atmosphere.  In addition to receptor model improvements, the data quality of 31 

speciated atmospheric Hg plays an equally important part in producing accurate receptor model 32 

results.Receptor-based source apportionment studies of speciated atmospheric mercury are not 33 

only concerned about source contributions, but also the influence of transport, transformation, 34 

and deposition processes on speciated atmospheric mercury concentrations at receptor locations.  35 

Previous studies applied multivariate receptor models including Principal Components Analysis 36 

and Positive Matrix Factorization, and back trajectory receptor models including Potential 37 

Source Contribution Function, Gridded Frequency Distributions, and Concentration-back 38 

trajectory models.  Anthropogenic combustion sources, crustal/soil dust, and chemical and 39 

physical processes, such as GEM oxidation reactions, boundary layer mixing, and GEM flux 40 

from surfaces, were inferred from the multivariate studies, which were predominantly conducted 41 

at receptor sites in Canada and USA.  Back trajectory receptor models revealed potential impacts 42 

of large industrial areas such as the Ohio River Valley in the U.S. and throughout China, metal 43 

smelters, mercury evasion from the ocean and Great Lakes, and free troposphere transport on 44 

receptor measurements.  Input data and model parameters specific to atmospheric mercury 45 

receptor models are summarized and model strengths and weaknesses are also discussed.  One 46 
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area of improvement that applies to all receptor models is the greater focus on evaluating the 47 

accuracy of receptor models at identifying potential speciated atmospheric mercury sources, 48 

source locations, and chemical and physical processes in the atmosphere.  49 Formatted: Font: Not Bold
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1. Introduction 50 

Gaseous elemental mercury (GEM), gaseous oxidized mercury (GOM), and particle-51 

bound mercury (PBM) are the three forms of mercury that are found in the atmosphere.  GEM is 52 

the most abundant form of Hg in the atmosphere comprising of at least 90% of the total 53 

atmospheric Hg.  GOM and PBM are Hg2+ compounds that are operationally defined because 54 

their exact chemical compositions are not known (Gustin et al., 20132015).  The different 55 

chemical and physical properties of speciated atmospheric Hg influence emission, transport, 56 

conversion, and deposition processes.  Sources emit different proportions of GEM, GOM, and 57 

PBM.  GEM has an atmospheric residence time of ½ to 1 year thus capable of long range 58 

transport, whereas GOM and PBM have residence time of a few weeks which limits them to 59 

local or regional transport (Lynam and Keeler, 2005).  Speciated atmospheric Hg can convert 60 

between the different forms by oxidation and reduction reactions and gas-particle partitioning 61 

processes (Subir et al., 2012).  All forms of Hg can undergo dry deposition; however wet 62 

deposition is more likely to occur for GOM and PBM because of the higher water solubility of 63 

Hg2+ (Schroeder and Munthe, 1998).  Consequently, GOM and PBM are easily transported from 64 

the atmosphere to land and water where they are eventually converted to methylmercury, which 65 

is the most toxic form of Hg to wildlife and humans.   66 

The emission, transport, and transformation processes of speciated atmospheric Hg are 67 

examined in detail in source-receptor relationship studies.  One type of study is chemical 68 

transport modelling, which predicts speciated atmospheric Hg concentrations on regional and 69 

global scales based on the knowledge of source emissions, atmospheric dispersion and transport, 70 

and chemical and physical atmospheric processes.  However there are still many uncertainties on 71 

the mercury behavior in the real atmosphere that have yet to be addressed (Travnikov et al., 72 



5 
 

2010; Subir et al., 2012).  An alternative approach to studying source-receptor relationships is 73 

receptor-based methods.  In this type of study, receptor measurements (e.g., air concentrations, 74 

precipitation concentrations, or wet deposition) and back trajectory modelling are used separately 75 

and together to predict pollution sources and estimate the contributions of the sources to receptor 76 

measurements (Belis et al., 2013).  Receptor-based methods do not require comprehensive 77 

knowledge of source emissions and mercury behavior in the atmosphere; therefore, they are less 78 

complicated than chemical transport models.   79 

Receptor models have been applied in source apportionment studies of particulate matter, 80 

volatile organic compounds, and speciated atmospheric Hg.  There are numerous reviews on 81 

receptor models in general (Hopke, 2003, 2008; Hopke and Cohen, 2011) and reviews specific to 82 

particulate matter source apportionment (Viana et al., 2008a; Watson et al., 2008; Chen et al., 83 

2011; Pant and Harrison, 2012; Belis et al., 2013), the Positive Matrix Factorization receptor 84 

model (Reff et al., 2007), and back trajectory statistical models (Kabashnikov et al., 2011).  The 85 

information provided in past review papers provides background knowledge into the various 86 

receptor models and discussion of the model advantages and disadvantages based on particulate 87 

matter source apportionment findings; however it might not be highly relevant to speciated 88 

atmospheric mercury.  This paper provides a review of the major receptor-based methods used in 89 

the source apportionment of speciated atmospheric mercury, including a summary of the input 90 

data and model parameters used in receptor modelling of speciated atmospheric mercury and 91 

findings that may advance our understanding of mercury behavior in the atmosphere.  The 92 

review is focused on five major receptor-based methodologies: Principal Components Analysis, 93 

Positive Matrix Factorization, Potential Source Contribution Function, Gridded Frequency 94 

Distribution, and Concentration-back trajectory models. 95 
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2. Overview of Receptor-Based Methodology  96 

2.1 Multivariate Models 97 

2.1.1 Principal Components Analysis (PCA) Description 98 

Most datasets have atmospheric Hg and other environmental parameters which could be 99 

other air pollutants and/or meteorological conditions, since atmospheric processes, such as 100 

transport and diurnal diel trendpatterns, are controlled by meteorological parameters.  PCA is a 101 

data reduction method available in many statistical software packages.  The large number of 102 

parameters observed at the receptor site are reduced to a smaller set of components or factors that 103 

explain as much of the variance in the dataset as possible (Thurston and Spengler, 1985).  This is 104 

based on the following mathematical model: 105 

𝑍𝑖𝑖 =  ∑ 𝑆𝑖𝑖𝐿𝑖𝑖𝑃
𝑖=1    (1) 106 

 107 

Zij is the standardized observed concentration of the jth pollutant in the ith sample; Sik is the kth 108 

component score on the ith sample; Lkj is the component loading for each pollutant; k is the 109 

component; P is the number of components, which represent pollution sources.  The input 110 

variables in the dataset should have some correlations; however, the model components should 111 

be independent from each other.  There are several statistics that have been determined to assess 112 

whether the dataset is suitable for PCA, such as Kaiser-Meyer-Olkin measure of sampling 113 

adequacy (> 0.6 criterion) and Bartlett’s Test of Sphericity (p<0.05 criterion).  The number of 114 

components to retain is determined by other statistics, such as Kaiser's criterion (eigenvalues >1), 115 

scree plot, analysis of variance, and/or parallel analysis, as well as achieving some minimal value 116 

of percent variance of the dataset explained by all the components (e.g. 70-80%) and how easily 117 

the components can be interpreted (Blanchard et al., 2002; Lynam and Keeler, 2006; Temme et 118 
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al., 2007; Cheng et al., 2009).  The number of components in a suitable solution to equation (1) 119 

should be less than the number of variables.  Typically in PCA studies for atmospheric Hg, two 120 

to six components have been selected to explain the majority of the variance in the dataset.  121 

Varimax rotation is normally applied to the components in the final PCA solution so that they 122 

can be more easily interpreted (Thurston and Spengler, 1985).   123 

The Varimax rotated components are assigned to mercury sources by examining the 124 

component loadings of the chemical species markers, meteorological parameters, and Hg.  The 125 

component loadings from PCA may be positive or negative; the sign is indicative of the 126 

association between the component and a particular parameter.  Large component loadings 127 

between a component and an air pollutant marker indicate that the pollutant is a major 128 

component of that factor, e.g. coal-combustion factor with a large positive loading on Hg.  129 

Variables with component loadings greater than 0.3 or 0.5 are typically used to assign the model 130 

components to sources.  Source emissions profiles for Hg sources are available from receptor-131 

based source apportionment literature as well as from databases, such as USEPA SPECIATE 132 

(USEPA, 2014a), to assign PCA model components to emission sources.  Various chemical 133 

species and air pollutants are markers or signatures of specific source types.  Elemental carbon is 134 

emitted from primary combustion sources; higher organic carbon to elemental carbon ratios and 135 

presence of Ba, Ca, Na, Pb, CO, and NOx are indicative of motor vehicle emissions and vehicle-136 

related dust; C13/C14 carbon isotopes are related to biogenic sources; Se and SO2 are 137 

representative of coal-fired power plants, Ni and V are emitted from oil combustion; Ca and Fe 138 

are related to cement kilns; Zn, Pb, Cu, and Cl are indicative of municipal waste incineration; V, 139 

Cr, Mn, and Fe are emitted from steel production; K, organic carbon, and levoglucosan are 140 

markers associated with biomass burning; Si, Ca, Al, and Fe could represent soil and crustal 141 
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sources; Na and Cl are the major components of sea-salt aerosols (Keeler et al., 2006; Lynam 142 

and Keeler, 2006; Lee and Hopke, 2006; Watson et al., 2008; Zhang et al., 2008; and references 143 

therein).  Due to resource limitations, only 3 of 22 PCA studies reviewed have particulate matter 144 

composition data available.  Other air pollutant data utilized in the remaining studies ranked by 145 

high to low frequency are: SO2, O3, NO, CO, PM2.5, NO2, NOx, PM10, BC, NMHC, THC, CH4, 146 

HNO3, TSP, VOC, NH3, and TRS.   147 

The major advantage of PCA is that it is a model suitable for exploring a large dataset of 148 

environmental parameters and can gain insight about pollution sources.  Although it is a 149 

statistical model, PCA has been applied in numerous air quality studies especially for the source 150 

apportionment of particulate matter; thus, it is based on well- established principles, e.g. 151 

conservation of mass and mass balance analysis (Hopke, 2003;, Hopke et al., 2005).  PCA can be 152 

readily accessed from commercial statistical software in which the detailed procedures of 153 

performing PCA are also widely available.  Unlike source-based chemical transport models, 154 

PCA does not require detailed data on source emissions profiles, chemical reaction kinetics and 155 

physical processes, and meteorological forecasts (Hopke, 2003).  The major disadvantage of 156 

PCA is that the procedure of assigning components to sourcesinterpretation of the components 157 

can be subjective when there are insufficient chemical species markers in the dataset (Viana et 158 

al., 2008b).     As a result, the chemical profiles of the components are not unique.  PCA results 159 

identify major components but could not quantify contributions of each component to receptor 160 

concentrations; however this can be achieved by determining the absolute Absolute principle 161 

Principle component Component scores Scores (APCS) (Thurston and Spengler, 1985).  Unlike 162 

the Positive Matrix Factorization model discussed in the following section 2.1.2, PCA does not 163 
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consider the data quality of the variables (e.g. outliers, below detection limit data), entered which 164 

may lead to inaccurate model results (Hopke and Cohen, 2011). 165 

2.1.2 Positive Matrix Factorization (PMF) Model Description 166 

The PMF model (Paatero and Tapper, 1994; USEPA 2014b) is accessible from the 167 

USEPA website.  The principle behind PMF is that every concentration is determined by source 168 

profiles and source contributions to every sample.  The model equation is given by equation (2): 169 

ij

P

k
kjikij efgx += ∑

=1
  (2) 170 

xij is the concentration of the jth pollutant at the receptor site in the ith sample; gik is the 171 

contribution of the kth factor on the ith sample; fkj is the mass fraction of the jth pollutant in the kth 172 

factor; P is the number of factors, which represent pollution sources; eij is the residual for each 173 

measurement or model error (difference between observed and modeled concentrations). 174 

PMF has numerous applications in the source apportionment of particulate matter (Lee 175 

and Hopke, 2006; Lee et al., 2008; Viana et al., 2008b; Tauler et al., 20082009) and volatile 176 

organic compounds (Song et al., 2008).  Similar to PCA, the PMF model is used when sources 177 

are unknown since it does not require the input of source profile data.  However, knowledge of 178 

potential sources is necessary to interpret model results (Watson et al., 2008).  PMF is ideal for a 179 

dataset with a large number of samples (e.g., > 100, Watson et al., 2008).  For atmospheric Hg 180 

source apportionment, the input variables have included speciated atmospheric Hg (GEM, GOM, 181 

PBM), and trace gases (CO, NOx, O3, SO2), trace metals, PM2.5, particle number concentrations, 182 

and/or carbon (black carbon, Delta-C) measured at the receptor site (Liu et al., 2003; Cheng et 183 

al., 2009; Wang et al., 2013).  Delta-C is the difference in black carbon measured at two 184 

wavelengths, 370 nm and 880 nm, which is indicative of wood combustion (Wang et al., 2013).  185 

Reff et al. (2007) provides the key points to consider for inputting data into the PMF model.  The 186 
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PMF model also requires a dataset of uncertainties corresponding to the receptor measurements 187 

or estimated from equations, which are used to assess the variables and/or samples that should be 188 

down-weighted or excluded from the model (Reff et al., 2007; USEPA, 2014b).  Other input 189 

requirements include the number of runs, starting seed, and number of factors to compute.  The 190 

model determines the optimal non-negative factor contributions and factor profiles by 191 

minimizing an objective function, which is the sum of the square difference between the 192 

measured and modeled concentrations weighted by the concentration uncertainties (Liu et al., 193 

2003; Reff et al. 2007; Watson et al., 2008; USEPA, 2014b).  The objective function, Q, is 194 

determined by equation (3): 195 

2
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xij is the ambient concentration of the jth pollutant in the ith sample; gik is the contribution of the 197 

kth factor on the ith sample; fkj is the mass fraction of the jth pollutant in the kth factor; sij is the 198 

uncertainty of the jth pollutant on the ith measurement; P is the number of factors, which represent 199 

pollution sources; m and n denote the total number of pollutants and samples, respectively. 200 

Multiple runs of the PMF model are performed to determine the optimal number of factors.  In 201 

speciated atmospheric Hg studies, the model fit and uncertainties were assessed by analyzing the 202 

standardized residuals to ensure they were randomly distributed and within two or three standard 203 

deviations and/or performing regression analysis between modeled and observed concentrations.  204 

After performing multiple runs and assessing the model fit and uncertainties, the finalThe factor 205 

profiles in the final solution are assigned to sources using source emissions profiles for Hg 206 

sources available from receptor-based source apportionment literature and from databases, such 207 

as USEPA SPECIATE, similar to PCA. 208 
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In general, the strengths of the PMF model are similar to those of PCA described in the 209 

previous section.  However, the major advantage of PMF over PCA is the inclusion of 210 

measurement uncertainties in the PMF model, which ensures measurements with large 211 

uncertainties have less influence on the model results.  This feature is particularly important for 212 

receptor-based source apportionment of speciated atmospheric Hg because GOM and PBM 213 

measurements have large uncertainties.  Comparison of data between various mercury 214 

instruments indicated that GOM concentrations may be underestimated by a factor of 1.6 to 12 215 

depending on the chemical composition of GOM (Gustin et al., 2015).  The extent of the GOM 216 

measurement uncertainties have not been widely accepted by the scientific community based on 217 

online peer-review discussions of this study; however, research on this important issue is 218 

progressing.  For PBM measurements, it is unclear whether they are underestimated or 219 

overestimated and how large the uncertainties are (Gustin et al., 2015).  GOM and PBM 220 

concentrations have uncertainties up to 40% and 70%, respectively (Gustin et al., 2013).  The 221 

factor profiles from the PMF model may be more easily interpreted than the component loadings 222 

from PCA because the factor profiles from PMF are in the same units as the input 223 

concentrations.  A potential disadvantage with the PMF model, similar to PCA, is that the 224 

procedure of assigning components to sources can be subjective when there are insufficient 225 

chemical specie markers in the dataset.  This leads to issues with collinearity of factor profiles 226 

(Watson et al., 2008; Chen et al., 2011).  Supplementary Ancillary chemical species marker 227 

measurements may not always be collocated with speciated atmospheric Hg measurements.  228 

Refer to Table 1 for a comparison between PCA and PMF models. 229 

2.2 Back Trajectory Receptor Models 230 
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Back trajectory receptor models simulate the movement of air parcels from the receptor 231 

site, which represents the potential pathway for transporting air pollutants from sources to the 232 

receptor site.  Back trajectories are often included in source apportionment studies to supplement 233 

the multivariate models previously described because the simulated airflows incorporate 234 

meteorological data (Hopke and Cohen, 2011).  The HYSPLIT (Hybrid Single Particle 235 

Lagrangian Integrated Trajectory) model (Draxler and Rolph, 2014; Rolph, 2014), has often been 236 

used in atmospheric mercury source-receptor studies (Han et al., 2004, 2005; Lynam and Keeler, 237 

2005; Liu et al., 2007; Rutter et al., 2007; Abbott et al., 2008; Choi et al., 2008; Li et al., 2008; 238 

Lyman and Gustin, 2008; Sprovieri and Pirrone, 2008; Cheng et al., 2009; Peterson et al., 2009; 239 

Sigler et al., 2009; Kolker et al., 2010).  The HYSPLIT model simulates the transport of an air 240 

parcel by wind and estimates the position of the parcel using velocity vectors that have been 241 

spatially and temporally interpolated onto a grid (Han et al., 2005).  The inputs to the HYSPLIT 242 

model include the number of trajectory start locations, type of trajectory, location of the receptor 243 

site, and meteorological data source (Draxler and Rolph, 2014; Rolph, 2014).  The model 244 

parameters selected by the user are the type of model to simulate vertical motion, starting time 245 

and height of the trajectories, total duration of the trajectories, and number of trajectories.  The 246 

input data and model parameters for back trajectory simulations depend on the sampling location 247 

and the back trajectory receptor model selected as discussed below.  The output from back 248 

trajectory models includes the hourly locations of the trajectory segment endpoints, altitude, and 249 

other meteorological variables along the trajectory. 250 

2.2.1 Potential Source Contribution Function (PSCF) Description 251 

PSCF is the probability that a source area contributes to elevated pollutant 252 

concentrations, as defined by a concentration threshold, at the receptor site.   Airflows are 253 
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simulated using back trajectory models.  PSCF is mathematically expressed as the ratio of the 254 

total number of trajectory segment endpoints in a grid cell (i,j) that is above a concentration 255 

threshold (mij) to the total number of trajectory segment endpoints in a grid cell (i,j) over the 256 

entire sampling period (nij) as shown in equation (4) (Hopke, 2003; Watson et al., 2008).  Wij is a 257 

weighting function used to adjust for a small number of trajectory endpoints in grid cell (i,j).  258 

Grid cells are color-coded based on the PSCF value and are plotted on a map to highlight 259 

potential sources areas affecting the receptor measurements.  Areas with high PSCF values 260 

(approaching 1) have a higher probability of airflows contributing to elevated atmospheric Hg 261 

concentrations at the receptor site.  262 

PSCFij = 
𝑚𝑖𝑖

𝑛𝑖𝑖
𝑊𝑖𝑖  (4) 263 

The mean atmospheric Hg concentration over the entire sampling period and/or particular season 264 

is the threshold selected for mij in many PSCF studies for speciated atmospheric Hg (Han et al., 265 

2005, 2007; Choi et al., 2008; Xu and Akhtar, 2010; Fu et al., 2011, 2012a,b).  Other studies 266 

have used the 75th percentile concentration as the concentration threshold (Lee et al., 2014) or 267 

determined a suitable threshold from short-term elevated GEM events (Abbott et al., 2008).   A 268 

map of the model domain is typically divided into grid cell sizes of 1⁰ x 1⁰ (Han et al., 2005; 269 

Choi et al., 2008; Xu and Akhtar, 2010); however a finer grid has also been applied, e.g. 0.5⁰ x 270 

0.5⁰, 0.25⁰ x 0.25⁰, or 0.2⁰ x 0.3⁰ (Abbott et al., 2008; Fu et al., 2011, 2012a,b; Lee et al., 2014).  271 

In general, the size of the grid cells depend on the study area considered (Hopke, 2003).   272 

To determine PSCF, a large number of back trajectories were generated using the 273 

HYSPLIT model.  PSCF studies of speciated atmospheric Hg used archived meteorological 274 

datasets available in the HYSPLIT model, such as EDAS (Eta Data Assimilation System) for 275 

North American locations (Han et al. 2005, 2007; Abbott et al., 2008; Choi et al., 2008; Xu and 276 
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Akhtar, 2010) and GDAS (Global Data Assimilation System) for sites in China (Fu et al., 2011, 277 

2012a,b) and Korea (Lee et al., 2014).  The back trajectory duration selected in most PSCF 278 

studies ranged from 72-120 hrs for GEM and TGM (Choi et al., 2008; Xu and Akhtar, 2010; Fu 279 

et al., 2012a,b), whereas Abbott et al. (2008) generated 24 hr trajectories corresponding to GEM 280 

measurements.  48Fourth-eight hr trajectory duration was typically chosen for GOM and PBM 281 

(Han et al., 2005; Choi et al., 2008) because of their shorter atmospheric residence time 282 

compared to GEM.  Since the daily mean speciated atmospheric Hg concentration was used to 283 

determine PSCF values, trajectories were generated at intervals of 24 hr (Xu and Akhtar, 2010; 284 

Fu et al., 2012a) or 6 hr (Han et al., 2005, 2007) to represent the airflows for a sampling day.  285 

For 7.5 hr GOM and 3.5 hr PBM samples, Fu et al. (2012a) generated back trajectories at 286 

intervals of 8 hr and 4 hr, respectively.  Most studies computed back trajectories at a single start 287 

height representative of the mixing height of the boundary layer, such as 100 m or 500 m above 288 

model ground level, whereas Fu et al. (2011, 2012a,b) determined back trajectories at multiple 289 

starting heights (e.g., 500, 1000, 1500 m). 290 

After determining the number of trajectory segment endpoints in each grid cell, a 291 

weighting factor was typically applied to PSCF values in some studies if the number of the 292 

endpoints in a grid cell was less than two or three times the average number of endpoints in all 293 

the grid cells (Han et al., 2005, 2007; Xu and Akhtar, 2010; Fu et al., 2011, 2012a,b; Lee et al., 294 

2014).  In one study, grid cells with less than four trajectory segment endpoints were omitted 295 

from the PSCF calculation (Abbott et al., 2008). 296 

The advantage of PSCF over the multivariate receptor models is that it provides the 297 

spatial distribution of potential source areas contributing to the receptor site.  With PSCF, 298 

regional anthropogenic point sources can be identified if the locations of Hg point sources are 299 



15 
 

plotted together with the PSCF results.  In contrast, multivariate models infer potential types of 300 

sources, but do not provide information about where the Hg sources are located.  PSCF also do 301 

not require ancillary pollutant measurements.  This data may not be available at the receptor 302 

location, and the sampling resolution may not be the same as the speciated atmospheric Hg data, 303 

which require additional data processing.  The disadvantages with PSCF are related to back 304 

trajectory modeling of speciated atmospheric Hg since the models may not simulate .  In the 305 

PSCF studies for speciated atmospheric Hg, the back trajectory models oversimplified the 306 

source-receptor relationship because they did not account for chemical reactions, gas-particle 307 

partitioning processes, and Hg deposition.  There are also uncertainties with the distance 308 

travelled by single back trajectories (Stohl, 1998; Watson et al., 2008).  Due to the back 309 

trajectory model resolution, PSCF is not ideal for identifying potential local sources.  In addition 310 

to disadvantages of trajectory models, the majority of the trajectory segment endpoints are found 311 

near the receptor location because this is the starting point forwhere all the back trajectories 312 

converge (Watson et al., 2008).  As a result of tThe larger nij,  affects the PSCF values 313 

calculation in equation 4 because it results in a larger denominator and may lead to a lower PSCF 314 

value.  This also depends on the concentration threshold selected because a smaller threshold 315 

likely produces higher PSCF values.  would likely be much lower near the receptor location.  316 

PSCF has a weighting function to adjust for a small number of trajectory segment endpoints, but 317 

not for a large number of endpoints.   318 

 319 

2.2.2 Gridded Frequency Distributions (GFD) Description 320 

GFD is another back trajectory receptor model that has been applied to speciated 321 

atmospheric Hg and GOM dry deposition data (Weiss-Penzias et al., 2009, 2011; Gustin et al., 322 
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2012).  The model domain is divided into 1⁰ x 1⁰ grid cells.  GFD involves calculating the 323 

average number of trajectory segment endpoints in each grid cell based on an ensemble of 324 

trajectories generated using the HYSPLIT model.  The average number of trajectory points in all 325 

the grid cells is plotted on a map to show the spatial distribution of the average trajectory 326 

residence time.  The trajectory ensemble consists of multiple trajectory starting locations and 327 

heights.  There are nine starting locations evenly-spaced in a 0.5⁰ x 0.5⁰ grid cell.  The receptor 328 

site is located in the center of the grid cell with the eight other starting locations surrounding the 329 

receptor site.  Three or four starting heights ranging from 100 to 2000 m above model ground 330 

level were selected in previous GFD studies.  The higher starting altitudes were chosen because 331 

the studies were interested in large-scale atmospheric patterns (e.g. transport from free 332 

troposphere).  The back trajectory duration ranged from 72-120 hrs and was generated every 3-6 333 

hrs. 334 

GFD has only been applied to data subsets, such as elevated or enhanced speciated 335 

atmospheric Hg events.  In Weiss-Penzias et al. (2009), the enhancement event was defined by 336 

the simultaneous occurrence of GOM concentrations >75th percentile of the daily mean at three 337 

nearby receptor locations.    GFD was also plotted for GOM concentrations <25th percentile of 338 

the daily mean.  In another study, GFD was determined for GOM enhancement events in which 339 

at least one concentration exceeded the 98th percentile (Weiss-Penzias et al., 2011).  The length 340 

of a GOM enhancement event was determined by measurements above the mean concentration.  341 

The events were further stratified into data subsets representative of the impactimpacted from by 342 

local sources and free troposphere transport.  The first data subset was derived by analyzing the 343 

frequency distributions of GOM to/ SO2 ratios.  The second data subset had GOM 344 

concentrations similar to the first data subset, but SO2 concentrations were much lower (Weiss-345 
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Penzias et al., 2011).  A similar approach for defining GOM enhancement events was also 346 

adopted by Gustin et al. (2012).  The data subset used to generate the GFD was limited to a 347 

specific range of wind directions in order to verify the sources of GOM enhancement events 348 

were due to several local electricity power plants (Gustin et al., 2012). 349 

The advantage of GFD over other back trajectory receptor models is the use of 350 

multiplegeneration of trajectories at multipley starting locations and starting heights.  Ensemble 351 

trajectories illustrate the variability in the pollutant transport pathways, which indicates how 352 

uncertain a single trajectory can be (Stohl, 1998; Hegarty et al., 2009; Gustin et al., 2012).  Some 353 

of the disadvantages of PSCF also apply to GFD, such as back trajectory uncertainties and higher 354 

number of trajectory endpoints approaching the receptor location discussed in section 2.2.1.  In 355 

the GFD studies, the back trajectory models have not accounted for chemical reactions, gas-356 

particle partitioning, and deposition of speciated atmospheric Hg.  The majority of the trajectory 357 

segment endpoints are found near the receptor location (Watson et al., 2008); thus, the average 358 

number of trajectory segment endpoints will always be higher near the receptor location.  The 359 

GFD model has beenwas applied to only small data subsets that meet a specific criteria; 360 

therefore, it; therefore  excludesd a large proportion of the entire dataset.  The criteria used to 361 

classifyClassification of the data subsets also require knowledge about the sources contributing 362 

to elevated pollutant concentrations at the receptor site. 363 

2.2.3 Concentration Field Analysis (CFA), Residence Time Weighted Concentration 364 

(RTWC), Concentration-Weighted Trajectory (CWT) Description 365 

CFA, RTWC, and CWT are also common back trajectory receptor models and that have 366 

been used to identify potential source areas contributing to speciated atmospheric Hg 367 

measurements at a receptor site (Han et al., 2007; Rutter et al., 2009; de Foy et al., 2012; Cheng 368 
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et al., 2013b).  The most apparent difference between CFA/RTWC/CWT and previously 369 

described back trajectory receptor models is that the trajectory residence time in the grid cells 370 

have been weighted by the observed atmospheric Hg concentrations corresponding to the arrival 371 

of each trajectory.  CFA, RTWC, and CWT can be summarized by equation (5) (Kabashnikov et 372 

al., 2011): 373 

P𝑖𝑖 =  
∑ 𝑐𝑙𝜏𝑖𝑖𝑙𝐿
𝑙=1
∑ 𝜏𝑖𝑖𝑙𝐿
𝑙=1

       (5) 374 

Pij represents the source intensity of a grid cell (i,j) contributing to the receptor location.  cl is the 375 

speciated atmospheric Hg concentration corresponding to the arrival of back trajectory l in the 376 

CWT model.  For CFA or RTWC, logarithmic concentrations are used.  τijl is the number of 377 

trajectory segment endpoints in grid cell (i, j) for back trajectory l divided by the total number of 378 

trajectory segment endpoints for back trajectory l (i.e., residence time of a trajectory in each grid 379 

cell); L is the total number of back trajectories over a time period (e.g., entire sampling period or 380 

a season) (Cheng et al., 2013b).  As shown in the model equation shows, higher atmospheric Hg 381 

concentrations would lead to higher source intensity if the trajectory residence time were the 382 

same.  In CFA, RTWC, and CWT, the trajectory residence time scaled by the observed 383 

concentration is also normalized by the trajectory residence time. 384 

The FLEXPART-WRF (FLEXible PARTicle-Weather Research and Forecasting) model 385 

simulates the transport and dispersion of air pollutants (Stohl et al., 2005; Fast and Easter, 2006).  386 

In CFA studies for speciated atmospheric Hg, the FLEXPART model generated back trajectories 387 

using Weather Research and Forecasting (WRF) model by tracking the movementFLEXPART-388 

WRF simulated the path of 100-1000 particles released from the receptor location (Rutter et al., 389 

2009; de Foy et al., 2012).  The particles were tracked for 48 hrs in Rutter et al. (2009), since 390 

CFA was applied to speciated atmospheric Hg data.  Six-day trajectories were determined by de 391 
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Foy et al. (2012) to simulate the transport of GEM.  The hourly locations of the particles are 392 

counted in all the grid cells that have been overlaid on a map of the study area.  The HYSPLIT 393 

back trajectory model using the EDAS 40 km archived meteorological data was used in the CWT 394 

studies for speciated atmospheric Hg (Cheng et al., 2013b).  Forty-eight hour back trajectories 395 

were generated for each 3 hr GEM, GOM, and PBM concentration at a single start height 396 

representative of the coastal location.  The hourly locations or trajectory segment endpoints for 397 

every trajectory are tallied for all grid cells.  CWT was determined for grid cells with at least two 398 

sets of cl and τijl.   399 

As summarized in Table 1, Tthe advantage of CFA and CWT over PSCF and GFD 400 

described in previous sections is the integration of the receptor concentrations in the back 401 

trajectory model as evident in equation (5).  This is important because the observed 402 

concentrations account for the various physical and chemical processes as an air pollutant is 403 

transported from sources to the receptor site (Jeong et al., 2011).  PSCF uses a concentration 404 

threshold to determine the trajectory residence time associated with elevated Hg concentrations; 405 

however, the concentration thresholdit may be perceived as arbitrary.  Consequently, the receptor 406 

measurements that are slightly below the threshold concentration are excluded from PSCF 407 

calculation (Han et al., 2007).  Another advantage of CFA and CWT is that the source intensity 408 

of the grid cells is normalized by the trajectory residence time, which reduces the bias due to 409 

increasing trajectory residence time near the receptor location.  In the CFA studies for speciated 410 

atmospheric Hg, the use of a particle dispersion trajectory model is more suitable for simulating 411 

turbulent flows and has been validated by tracer experiments (Hegarty et al., 2013).  The 412 

disadvantages of CFA and CWT are the uncertainties associated with back trajectory modeling, 413 

especially when single trajectories are generated (Stohl, 1998).  Common to many of the back 414 
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trajectory receptor models described in this section and previously, the potential Hg source areas 415 

identified by the models are not often evaluated against Hg emissions inventory quantitatively, 416 

which makes it difficult to determine the accuracy of the models at reconstructing the sources 417 

(Kabashnikov et al., 2011).  This evaluation requires a comprehensive Hg emissions inventory 418 

because both anthropogenic and natural sources contribute significantly to global Hg emissions 419 

(Pirrone et al., 2010). 420 

3. Overview of Existing Studies  421 

3.1 PCA Results 422 

3.1.1 Source apportionment 423 

PCA have been used to apportion potential sources affecting TGM and speciated 424 

atmospheric Hg in Seoul, Korea (Kim and Kim, 2001; Kim et al., 2011), Changbai Mountain 425 

(Wan et al., 2009a,b) and, Xiamen (Xu et al., 2015), China, Göteberg, Sweden (Li et al., 2008), 426 

Poland (Majewski et al., 2013), Canada, and USA.   The Canadian sites are located in Point Petre 427 

and Egbert, Ontario (Blanchard et al., 2002), CAMNet stations (Temme et al., 2007), Toronto 428 

(Cheng et al., 2009), northwestern Ontario (Cheng et al., 2012), Kejimkujik National Park 429 

(Cheng et al., 2013a), Flin Flon, Manitoba (Eckley et al., 2013), Fort McMurray, Alberta 430 

(Parsons et al., 2013), and Windsor, Ontario (Xu et al., 2014).  The U.S. sites included South 431 

Florida (Graney et al., 2004), Detroit, Michigan (Lynam and Keeler, 2006; Liu et al., 2007), 432 

Mount Bachelor, Oregon (Swartzendruber et al., 2006), Athens, Ohio (Gao, 2007), Rochester, 433 

New York (Huang et al., 2010), and Grand Bay, Mississippi (Ren et al., 2014).  Most of the 434 

studies identified a factor/component that was representative of anthropogenic combustion 435 

sources (e.g., coal combustion, vehicular, industrial, biomass burning, and waste incineration 436 

emissions) regardless of whether the studies were conducted in urban, rural, and or coastal 437 
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locations.  This component generally consisted of high component loadings on Hg and other air 438 

pollutant markers, such as NOx, SO2, O3, PM2.5, black carbon, CO, and/or trace metals.  A 439 

component consisting of GEM, NOx, and CO was attributed to vehicular emissions in Detroit 440 

(Lynam and Keeler, 2006).  Graney et al. (2004) was able to narrow down the PBM source in 441 

South Florida to waste incineration because of the presence of PBM, V and Ni in one of the 442 

components.  Higher loadings for TGM, Ag, Cd, Cr, Mn, Mo, Se, Sn and Zn at a rural location in 443 

Point Petre were assigned to distant anthropogenic/coal combustion sources (Blanchard et al., 444 

2002).  The presence of NOx, SO2 and PM2.5 in a component was assigned to marine 445 

transportation after verifying that the back trajectories passed over shipping ports along the U.S. 446 

east coast (Cheng et al., 2013a).  The percent variance that can be explained by anthropogenic 447 

combustion sources varied from 10-57% among the studies reviewed.  It explained most of the 448 

variance (>35%) at some urban locations, such as in Seoul, Toronto, Windsor, and South Florida 449 

because of the proximity to Hg point sources and/or traffic (Kim and Kim, 2001; Graney et al., 450 

2004; Cheng et al., 2009; Xu et al., 2014).  At rural locations further away from Hg point sources 451 

and traffic, 15-29% of the variance was explained by the transport of anthropogenic combustion 452 

emissions (Blanchard et al., 2002; Cheng et al., 2012, 2013a).  The PCA studies of atmospheric 453 

Hg also attributed the sources of TGM and PBM at rural sites to crustal sources (Blanchard et al., 454 

2002; Graney et al., 2004; Cheng et al., 2012, 2013a).  This component typically included TGM 455 

or PBM and Si, Al, Fe, Mn, Sr, Ti, Ca2+, Mg2+, and/or K+ and explained between 12% and 41% 456 

of the variance in the dataset.   457 

Aside from emission sources, many of the PCA studies derived components from the 458 

datasets that are representative of atmospheric chemical and physical processes.  These processes 459 

can also influence atmospheric Hg concentrations at a receptor location.  In many instances, local 460 
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meteorology, Hg-O3GEM oxidation photochemistry, diurnal mixing, and snow melting were the 461 

major components affecting atmospheric Hg at the receptor sites, rather than anthropogenic 462 

combustion sources.  The most often used meteorological parameters are relative humidity, 463 

temperature, and wind speed, which are easy to obtain or readily available from weather stations, 464 

followed by pressure, solar radiation, and ultraviolet radiation.  Kim and Kim (2001) assigned a 465 

component to meteorological influence based on the presence of TGM, temperature and O3.  Liu 466 

et al. (2007) also found positive loadings on GEM, water vapor mixing ratio, and O3, and 467 

negative loadings on PBM and wind speed for the component representing seasonal 468 

meteorology.  Surface GEM emissions of previously-deposited Hg were recognized as a major 469 

TGM source in Flin Flon, Manitoba after the closure of Canada’s largest Hg point source 470 

(Eckley et al., 2013).  This result was inferred from an increase in TGM loading on the 471 

meteorology component that consists of temperature, solar radiation and relative humidity, and a 472 

decrease in TGM loading on the component representing the smelter after it was shutdown.  473 

TGM measurements at a site in the Alberta oil sands region was mainly attributed to diurnal 474 

variability based on strong component loadings on O3 and meteorological parameters including 475 

O3, temperature, relative humidity, and solar radiation (Parsons et al., 2013).   476 

Hg-O3GEM oxidation photochemistry was a larger contributor to the receptor 477 

measurements (31% of the total variance) than combustion sources during July in Detroit.  This 478 

component included strong positive component loadings on GOM, O3, temperature and wind 479 

speed, and negative loadings on relative humidity (Lynam and Keeler, 2006).  Other studies also 480 

extracted a component representative of Hg-O3 photochemistryGEM oxidation with similar 481 

pollutant or meteorological parameter loadings; however, the component did not explain the 482 

most variance with percentages ranging from 11-27% (Li et al., 2008; Huang et al., 2010; Cheng 483 
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et al., 2012, 2013a; Ren et al., 2014; Xu et al., 2014).  GEM oxidation was also inferred from a 484 

PCA component containing GOM, BrO and O3 (Ren et al., 2014).  Although BrO and O3 are 485 

potential oxidants of GEM, it is unclear from this component whether the oxidation reaction was 486 

dominated by BrO or O3 and occurring in the gas, liquid, and/or solid phase.  This example 487 

shows that inferring the GEM oxidation contribution from PCA results is complicated by Hg 488 

chemistry uncertainties.  This component could also be interpreted as a combined effect from 489 

several oxidants or the co-occurrence of O3, BrO and GOM photochemical reactions because the 490 

strong loadings on the parameters is due to their strong correlations and not necessarily reflective 491 

of any causal relationships.   492 

Diurnal mixing was also identified as the primary component affecting GEM 493 

concentrations in Detroit (Liu et al., 2007).  The component explained 27% of the variance in the 494 

dataset and was composed of negative component loadings for GEM and PBM and other primary 495 

pollutant variables (SO2 and NOx), and positive loadings for O3.  It is consistent with daytime 496 

mixing between the surface air and cleaner air aloft, which likely resulted in the lower GEM and 497 

PBM concentrations in the afternoon.  Photochemical production of O3 also occurs during 498 

daytime.  Liu et al. (2007) also confirmed that the principal component scores were higher for 499 

daytime data than nighttime, indicating that this component contributed more to daytime 500 

measurements.  In contrast to diurnal mixing, another study obtained strong component loadings 501 

on GEM and other primary air pollutants for the nighttime data subset, which was largely 502 

attributed (40.3% of the total variance) to nocturnal atmospheric inversion in Göteberg, Sweden 503 

(Li et al., 2008).  During nighttime atmospheric inversion, air near the surface is colder and 504 

denser than the air above it, which leads to reduced mixing and inhibits air pollutant dispersion. 505 
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Snow melt and evasion from the ocean are two processes that are were identified from 506 

PCA as potential sources of GEM contributing to some receptor locations.  Snow melt was 507 

inferred from PCA of the winter data subsets from Rochester, New York (Huang et al., 2010) 508 

and explained the most variance in the winter data (19-21%).  The study obtained positive 509 

component loadings on GEM, temperature, and a “melting” variable, which is coded based on 510 

temperature ranges above 0⁰C.  Additional analysis also confirmed that the average GEM 511 

concentrations corresponding to temperatures above 0⁰C were statistically higher than those 512 

below 0⁰C.  Instead of snow melting, Eckley et al. (2013) collected snow depth data and 513 

obtained a negative loading for the component assigned to surface GEM emission.  Evasion of 514 

GEM from the Atlantic Ocean was recognized as a potential source of GEM to a coastal site in 515 

Atlantic Canada (Cheng et al., 2013a).  PCA produced a component with high loadings on GEM, 516 

relative humidity, wind speed, and precipitation, which explained 12-25% of the variance in the 517 

dataset.  Further analysis using absolute principal component scores and back trajectory data 518 

indicated that this component impacted sampling days that were influenced by marine airflows.  519 

Back trajectories originating from the Atlantic Ocean were also associated with higher relative 520 

humidity and wind speed, which is consistent with the component loadings.  The meteorological 521 

variables present in both of these components are also consistent with those observed in field 522 

studies (Lalonde et al., 2002; Laurier et al., 2003). 523 

A component representing PBM wet deposition was also extracted from datasets 524 

collected in Rochester (Huang et al., 2010) and Huntington Wildlife Forest (Cheng et al., 2013a), 525 

New York.  Hg wet deposition was inferred from the presence of high negative loadings for 526 

PBM and positive loadings for precipitation and relative humidity.  Huang et al. (2010) also 527 

reported negative loadings on barometric pressure, since low atmospheric pressure leads to 528 
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precipitation.  Hg wet deposition explained 12-14% of the variance in the seasonal data subset 529 

(Huang et al., 2010) and 8% of the variance in an annual dataset (Cheng et al., 2013a). 530 

3.1.2 Site characteristics on PCA results 531 

Some unique factors have been identified owing to site characteristics, such as a high 532 

altitude location, urban site, and forested area.  A component consisting of HgGOM, -O3, -and 533 

water vapor was the primary component extracted from a dataset (47% of the total variance) 534 

collected at a high altitude site in the Mount Bachelor Observatory in Oregon, USA; .  it It was 535 

interpreted as transport from the free troposphere because of a positive component loading on O3 536 

and negative component on water vapor (i.e. dry air) which are characteristics of the upper 537 

atmosphere  (Swartzendruber et al., 2006).  Unlike other studies, the presence of O3 was not 538 

indicative of its role as a potential oxidant of GEM.  This elevated site (2.7 km above sea level) 539 

was frequently impacted by the free troposphere because of the diurnal cycle of mountain winds 540 

and off-shore winds from the Pacific Ocean (Swartzendruber, 2006).  Mountain winds move 541 

upslope during daytime.  At night, free troposphere transport is driven by downslope winds.  The 542 

influence of the free troposphere has been verified by performing additional back trajectory 543 

analysis (see section 3.4).  Dry upper troposphere air also impacted other high elevation sites 544 

(Faïn et al., 2009; Timonen et al. 2013).  Faïn et al. (2009) observed an anti-correlation between 545 

GOM and GEM during low relative humidity conditions, while GOM was not related to other air 546 

pollutants or O3.   Timonen et al. (2013) suggested that GEM oxidation by O3 and halogens and 547 

heterogeneous chemistry may occur during long-range transport of air masses from Asia.  GEM 548 

oxidation by halogens can also occur in clean air masses originating from the Pacific Ocean.  549 

These findings are consistent with the rapid GEM oxidation by bromine occurring in the free 550 

troposphere simulated in atmospheric Hg models (Holmes et al., 2006).  Measurements 551 
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conducted in the upper atmosphere show elevated GOM and PBM concentrations (Lyman and 552 

Jaffe, 2012), and modeling studies suggest that it is due to the rapid oxidation of GEM by 553 

reactive bromine originating from sea salt emissions, stratospheric input, and atmospheric 554 

reactions (Holmes et al., 2006).  However, there is still ongoing debate on which atmospheric 555 

oxidants are dominate involved in the GEM oxidation reaction.  This elevated site (2.7 km above 556 

sea level) was frequently impacted by the free troposphere because of the diurnal cycle of 557 

mountain winds and off-shore winds from the Pacific Ocean (Swartzendruber, 2006).  Mountain 558 

winds move upslope during daytime.  At night, free troposphere transport is driven by downslope 559 

winds.  The influence of the free troposphere has been verified by performing additional back 560 

trajectory analysis (see section 3.4).  GOM has also been correlated with a tracer of the upper 561 

atmosphere, 7Be, at the Grand Bay coastal location to verify whether the elevated GOM 562 

concentrations were transported from the free troposphere; however, only weak correlations were 563 

found (Ren et al., 2014). 564 

In urban sites, photochemistry GEM oxidation and industrial sulfur are the top two 565 

components.  Transport was the most frequent component in rural settings.  Huang et al. (2010) 566 

pointed outsuggested that the aqueous-phase reaction of GEM with O3 in some regions may be 567 

the most important oxidation process.  Huang et al. (2010), Akhtar (2008), and Lynam and 568 

Keeler (2006) determined industrial sulfur was a major factor affecting mercury.  The study by 569 

Lynam and Keeler (2006) was located in Detroit, Michigan, which was close to industrial areas.  570 

Akhtar (2008)’s study was conducted in Windsor, Ontario, Canada, downwind of several 571 

industrial states in the U.S., including Michigan, Ohio, and Indiana.  Huang et al. (2010)’s study 572 

was carried out in Rochester, downwind of large coal fired power plants located in western New 573 

York. 574 
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Forest fire smoke was inferred from PCA results which had positive loadings on TGM 575 

alone with the and the components of forest fire smoke, namely PM2.5, CO, and NH3 (Parsons et 576 

al., 2013). This study was conducted in Alberta, Canada, where the forest density and occurrence 577 

of forest fire are both high.  TGM/CO emissions ratios have also been used to differentiate the 578 

impact of biomass burning from anthropogenic emissions on receptor measurements.  Based on 579 

aircraft and high-altitude measurements, the median TGM/CO ratio can range from 1.3-9.2 pg m-580 

3 ppb-1 among different regions.  A low TGM/CO ratio (1-2 pg m-3 ppb-1) is clearly attributed to 581 

biomass burning plumes, whereas a higher TGM/CO ratio (> 6 pg m-3 ppb-1) is strongly 582 

indicative of anthropogenic emissions (Ebinghaus et al., 2007; Weiss-Penzias et al., 2007; Slemr 583 

et al., 2014).  The TGM/CO ratio could be used in PCA for this purpose when a component 584 

contains only TGM and CO and no other chemical species markers are available.  A potential 585 

method could be to calculate the Absolute Principal Components Scores (APCS) and convert it 586 

to a pollutant’s source mass contribution to the receptor measurements (Thurston and Spengler, 587 

1985).  The TGM/CO ratio calculated from TGM and CO’s source mass contributions are then 588 

compared with the emission ratios for biomass burning and anthropogenic plumes.  The APCS 589 

method may be extended to TGM/CO2 and TGM/CH4 ratios to gain insight on where the plumes 590 

originated from by comparing the ratios to those in literature (e.g. Slemr et al., 2014).  At other 591 

forested sitesAside from forest fires, road-salt particles were identified as a potential PBM source 592 

at another forested site because of the existence of PBM, Na+, and Cl-.  The authors pointed out 593 

that the most probable source of PBM during winter is the road dust which contains road-salt and 594 

PBM via absorption or condensation of gaseous Hg (Cheng et al., 2012; 2013a).  595 

 596 

3.1.3 PCA results from data subsets 597 
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To investigate different effects of Hg sources or atmospheric processes on annual, 598 

seasonal or diurnal scales, some studies divided the full dataset into subsets for additional PCA 599 

investigations.  All papers reported differences between the subsets and between the full dataset 600 

and the subsets to some extent (Gao, 2007; Parsons et al., 2013, Xu et al., 2014).     In the 2007-601 

2011 Windsor, Ontario TGM study (Xu et al., 2014), seasonal PCA revealed that the transport 602 

component seems to be very influential to TGM concentrations due to high winds.  The impact 603 

of photochemistry, i.e., reduction of ambient GEM by photochemical oxidation to GOM, GEM 604 

oxidation was more easily extracted from the springtime data because there are less confounding 605 

factors, e.g., reemission of GEM.  When analyzed by year, similar results were obtained as with 606 

the full dataset.  In a study conducted in Ohio, two factors (coal-fired power plants and 607 

photochemistryGEM oxidation) were extracted from the full dataset. The PCA result from 608 

summer subset was similar, component one being coal-fired power plants and 609 

photochemistryGEM oxidation, and component two being combustion.  The winter subset also 610 

had two factors retained: combustion and coal-fired power plants, however without 611 

photochemistry GEM oxidation (Gao, 2007).  612 

Similarly, TGM data collected in Fort McMurray, Alberta were stratified into three 613 

concentration ranges and then each data subset were analyzed separately using PCA (Parsons et 614 

al., 2013).  For the full dataset, TGM variability was primarily attributed to diurnal variability 615 

followed by forest fire smoke, temperature and snow depth, industrial sulfur, and combustion 616 

processes.  However when the highest one-third TGM concentration subset was analyzed, the 617 

two major Hg components extracted were forest fire smoke and diurnal variability.  This 618 

suggests that elevated TGM concentrations were not strongly attributed to oil sands activities.  619 
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The middle one-third and lowest one-third TGM concentration ranges show the same result as 620 

the full dataset with diurnal variability as the major Hg component.  621 

3.1.4 TGM vs. speciated atmospheric Hg PCA results 622 

In terms of the benefits of collecting speciated Hg data instead ofover TGM only in PCA, 623 

it was found that datasets with speciated Hg were more likely to identify Hg 624 

photochemistryGEM oxidation (5 of 10 vs. 2 of 10 publications), combustion sources (4 vs. 2 625 

publications), and diurnal trend (3 vs. 1 publications) as the major components affecting Hg than 626 

datasets with TGM only.  The analysis of speciated atmospheric Hg has a greater tendency of 627 

extracting these three components because the variations in GOM and PBM are attributable to 628 

fresh emissions, chemical reactions and diurnal patterns in the atmosphere, whereas GEM or 629 

TGM are subject to large and stable background concentrations.  This is further supported by 630 

Wan et al. (2009b) and Liu et al. (2007) who reported that PBM has a similar diurnal pattern as 631 

GOM.  Specifically, GOM generally peak from midday to afternoon, and is quickly removed by 632 

nighttime dry deposition.  A comparison of TGM and speciated Hg PCA results was also 633 

examined by Wan et al. (2009a,b).    The same dataset was analyzed twice.  The initial analysis 634 

with TGM only resulted in meteorological conditions as the major Hg component (Wan et al., 635 

2009a).   When all three Hg species were included, diurnal trend and combustion processes were 636 

identified as the major Hg components (Wan et al., 2009b).  637 

Of all Hg components reported in ten speciated Hg studies, one-half of the components 638 

involved GOM while only 10% of the components contained all three Hg species.  PBM tended 639 

to cluster on a component with GEM or GOM rather than on a separate factor, indicating that 640 

these species may undergo gas-particle partitioning (Lynam and Keeler, 2006).  None of the 641 
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components had GEM and GOM clustered together, suggesting differences in the strength of 642 

sources and sinks for GEM and GOM.   643 

3.1.5 PCA results summary 644 

Due to the inherent difficulties in component interpretation, some PCA studies were not 645 

able to characterize certain components due to a lack of data/evidence.  For example, Cheng et 646 

al. (2009) derived a major Hg component with high loadings for all three Hg species and PM2.5 647 

only, which could not be easily characterized without additional data.    Some studies were not 648 

able to resolve specific types of anthropogenic combustion sources due to a lack of chemical 649 

species measurements at the receptor location.  For example, Wan et al., (2009b) was unable to 650 

differentiate two of the components, which were only labelled by “Combustion processes I” and 651 

“Combustion processes II”.  It is important to note that it does not necessarily guarantee that 652 

specific source types will be differentiated because the chemical species markers must have 653 

some correlation with speciated atmospheric Hg.  Most PCA studies have gone beyond 654 

apportioning conventional anthropogenic sources to even identifying chemical and physical 655 

processes (e.g.  GEM oxidation, boundary layer mixing, and surface GEM flux)that influence 656 

speciated atmospheric Hg measurements.  .  At some locations, GEM oxidation reactions, 657 

boundary layer mixing, and GEM flux from surfaces may have larger impacts on the receptor 658 

measurements than anthropogenic sources.  The inclusion of meteorological variables parameters 659 

has helped with the interpretation of chemical and physicalHg processes.  However, the profiles 660 

for these chemical and physicalHg processes and some non-point sources are not well- 661 

established.  The qualitative interpretation of the components is based on literature.  Therefore in 662 

aA few PCA studies,  included other receptor models (e.g., back trajectory models and absolute 663 

principal component scores) were applied in orderresults to support the PCA findings.  Aside 664 
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from models, PCA results are were often verified by performing analysis of seasonal and diurnal 665 

diel trends in atmospheric Hg concentrations, correlations between Hg and ancillary air 666 

pollutants, and wind speeds and wind directions.  Despite the supplementary data analysis, PCA 667 

results for speciated atmospheric Hg are rarely evaluated.  Only a few studies have compared 668 

PCA output to other data reduction or data classification outputs, such as Positive Matrix 669 

Factorization (PMF) model and cluster analysis (Cheng et al., 2009, 2012). 670 

3.2 PMF Results 671 

The PMF model apportioned sources of speciated atmospheric Hg measured in Potsdam 672 

(Liu et al., 2003) and Rochester (Wang et al., 2013), New York and Toronto, Canada (Cheng et 673 

al., 2009).  PMF inferred industrial sources, such as nickel smelting and metal production, as 674 

potential contributors to atmospheric Hg in Potsdam, New York and Toronto, Canada.  Among 675 

the seven factors extracted from the Potsdam site, GEM was found in trace concentrations in one 676 

factor containing Se and S, which are characteristic of nickel smelting.  This source was also 677 

verified by potential source contribution function (PSCF), which indicated that the probable 678 

source area was nickel smelting operations in central Quebec and eastern Ontario (Liu et al., 679 

2003).  Metal production was also identified as a potential source contributing to GOM and PBM 680 

concentrations in Toronto based on comparison of the ratios of air pollutantspollutant ratios (e.g., 681 

NO2/TGM, PM2.5/TGM, and SO2/TGM) to TGM between factor profiles and source profiles 682 

from emissions inventory (Cheng et al., 2009).  However, due to the large variability in the 683 

source emissions ratios among metal production plants, several factor profiles were assigned to 684 

metals production.  The source with the most unique and least variability in the source emissions 685 

ratios was sewage treatment; thus, one of the factors was easily interpreted as sewage treatment.  686 

84% of GEM concentrations were attributed to this source.  This study highlighted the potential 687 
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issues with multivariate models, such as non-unique factor profiles, that can arise due to a lack of 688 

chemical species markers in the dataset.  If trace metals or aerosol chemical composition data 689 

were available at this receptor location, Zn, Pb, Cu, Cl, V, and Ni could be used as chemical 690 

species markers for municipal waste disposal/incineration (Graney et al., 2004; Keeler et al., 691 

2006; Watson et al., 2008).  In the absence of this data, potential Hg sources in urban areas may 692 

have been neglected, such as GEM emissions from urban surfaces and soil (Eckley and 693 

Branfireun, 2008) and vehicular traffic (Landis et al., 2007).   694 

Inclusion of CO and aerosol measurements in Rochester was practical for assigning 695 

factors from the PMF model to traffic and wood combustion sources and the process of 696 

nucleation.  Out of these three factors however, only wood combustion contributed significantly 697 

to PBM concentrations (48%) as well as to ultrafine and fine particle number concentrations and 698 

Delta-C (black carbon measurements based on two different wavelengths).  PBM contribution 699 

from wood combustion was comparable to that from a local coal-fired power plant (CFPP) in 700 

Rochester.  The source with the largest contribution to GEM concentrations was a factor with 701 

enhanced ozone contributions (50%).  Factors representing CFPP and GEM oxidation 702 

contributed 50% and 85%, respectively, to GOM concentrations (Wang et al., 2013).  Besides 703 

identifying the CFPP as a potential Hg source, tThe PMF model was also applied to the dataset 704 

collected before and after the shutdown of the CFPP to show the change in the impact of this 705 

source on speciated atmospheric Hg in Rochester.  CFPP contribution declined by 25% for 706 

GEM, 74% for GOM, and 67% for PBM after the CFPP was shutdown.  These results were also 707 

verified by condition probability function, which showed a substantial decrease in the probability 708 

of observing elevated concentrations from the wind direction of the CFPP after its closure (Wang 709 

et al., 2013).   710 



33 
 

There were only a few studies that have used the PMF model to apportion sources of 711 

speciated atmospheric Hg.  The studies identified local and regional sources and chemical and 712 

physical processes impacted speciated atmospheric Hg.  The PMF model was also capable of 713 

investigating the change in source emissions on speciated atmospheric Hg at a receptor site.  714 

Having a sufficient number of chemical species markers in the dataset is conducive to the 715 

interpretation of the model factors and also ensures that some sources have not been omitted.  To 716 

verify the anthropogenic point sources resolved from the PMF model, studies performed further 717 

analysis using PSCF and conditional probability function.  Unlike the PCA studies, some 718 

discussion was provided on the goodness of fit of the PMF model.  The PMF studies analyzed 719 

the standardized residuals to ensure they were randomly distributed and within two or three 720 

standard deviations and/or performed regression analysis between modeled and observed 721 

concentrations.  Although it offers some confidence in the model resultsHowever, the sources 722 

identified and apportioned by the PMF modelsinferred have not been independently assessed for 723 

accuracy in PMF studies of speciated atmospheric Hg.  In comparison, source-based Hg 724 

transport models can evaluate the predicted speciated atmospheric Hg concentrations against 725 

field measurements.  Trajectory simulations have also been validated by tracer experiments 726 

(Hegarty et al., 2013). 727 

3.3 PSCF Results 728 

PSCF was applied to receptor locations in North America and in Asia, such as Potsdam, 729 

Stockton, Sterling (Han et al., 2005, 2007) and Huntington Wildlife Forest (Choi et al., 2008), 730 

New York; Salmon Falls Creek, Idaho (Abbott et al., 2008); Windsor, Ontario, Canada (Xu and 731 

Akhtar, 2010); Guiyang, Waliguan, and Mt. Changbai, China (Fu et al., 2011, 2012a, b); and 732 

Yongheung Island, South Korea (Lee et al., 2014).  Most of the studies used PSCF to analyze 733 
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TGM or GEM data with the exception of two studies that analyzed speciated atmospheric Hg as 734 

well (Han et al., 2005; Choi et al., 2008).   735 

Four of the PSCF studies were conducted in the Great Lakes region close to Lake Erie 736 

and Lake Ontario.  These studies identified potential source areas to the south of the receptor site 737 

spanning from the Ohio River Valley, which is known for its industrialized areas, to Texas.  738 

From these potential source areas, the studies located Hg point sources from emissions 739 

inventory, such as coal combustion in Ohio and Pennsylvania, waste incineration and oil 740 

combustion in St. Louis, and metal smelting in Ontario and Quebec.  The Atlantic Ocean and 741 

Gulf of Mexico were also recognized as potential sources of GEM and TGM through potential 742 

photo-reduction of Hg(II) in the ocean and volatilization of GEM from the ocean surface (Han et 743 

al., 2007; Xu and Akhtar, 2010).  In a western U.S. site, GEM was attributed to Hg point sources, 744 

gold mining, natural Hg-enriched areas in Nevada, and wildfires (Abbott et al., 2008).  At 745 

receptor locations in China, PSCF identified potential source regions of TGM and GEM in 746 

northcentral China, northwest India, and North Korea (Fu et al., 2011, 2012a, b).  In these 747 

regions, Hg emissions originate from coal combustion, cement production, and urban and 748 

industrial areas.  Mercury emissions in northeastern China and local industrial emissions also 749 

contributed to elevated TGM in South Korea (Lee et al., 2014).   750 

Seasonal PSCF analysis revealed potential source areas that were not recognized in PSCF 751 

analysis of long term data.  The change in the prevailing winds in Guiyang, China during the 752 

summer was driven by monsoons, which led to the identification of potential source areas 753 

southeast of Guiyang (Fu et al., 2011).  In Windsor, Canada (Great Lakes region), PSCF analysis 754 

of the winter and spring TGM data revealed potential source areas in the northwest and northeast 755 

directions, whereas the source areas based on the PSCF analysis of the annual data were 756 
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predominantly transboundary pollution from the U.S. (Xu and Akhtar, 2010).  Xu and Akhtar 757 

(2010) attributed this finding to the use of seasonal means to perform seasonal PSCF analysis 758 

because more sampling days will be above the seasonal mean concentration threshold than the 759 

annual mean. 760 

PSCF results were correlated with Hg point source emissions data in a few PSCF studies 761 

(Han et al., 2005, 2007; Choi et al., 2008).  Correlation coefficients ranged from 0.34-0.55 and 762 

appeared to be dependent on trajectory model parameters and Hg emissions data used.  Han et al. 763 

(2005) obtained stronger correlations for a trajectory model that simulated dispersion than those 764 

of a single trajectory model and a trajectory model simulating both dispersion and deposition.  765 

The duration of the trajectory for simulating GEM transport also affected the correlation results.  766 

When longer trajectories (i.e. 5-day) were used in PSCF and were correlated with total Hg 767 

emissions (sum of GEM, GOM and PBM), correlation coefficients were higher than PSCF 768 

analysis using 3-day trajectories (Han et al., 2007).  On the contrary, shorter trajectories used in 769 

PSCF produced better agreement with emissions inventory for GEM only.  In the GOM source-770 

receptor relationship study, Han et al. (2005) compared PSCF results to GOM emissions 771 

inventory, but noted that the uncertainties in the GOM emissions inventory is likely larger than 772 

those of GEM.  The studies attributed the weak to moderate correlations between PSCF results 773 

and Hg point source emissions to emissions database uncertainties, such as the use of emission 774 

factors instead of measurements to determine Hg emissions, and an incomplete Hg emissions 775 

inventory. 776 

Source-receptor trajectory model intercomparison was conducted between PSCF, 777 

residence time weighted concentration (RTWC), and simplified quantitative transport bias 778 

analysis (SQTBA) in one of the studies conducted in the Great Lakes region (Han et al., 2007).  779 
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The study found that using redistributed concentrations along a trajectory in the RTWC model 780 

helped narrow down the potential source area to Ohio River Valley and Indiana.  In contrast, the 781 

PSCF results indicated a much larger source region stretching from Ohio to Texas.  The 782 

redistribution of the concentrations in RTWC prevented the identification of potential source 783 

areas downwind and upwind of actual point sources, which is known as the trailing effect.  The 784 

trailing effect also led to the overestimation of the impact of regional source areas on GEM 785 

concentrations in Guiyang, China because of significant local Hg sources along the same 786 

direction (Fu et al., 2011).  Additional analysis of wind speeds measured in Guiyang was 787 

performed to assess the impact of local sources.  The impact of local urban areas on TGM in Mt. 788 

Changbai, China was not identified by PSCF because the model resolution of the back 789 

trajectories was not suitable for simulating local winds (Fu et al., 2012b).  Potential mixing 790 

between regional airflows and local winds is also a major uncertainty of the PSCF model (Xu 791 

and Akhtar, 2010). 792 

PSCF studies on speciated atmospheric Hg identified the regional transport of emissions 793 

from Hg point sources, urban areas, and from the ocean.  The studies typically reported potential 794 

source areas covering a large geographical area because the size of the model grid cells used in 795 

the studies is too coarse to accurately locate the point sources.  In contrast to the multivariate 796 

models, the PSCF studies rarely discussed about potential Hg emissions from forest fires, wood 797 

combustion, GEM oxidation, crustal and soil, and snow melting in the high probability source 798 

regions.  The PSCF model can be independently evaluated to some degree using Hg emissions 799 

data from government and research databases unlike the multivariate models; however, this has 800 

only been performed in a few PSCF studies.  Based on the limited evaluation of PSCF, trajectory 801 

parameters, trailing effect, and Hg emissions data remain to be the major PSCF uncertainties and 802 
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limitations.  Therefore, PSCF is more suitable for receptor locations that are potentially impacted 803 

by regional or long-range sources rather than locations that are downwind of major local sources.  804 

If only PBM are measured, these models would be more suitable for receptor locations that are 805 

potentially impacted by regional sources and less suitable for identifying distant sources because 806 

of the shorter residence time of aerosols.   807 

3.4 GFD Results 808 

GFD analyses on the horizontal and vertical distribution of trajectory endpoints 809 

corresponding to GOM enhancement events were conducted in desert valley sites in Nevada 810 

(Weiss-Penzias et al., 2009) and coastal sites in the U.S. southeast (Weiss-Penzias et al., 2011; 811 

Gustin et al., 2012).  The GFD plots for the Nevada sites showed a larger number of trajectory 812 

endpoints above the model boundary layer for elevated GOM concentrations (i.e. upper quartile 813 

GOM) than lower quartile GOM concentrations (Weiss-Penzias et al., 2009).  Modeled rainfall 814 

amounts were also lower for elevated GOM concentrations.  These results indicate the Nevada 815 

sites were influenced by transport of the free troposphere.  Further analysis of the trajectory 816 

residence time within a 3-D source box defined by latitudes <35⁰N and altitudes >2 km was also 817 

conducted.  The study found longer trajectory residence time for the upper quartile GOM than 818 

lower quartile GOM, which provided additional support for the upper atmospheric transport 819 

hypothesis (Weiss-Penzias et al., 2009).  Transport from the upper atmosphere also contributed 820 

to some of the GOM enhancement events in the U.S. southeast (Weiss-Penzias et al., 2011).  821 

Compared to GOM enhancement events that were attributed to local coal combustion sources, a 822 

higher number of grid cells had >75% of the trajectory endpoints above the model boundary 823 

layer for the GOM enhancement events that were impacted by the free troposphere.  For these 824 

GOM events, the distances covered by the trajectories were longer, which indicated higher wind 825 
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speeds and long range transport.  A majority of the grid cells also showed less rainfall, which is 826 

consistent with the drier air from the free troposphere.  Similar GFD results were also obtained at 827 

three coastal sites in Florida (Gustin et al., 2012).  GOM enhancement events were partially due 828 

to local electricity generating plants and long range transport as well as transport from the free 829 

troposphere.  In the latter case, higher GOM concentrations were accompanied by higher mean 830 

PBM, which may be consistent with GOM partitioning to aerosols in the upper atmosphere.  This 831 

theory is supported by speciated atmospheric Hg measurements and modeling in the free 832 

troposphere (Murphy et al., 2006; Selin and Jacob, 2008; Holmes et al., 2009; Lyman and Jaffe, 833 

2012). 834 

GFD analysis of trajectory ensemble data has only been applied to elevated GOM events 835 

in western and southeastern USA.  The studies verified the impact of local power plants and 836 

found evidence of free troposphere transport on receptor locationsof GOM and PBM.  Analysis 837 

of trajectory elevation and model precipitation data provided further evidence of free troposphere 838 

transport of GOM and PBM.  Compared to PSCF studies, the GFD results offered less insight 839 

about regional Hg sources contributing to the receptor sites.  Potential reasons could be because 840 

Hg sources contribute to the global atmospheric Hg pool rather than specific receptor sites, and it 841 

may not be possible to further separate the elevated GOM events by local source and regional 842 

source impacts.  Consequently, GOM enhancements at the receptor sites were largely explained 843 

by local source and free troposphere effects in the GFD studies.   844 

3.5 CFA, RTWC, and CWT Results 845 

CFA, RTWC, or CWT have been used to identify potential sources of TGM and 846 

speciated atmospheric Hg contributing to multiple sites in New York (Han et al., 2007), Mexico 847 

City (Rutter et al., 2009), Milwaukee, Wisconsin (de Foy et al., 2012), and Dartmouth, Nova 848 
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Scotia (Cheng et al., 2013b).  The New York and Milwaukee sites in the Great Lakes region and 849 

the Nova Scotia site identified industrial areas in Ohio and eastern U.S. as potential Hg sources 850 

(Han et al., 2007; de Foy et al., 2012; Cheng et al., 2013b).  The source areas identified by the 851 

RTWC model also revealed that metal industries in Quebec and Ontario, Canada contributed to 852 

TGM in New York (Han et al., 2007).  These sources areas also affected GOM and PBM 853 

concentrations at the Nova Scotia site based on CWT results (Cheng et al., 2013b).  Han et al. 854 

(2007) credited the findings to the scaling of trajectory residence time using the receptor TGM 855 

concentrations, which were relatively higher at one of the sites near Canada, in the RTWC 856 

model.  The Hg sources in Canada were not identified by PSCF because the trajectory residence 857 

times for some grid cells may have been the same for average to high TGM concentrations 858 

according to equation (4) (Han et al., 2007).  In Milwaukee, the Great Lakes were also 859 

recognized by CFA as a potential source of GEM emissions with an estimated flux between 860 

12000 and 14000 kg over the one-year study period (de Foy et al., 2012).  Similarly, higher 861 

CWT values for GEM in the Atlantic Ocean all year round suggested that the evasion of GEM 862 

from the ocean was a potential source of GEM in Nova Scotia (Cheng et al., 2013b).  CFA 863 

results for the Mexico City sites indicated that the sites were impacted by known Hg point 864 

sources, such as cement and chemical production and paper and cardboard manufacturing, and 865 

by potential unregistered sources and volcanic emissions (Rutter et al., 2009). 866 

The CFA study of the receptor sites in Mexico City identified the same source areas for 867 

GEM and GOM and for the urban and rural site.  The consistency in the results suggest that the 868 

model was capable of identifying the major source areas contributing to speciated atmospheric 869 

Hg (Rutter et al., 2009).  RTWC and CWT model results were independently evaluated using Hg 870 

emissions data from point sources.  Han et al. (2007) obtained a correlation coefficient of 0.19 871 
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between RTWC values for TGM and total Hg emissions in the model grid cells.  In another 872 

study, the correlation coefficient between CWT values for PBM and total Hg emissions in the 873 

model grid cells was 0.27, but no relationships were found between CWT values for GEM and 874 

GOM and total Hg emissions (Cheng et al., 2013b).  In fact, this study found that almost all 875 

major source areas of GEM identified by CWT were not associated with any Hg point source 876 

emissions.  Potential explanations for the weak correlation with industrial Hg emissions are the 877 

large spatial variability between moderate and strong source regions (Han et al., 2007) and the 878 

exclusion of Hg emissions data from non-point Hg sources, such as biomass burning, wildfires, 879 

surface mining, and from oceans, lakes, soil, and vegetation (Cheng et al., 2013b).  Studies have 880 

also discussed about potential unregistered Hg sources (Rutter et al., 2009; Cheng et al., 2013b), 881 

and the need for additional field measurements to quantify their Hg emissions.  Due to the 882 

limitations and uncertainties with Hg emissions database, an alternative approach was used to 883 

assess the CWT model accuracy by verifying that there were no Hg point source emissions in the 884 

weak source regions (Cheng et al., 2013b).   885 

The trailing effect on the results was a source of uncertaintyissue was raised in most of 886 

the studies.  Like PSCF, the CFA, RTWC, and CWT models may not be able to distinguish 887 

between upwind and downwind source areas.  For example, a single trajectory associated with a 888 

very high Hg concentration at a receptor location could overestimate the impact of distant 889 

sources (Rutter et al., 2009; de Foy et al., 2012).  A potential solution to the trailing effect 890 

proposed by Han et al. (2007) is to redistribute the concentrations along the trajectory segment 891 

endpoints for every trajectory prior to determining the concentration fields, RTWC, or CWT 892 

(Stohl, 1996; Han et al., 2007).  de Foy et al. (2012) also suggested using a polar grid, which 893 

may increase the overall residence time in the larger distant grid cells.  Another way to address 894 
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the trailing effect issue is to assess local source impacts by analyzing local wind patterns, such as 895 

conditional probability function (Cheng et al., 2013b).  Other sources of uncertainties are 896 

theinclude variability in the trajectory distance with starting positions for single trajectory 897 

applications, deposition along the trajectory pathwayHg deposition, and turbulent mixing that 898 

makes it difficult to resolve surface emissions from transported emissions in the model grid cells 899 

(Cheng et al., 2013b). 900 

The CFA, RTWC, and CWT approaches attributed speciated atmospheric Hg at receptor 901 

locations to regional industrial areas with a high density of Hg point sources and Hg emissions 902 

from lakes and oceans.  The sources identified are similar to PSCF, but less comprehensive than 903 

the findings of atmospheric chemical and physical processes in the multivariate receptor 904 

modeling studies (see Table 1 summary of the receptor models discussed in this paper).  While 905 

the objective in most CFA/RTWC/CWT and PSCF studies were to identify potential Hg point 906 

sources, these models can also be used at receptor locations that are potentially impacted by area 907 

sources (e.g. Hg emissions from lakes, ocean, forest fires, traffic, etc.) as shown in de Foy et al. 908 

(2012).  CFA, RTWC, and CWT results for speciated atmospheric Hg have been independently 909 

evaluated to only some extent because of limitations and uncertainties with Hg emissions 910 

database and the few model intercomparisons conducted.  Similar to PSCF, trajectory model 911 

parameters and trailing effect uncertainties also apply to CFA, RTWC, and CWT.  Therefore, 912 

some of the receptor location considerations for PSCF discussed in section 3.3 also apply to the 913 

CFA/RTWC/CWT models.  Overall, back trajectory receptor models are more accurate at 914 

identifying the direction of potential sources rather than the distance of sources to the receptor 915 

location (Han et al., 2007; Rutter et al., 2009; de Foy et al., 2012). 916 

4. Recommendations and Future Research Directions  917 
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Multivariate receptor models: 918 

1. There are only a few studies that have applied the PMF model to speciated atmospheric 919 

Hg data.  Future research could take advantage of the data quality screening features in the PMF 920 

model because of the large uncertainties in GOM and PBM measurements that are expected to 921 

influence model results. 922 

2. The majority of PCA and PMF studies used for source apportionment of speciated 923 

atmospheric Hg have not included enough chemical species markers to infer specific types of 924 

combustion sources.  This requires trace element measurements that are collocated with 925 

speciated atmospheric Hg measurements.   926 

3. PCA and PMF studies found that anthropogenic and natural Hg sources and chemical and 927 

physical processes affected receptor measurements of speciated atmospheric Hg.  Future research 928 

could focus on determining the characteristics, e.g. chemical composition and mercury speciation 929 

profiles, of mercury sources and chemical and physical processes in the atmosphere. 930 

4. Methods are not available to independently evaluate the accuracy of the mercury sources 931 

and chemical and physical processes inferred from the multivariate models.  One potential 932 

method previously proposed by Watson et al. (2008) could be to utilize the multivariate model 933 

results from a particular receptor site in source-based chemical transport models and assess the 934 

accuracy of the model-predicted concentrations at the receptor site. 935 

 936 

 937 

Back trajectory receptor models: 938 

1. The back trajectory receptor model results are primarily affected by uncertainties in back 939 

trajectory modeling of speciated atmospheric Hg, such as trajectory duration and starting 940 
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position selected, simulations with or without dispersion, and potential deposition and chemical 941 

and physical processes along the trajectory pathway.  Due to the variability in the trajectory 942 

distances with starting position of the trajectory, ensemble trajectories should be generated in 943 

PSCF, RTWC, and CWT models.  Further studies are needed to determine how the model results 944 

are affected by modifications to input data and model parameters. 945 

2. Uncertainties in the back trajectory receptor models are also attributed to the trailing 946 

effect and higher distribution of increasing number of trajectory endpoints near approaching the 947 

receptor location.  The trailing effect may identify false source areas downwind or upwind of 948 

actual sources.  Redistributing the concentrations along the trajectories is a potential solution for 949 

the CFA, RTWC, and CWT models, but the trailing effect issue has not been resolved for models 950 

that do not explicitly use receptor concentrations (e.g., PSCF and GFD).  The increasing number 951 

of trajectory endpoints approaching the receptor location leads to the potential false identification 952 

of sources near the receptor location in the GFD since a longer residence time indicates a greater 953 

likelihood of contributing to the receptor site.  It also affects the PSCF calculationPSCF and 954 

GFD are also more likely to report high probability source areas near the receptor location 955 

because it is where all the trajectories are initiated.  ThereforeOverall, these models are not 956 

suitable for identifying local source areas unless the sources can be verified by Hg emissions 957 

data.  An alternative method to assess local source impacts would be to analyze local wind 958 

measurements. 959 

3. There are only a few studies that have independently evaluated the back trajectory 960 

receptor model results either by model intercomparisons or by correlating with Hg point source 961 

emissions data.  More evaluations for the PSCF, GFD, CFA, RTWC, and CWT models are 962 

needed to determine the accuracy of the Hg sources identified, and a comprehensive and updated 963 
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Hg emissions inventory should be used in the evaluation to ensure all natural and anthropogenic 964 

sources and mercury speciation are considered. 965 

4. GOM and PBM measurement uncertainties are likely to impact the back trajectory 966 

receptor model results in terms of the selection of the concentration threshold in PSCF, 967 

determination of elevated Hg events in GFD analysis, and use of concentrations to weight 968 

trajectory residence time in CFA/RTWC/CWT.  Future studies need to determine how the model 969 

results are affected by the use of lower or higher receptor concentrations. 970 

Speciated atmospheric mercury measurements should be considered the key element to 971 

obtaining high quality mercury source-receptor results and further advancing the knowledge of 972 

mercury behaviour in the atmosphere.  It is recommended to conduct source-receptor studies for 973 

total oxidized mercury (GOM+PBM) and compare results with those from using speciated Hg. 974 

This is because uncertainties in measured GOM and PBM are large, e.g., due to technology 975 

limitations separating PBM from GOM using the Tekran instruments.  The same framework can 976 

also be used for sensitivity tests by manipulating PBM and RGM GOM data points below 977 

method detection limit.  Such practises can shed some light on scientific questions such as to 978 

what extent the uncertainties in RGM GOM and PBM data would affect the receptor modeling 979 

results, and which approaches are more effective in mitigating such bias, removing data at or 980 

below detection limits or combining GOM and PBM in the analysis?  Receptor modeling results 981 

for speciated Hg should also be compared with those only using GEM to identify similarities and 982 

differences.  This may tell us if using speciated Hg data will lead to a better understanding of 983 

sources and atmospheric processes than just using GEM data, and if so, under what scenarios 984 

(locations, sources, processes). 985 
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