Thank you to both reviewers for their helpful comments, which we have addressed below.
Response to Reviewer 1
Major comments:

1) Normalized analysis has been shown to provide much more insight into the
comparability of forcing-response relationships (Shindell and Faluvegi being a
clear example). While it is clear that it is useful to provide the un-normalized
numbers, the paper would greatly benefit from adding a description of the
normalized results. For example, if ones takes the numbers from
HadGEM/ECHAM /NorESM for BC, we see that the response in delta(T) is almost
the same as the scale OC response. As it should. A table documenting the
radiative forcing associated with each perturbation run should be included.

This work focusses on the climate impacts of perturbing emissions. This is a different focus from
e.g. Shindell and Faluvegi who aim to assess the climate responses to regional forcing from
aerosols/GHGs rather than the actual emissions.

In order to calculate climate responses for a given RF/ERF, i.e. the normalised responses, it would
be necessary to run a different set of experiments (atmosphere-only rather than coupled) in order to
find the RF or ERF from the emissions changes, since these cannot be derived from the coupled
simulations. We therefore do not have the RF/ERF values that would be necessary to calculate
normalised responses.

We can however, show the response per change in TOA SW flux. We have added this to Table 2
(change in temperature per change in TOA SW flux, and change in precipitation per change in TOA
SW flux). We have also added references to these normalised values in the text throughout Section
3 in the discussion of the responses.

2) The figures only show stippling where models agree on the sign. That is a pretty
low bar to pass (and I guess they still don’t pass it). I would however provide
estimates of the statistical significance based on the interannual variability.
Similarly, zonal mean figures (5-7) are shown even for areas where models do
not agree. What is the meaning of those figures in that case!?

We have changed the stippling in Figs 5-8 to denote statistical significance at the 95% confidence
level (determined by a Student's t-test on all years of all models). The distribution is generally very
similar to that using previous method.

The zonal mean figures show the zonal means for the individual models as well as the multi-model
means. Showing the individual models is useful to see differences (and similarities) between
models. The multi-model mean zonal means are useful to compare with the map figures (which
show only the multi-model means), and are useful to see when the sign of the response in the
different models is in agreement.



3) The control experiment is much too short for the analysis that is being
performed here, where the goal is to identify the response to a forcing much
smaller than 2xC0O2. As one can see for ECHAM, the global surface temperature
is still trending at the end of the fifty years. Knowing that, it is necessary to show
and discuss the trends in the climate state for the control experiment continued
over the 50 years for which the perturbation is calculated. It would not be
surprising if part of the “signal” was actually present in the control experiment
as well. An approach might be to take into account the model drift over the 50
years.

We agree that it is not ideal to perform these experiments against a control state that still has a slight
temperature trend. However, we believe that the reviewer's concerns are due to a misunderstanding
of our explanation of the experimental setup, and therefore we have amended the text to explain this
more clearly. To clarify: we first ran several decades of spin-up. We then started the control
simulations and the perturbed simulations both from the same point at the end of this spin-up
period. Therefore the 50 year periods that we are comparing are the same for both the control and
perturbed runs. Therefore any underlying temperature trend in the control will also still be present
in the perturbed simulations. Since we only consider differences between the perturbed and control
simulations, rather than absolute values, this will not affect the results.

There are other studies in the published literature which have used similar integration-lengths and
found these to be sufficient, e.g. Pausata et al (2014), Kristjansson et al (2005). Based on this we
believe that 50 years is sufficient.

Added some clarification to the first paragraph in section 2.2 (pg 3832):

The control simulations were first run for several decades using an initial ocean state based on
present-day CMIP5 conditions for all models except for ECHAM-HAM, which used a pre-
industrial control state (see below). The control and perturbed simulations were then run from the
same point in this spun-up state for 50 yr, in order to separate a robust signal from the interannual
variability. The climate is not necessarily expected to be stationary after the spin up, but any
underlying climate trends are expected to be present in the control and perturbations. By
taking the difference between the control and the perturbations we are therefore removing
any underlying trends not associated with the changes in aerosol emission. The 50-year
integration length was deemed sufficient based on previous studies, e.g. Kristjansson et al (2005)
performed integrations of length 40 years after 10 years of spin-up, and Pausata et al (2014)
performed integrations of length 30 years after 30 years of spin-up. Furthermore, Olivie et al (2012)
showed that most of the temperature response to a step CO2 perturbation in AOGCMs is achieved
within around the first 10 years or so (the Cx2 case in their Fig. 1), after which the temperature
remains relatively constant, with only a very gradual continued increase towards the equilibrium
response temperature.

Added more to pg 3834 line 11:

These drifts are also present in the perturbation experiments, since these start from the control
simulation at the beginning of the 50 yr period analysed. Therefore we do not expect any drift in the
signal, i.e. in the difference between the perturbed and control simulations.

4) There is no description of how the control experiments are performed. What is
the level of GHGs? Where does the ocean initial state come from?

The description of the control experimental setup and GHGs is in the paragraph starting on pg 3832



line 18. The ocean initial state is spun-up from present-day (in the case of HadGEM, NorESM and
CAM4, which use present-day GHGs) and pre-industrial (in the case of ECHAM which uses pre-
industrial GHGs) states, based on CMIP5 initial conditions. The GHGs are fixed throughout; any
differences occurring due to the different GHGs or initial ocean state will be much smaller than the
differences due to different model dynamics/chemistry/aerosol/parameterisation schemes.

Amended text to describe the ocean state:

pg 3832, line 1:

The control simulations were first run for several decades using an initial ocean state based on
present-day CMIP5 conditions for all models except for ECHAM-HAM, which used a pre-
industrial control state (see below). The control and perturbed simulations were then run
from this spun-up state for 50 yr, in order to separate a robust signal from the interannual
variability.

Minor comments:
1) Author list: It is CICERO, not CISERO

Changed

2) Page 3825, line 5: There are much better and recent references to the impact of
ozone on health and agriculture than HTAP. For example Tai et al., Nature
Climate Change, 2014.

Added two references: Tai et al 2014 and Amann et al 2013

3) Page 3825, line 19-21: it might be useful to use the AR5 nomenclature (ACI-ARI)
Changed sentence to read:
“The aerosol-radiation interactions and aerosol-cloud interactions bring futher
inhomogenedities,...”

4) Page 3826, line 23: there is a wealth of recent papers highlighting those
connections. Please provide a better list of references.

Added references: Boucher et al 2013, Osborne and Lambert, 2014
More references are included in the rest of the paragraph about precipitation effects.

5) Page 3831:itis not r:eally clear what the added value of including CAM4 is. This
version does not have indirect effects. Why bother? Why only BC?

We agree that our reasoning was not clearly explained. The purpose of including the CAM4
simulations and the extra NorESM simulation was to explore further the BC results, to understand
them further. This work was part of a project of which BC was one of the key focusses, and hence
the CAM4 experiments were available to add to this study. The fact that CAM4 does not include the
indirect effects is not a problem since the BC indirect effects are small relative to the direct/semi-
direct effects

Added sentence to text on pg 3829 line 5:
The extra BC simulations were included in order to explore the BC results further, as this
work was part of a larger project of which BC was a key focus.



6) Page 3833, line 5: ozone would be affected though, because of the methane
impact.

Oxidant fields for the sulphate aerosol production calculation were a 2003-2010 average from the
MACC reanalysis (Inness et al. 2013)
Added the above sentence to the text on pg 3038, end of line 11.

7) Page 3833: this whole section need to include a documentation of the aerosol
budget. Also, it needs to include a discussion of the differences in precipitation
between the models. Finally, the aerosols should be compared to existing papers
such as Samset et al.,, Observational evidence for overestimation of modeled
black carbon radiative forcing. Atmos. Chem. Phys., 14, 12465-12477,
doi:10.5194 /acp-14-12465-2014, 2014.

We have added the lifetimes of BC,0OC and SO4 to Table 1 (in addition to the burdens which were
already shown). We have added more discussion to the paragraph starting on pg 3833 line 13,
including discussion of existing papers:

“Despite all the models having the same emissions input, there is a large discrepancy between
models in the vertical distribution of aerosols in the atmosphere, and in the total aerosol burden,
which is typical for current global aerosol models (Textor et al 2007). HadGEM and ECHAM-
HAM have relatively low total burdens of BC, and short atmospheric lifetimes, compared with
NorESM and CESM-CAM4 (Table 1). Figure 2 shows vertical sections of the annual average, zonal
mean BC mass mixing ratio in the control simulation for each of the models considered. HadGEM
and ECHAM-HAM (Fig. 2a and b) have low concentrations of BC at high altitude, which means
there is less BC above clouds. In contrast, NorESM and CESM-CAM4 show high BC
concentrations extending to above 200 hPa throughout most of the northern hemisphere and
southern hemisphere tropics (Fig. 2c and d). This has implications for the impact that removing
anthropogenic BC emissions may have. BC at high altitude can have very strong direct effects if it
is located above high-albedo cloud surfaces. In the models with higher concentrations of BC at high
levels in the control simulations, more of this high-level BC can be removed in the BC perturbation
experiment, leading to a larger change in BC direct forcing. The larger amount of high-level BC
in NorESM and CESM-CAM4 (which uses aerosol input from OsloCTM?2) is consistent with
the AeroCom models discussed by Schwarz et al. 2013 and Samset et al. 2014 who found that
these models have too much BC at high altitudes when compared with observations over the
Pacific in the HIPPO campaign (Wofsy, 2011), and overestimate the BC lifetime. In HadGEM,
the lower concentrations of BC at high altitudes and shorter BC lifetimes are likely due to
recent modifications to the convective scavenging scheme, which were implemented in order
to improve the correspondence with these observations. However, the BC lifetime of 3.4 days
is rather short, so in this case the model is underestimating the high-level BC concentration.
The true BC distribution is therefore somewhere in between that of HadGEM and
NorESM/CESM-CAMA4. The OC burden in NorESM is considerably higher than in the other three
models, and its lifetime is correspondingly longer. The range of OC burdens between models is
expected due to differences in OA burdens and OA/OC ratios between models (Tsigaridis et
al. 2014). NorESM and CESM-CAM4 have relatively low burdens of SO_4, and short lifetimes,
compared with HadGEM and ECHAM-HAM. There are also differences in the vertical distribution
of OC and SO_4 between models (not shown) but as these are scattering, rather than absorbing,
aerosols the impact of the vertical distribution of the aerosol will have less of an impact on the
results. A more detailed evaluation of the models used here against observations is given in
Stohl et al. 2015 and references therein.”



We have added a supplementary figure showing observed (GPCP) precipitation for 2000-2010, the
annual average precipitation in the control simulation for the multi-model mean and each individual
model. We have added a paragraph to the end of Section 2 describing these:

“There are some differences between models in the precipitation patterns, particularly in the tropics
(Fig. S1). All models suffer from the “double ITCZ” problem (i.e. there is an overly strong band of
precipitation to south of the equator) which is a known problem in CMIP5 AOGCMs (Li and Xie,
2014). This is most pronounced in ECHAM-HAM (Fig. S1d). ECHAM-HAM and HadGEM also
have region of very low precipitation around the Equator in the Pacific (Figs. S1c and d). There is
some variation in the north-eastward extent of the North Atlantic storm track: in NorESM it extends
too far north-east, while in CAM4 it does not extend far enough (Figs. Sle and f); in HadGEM and
ECHAM-HAM it matches the observations well. All models have too much precipitation over the
Himalayas and the Andes, which is probably due to inaccuracies in their representation of
precipitation over high orography.”

8) Page 3834, line 22: why are HadGEM and ECHAM similar when their S04
burdens are so different?
The change in SO2 emissions is the same in each case, so the change in SO4 will be roughly the
same, regardless of the different absolute burdens. Since we are looking at a difference in
temperature between the control and perturbed runs, the baseline SO4 concentration should not
impact the results too much.

9) Page 3836, line 2: include references discussing the shift in ITCZ

Added references:
Broccoli et al., 2006; Kang et al., 2008; Ceppi et al., 2013

10)Page 3836, line 23-25: how do we know that this is the causal link?

We have changed the text as follows. This is only hypothesis.

“There are broad regions over Russia and North America with increased precipitation. These are
collocated with regions of increased surface temperature, which would provide more available
moisture through evaporation. The increased precipitation could also be due to the reduced aerosol
concentrations in these regions.”

'l'leaf_;e 3836, line 26: the discussion of run-off might be much more useful if it is
recast in terms of river flows, maybe for the largest rivers.

We agree that the discussion of the run-off changes is not very useful. We have therefore decided to
remove plots and discussion of run-off since differences are very small and mostly not significant.

Figures of run-off and corresponding discussion have been removed from the paper.

12)Page 3838, lines 19-21: how do the authors know that they are not simply
looking at noise?

We have included stippling in Figures S1-S3 to show significance. This shows that the temperature
responses and sea-ice changes in individual models are significant.

We have also rewritten the corresponding paragraphs in the text (pg 3838 line 19 to pg 3839 line



20) to aid clarity of this discussion.

13)Page 3842, lines 5-9: it is not that clear that the ITCZ shift is related to climate
sensitivity. Please substantiate!

This sentence does not refer to the ITCZ shift. Reworded to
“NorESM gives a weaker temperature response than the other two models.”

14)Page 3842, lines 21-25: as the papers by Sand et al have indicated (among
others) the location of the BC forcing is quite important.
Added sentence:
“...BC deposition on snow. As shown by Sand et al (2013b), this has a relatively large impact on
surface temperature in the Arctic.”

15)Page 3843, lines 25-26: I would expect that concentrations are available from
those simulations. Therefore a statement other than “probably have” should be
made.

The difficulty is actually in determining what the true BC distribution should be, since there are no
observations that give a global, 3D picture of the present-day BC distribution.

Rewritten the paragraph on pg 3843:

“...partly to the different atmospheric BC distributions in the models, as shown in Fig. 1.
Accurately representing the correct BC distribution in GCMs is very difficult (Samset et al. 2015).
Recent studies (e.g. Schwarz et al. 2013, Hodnebrog et al. 2014, Samset et al. 2015) have
compared BC distributions in GCMs with data from observational studies such as the HIPPO
campaign, which provided observations from a large spatial area over the Pacific (Wofsy,
2011). They found that the models had too much BC at high altitudes in these regions, and
that the BC lifetime was generally too long. Recent modifications to the convective scavenging
scheme in HadGEM (which are included in the model set-up used here) were designed to
reduce the amount of high-level BC to give better agreement with the HIPPO observations.
The result of these changes is that HadGEM has less BC at high levels globally than the other
models (except ECHAM-HAM), and a much shorter BC and OC lifetime (Table 1). ECHAM-
HAM also has less BC at high levels, and a short BC lifetime. In contrast, NorESM and
CESM-CAM4 have much more high-level BC and longer BC lifetimes, which may
overestimate the direct forcing from anthropogenic BC (consistent with Samset et al. 2015)
and may therefore exaggerate the impact of removing anthropogenic BC emissions.



Response to Reviewer 2

e Page 3824, Line 17: There are four models in the study, but here the authors refer to
“all three models”.

Removed the word “three” to avoid confusion.

e Page 3824, Lines 17-18: Perhaps rephrase to “northern hemisphere mid and (especially)
high latitudes™.

Done
e Page 3825, Line 7: Typo: SCLPs -> SLCPs
Done

e Page 3825, Lines 9-10: According to the UNEP definition, methane is also included in
SLCPs, so the authors could include all species up to methane here in their definition,
but mention that they restrict their focus to the constituents with lifetimes of days to
months, which therefore have a particularly inhomogeneous distribution.

Reworded as follows:

SLCPs have relatively short atmospheric lifetimes compared with well-mixed greenhouse gases
(WMGHGsS) such as CO2, with most remaining in the atmosphere for only days to months. The
exception is methane, which has a lifetime of around a decade, but here we focus on the
shorter-lived species. The impacts of SLCP emissions on climate therefore occur on relatively
short timescales of less than 30 yr (Collins et al., 2013). The short atmospheric lifetime of non-
methane SLCPs ...

e Page 3826, Lines 2-3: Need to also mention explicitly the cloud lifetime effect here.

[ ]
Modified this sentence:
Hydrophilic aerosols also provide cloud condensation nuclei (CCN), allowing more smaller cloud
droplets to form, which increases the cloud albedo and the cloud amount, and prolongs the cloud
lifetime by inhibiting precipitation. This further contributes to the negative forcing (Boucher et al.,
2013).

e Page 3826, Lines 6-7: Please mention why BC warms the surface when near it (reemission
in thermal wavelengths).

Added:
low-level BC can warm the surface by re-emitting radiation in the thermal wavelengths,
whereas ...

e Page 3826, Line 25: Please add “global” before “temperature”.
Done

e Page 3828, Line 12: Circulation changes are not really assessed in the paper, so I



would remove this word from here.

Done

e Page 3828, Lines 23-25: Please clarify whether photolysis is affected by the aerosol
tracers in the models.

No it is not.

Added sentence to pg 3828 line 25:
Photolysis is not affected by the aerosols in these models.

e Page 3829, Lines 11-13: Please mention whether stratospheric chemistry is simulated
too.

No it is not

Added text to pg 3829 line 11:
“The UKCA TroplIsop scheme is used to model gas-phase chemistry in the troposphere.”

e Page 3829, Lines 21-26: I would suggest mentioning how aerosol effects on clouds
are simulated.

These are modelled using an aerosol activation parameterisation.

Added sentence on pg 3829 line 25:
“The effects of aerosols on clouds are modelled using an aerosol activation parameterization
(Abdul-Razzak and Ghan, 2002).”

e Page 3830, Line 8: It is mentioned earlier that the gas-phase chemistry is not modelled
online in ECHAMG6-HAM?2. Where do the oxidants fields used for aerosol production come
from? Worth mentioning.

Oxidant fields for the sulphate aerosol production calculation were a 2003-2010 average from the
MACC reanalysis (Inness et al. 2013)

Added the above sentence to the text on pg 3038, end of line 11.

e Page 3831, Lines 5-6: Is the BC/dust deposition effect on surface albedo accounted
for in the two models mentioned earlier in the text? Please clarify.

No, this is not represented by the other models.
Added to sentence:
In the fully coupled NorESM1-M, albedo-effects of BC and mineral dust aerosols deposited on

snow and sea-ice are also taken into account; this process is not represented in the other three
models.

e Page 3831, Line 7: Please clarify again here that the NCAR CESM model is only used



for the BC analysis.
Added to start of line 7:
“An additional model, NCAR CESM 1.0.4/CAM4, was used for the BC analysis only.”

e Page 3831, Line 27: Please add “globally” after “removed”.
Done

e Page 3832, Line 2: Was the spin-up performed for the control and the perturbation
runs of equal length?

The same spin-up was used for all simulations. The control and perturbations were branched off at
exactly the same point in the spin-up.

Expanded and reworded this sentence (pg 3832, line 1):

The control simulations were first run for several decades using an initial ocean state based on
present-day CMIP5 conditions for all models except for ECHAM-HAM, which used a pre-
industrial control state (see below). The control and perturbed simulations were then run
from this spun-up state for 50 yr, in order to separate a robust signal from the interannual
variability.

e Page 3832, Line 26: Please mention explicitly what you mean by “other natural emissions”,
as this currently sounds a bit vague.

Added text to this sentence:
“Other natural emissions, including DMS and velcanic emissions, are included,...”

e Page 3833, Lines 1-2: What about methane in CESM-CAM4 — how is it treated?

It is prescribed at present-day levels as in HaddGEM and NorESM.

Added:
...present-day levels in HadGEM, NorESM and CESM-CAM4 and at ...

e Page 3833, Line 12: It is a bit counter-intuitive that Africa has such strong anthropogenic
emissions. Does this include agricultural biomass burning? If so, the distinction
should be made clearer (i.e. whether there is absolutely no BB component in the
anthropogenic emissions removed or whether there are exceptions).

Thank you for pointing this out. Agricultural BB is removed with the anthropogenic emissions.
Amended pg 3832 line 21, to clarify this:

Non-anthropogenic biomass burning emissions are from the GFED3 emissions dataset
(http://www.globalfiredata.org) for the year 2005 (in ECHAM-HAM and NorESM) and 2008 (in
HadGEM and CESM-CAM4), and are not perturbed. Agricultural biomass burning emissions
are included in the anthropogenic component of emissions which are perturbed.

Also amended the caption for Fig. 1 to read “...non-anthrepogenic biomass burning...”

e Table 1: Sulphate is not mentioned in the caption. Also, the caption says “three models”,



whereas burdens for four models are shown.
Corrected

Caption changed to:
Summary of BC, OC and SO4 burdens in the control simulation for the four models.

e Page 3833, Lines 20-25: It would be useful to briefly mention here which model may be
closer to reality when it comes to vertical BC distribution. Any ideas?

Added further discussion to this paragraph. In particular:

The larger amount of high-level BC in NorESM and CESM-CAM4 is consistent with the AeroCom
models discussed by Schwarz et al (2013) and Samset et al (2014), who found that these models
have too much BC at high altitudes when compared with observations over the Pacific in the
HIPPO campaign (Wofsy et al., 2011), and overestimate the BC lifetime. In HadGEM, the lower
concentrations of BC at high altitudes and shorter BC lifetimes are likely due to recent
modifications to the convective scavenging scheme, which were implemented in order to improve
the correspondence with these observations. However, the BC lifetime of 3.4 days is rather short, so
in this case the model is underestimating the high-level BC concentration. The true BC distribution
is therefore somewhere in between that of HadGEM and NorESM/CESM-CAMA4.

¢ Figure 3: Please mention in the caption that these means are for the surface.
Added the word “surface” before “temperature”

e Page 3834, Lines 8-11: Are similar drifts also present in the perturbation simulations
(so that they cancel out and do not affect the differences between perturbation and
control runs)?

The perturbation experiments are started as perturbations from the control runs (at the beginning of
the 50-year period we analyse). The drifts, are therefore still present in the perturbation
experiments.

Added sentence to pg 3834 line 11:

These drifts are also present in the perturbation experiments, since these start from the control
simulation at the beginning of the 50 yr period analysed.

e Page 3834, Line 15: Please add “in” after “interested”.
Done

e Figures 4 & 6: Please mention in the caption whether the SW TOA fluxes are calculated
for clear-sky cases only.

These figures show the all-sky SW TOA fluxes.

Added “all-sky” before “TOA SW flux” in both figure captions.

e TFigures 5-8: Making the fonts of some of the labels (e.g. on the colour bar, or above
the panels) somewhat larger would help with the readability of the figures.



We will consider this point at a later stage as the figures may be larger in the final (ACP) format
than in the current (ACPD) format.

e Page 3835, Line 25: Please amend typo (“smilar™).
Done

e Page 3835, Lines 25-28: Please clarify why it is more likely to be the aerosol indirect
effect rather than direct (from pollution outflow and associated radiative effects).

Good point.

Added text and amended text on lines 22-28:

“ This is consistent with the decreased aerosol concentrations in this region due to the reduced
emissions in China. As well as the direct radiative effects, the reduced aerosols would also
cause changes in cloud cover. It was shown by Wang et al. (2014) that Chinese aerosols
increased cloud cover over the North Pacific, so removing these aerosols would reduce cloud cover.
A similar region of positive TOA SW flux change also occurs over the North Atlantic, which is
similarly due to aerosol-radiation and aerosol-cloud effects over this region resulting from the
aerosol emissions reductions over the eastern USA.”

e Page 3836, Lines 1-2: Please support this with an example reference (there are plenty).

Added:
(Rotstayn et al., 2000, Broccoli et al., 2006)

e Page 3836, Lines 16-19: The reduction in precipitation is seen south of the equator,
whereas the reduction in SW TOA flux is maximum just north of the Equator. How do
the authors explain this inconsistency?

This is consistent with the ITCZ moving northwards. As well as the precipitation shift there will
also be a northward shift in cloud related to the ITCZ, which leads to the decrease in TOA SW to
the north (where the cloud increases). This was already discussed in pg 3835 line 28- pg 3836 line
2.

Reworded this sentence to clarify this:

In the tropics there are regions of decreased TOA SW flux just north of the equator and increased
TOA SW flux just to the south. These relate to a northward shift in the ITCZ, which increases the
cloud cover north of the equator and decreases it to the south.

e Page 3836, Lines 20-23: Worth highlighting the Sahel wettening as well. And mentioning a
few key references, as done for the South Asian case.
[
Added sentence to line 23:
There is a large increase in precipitation over the Sahel. This is consistent with the results of
Rotstayn and Lohmann (2002) who found that present-day anthropogenic sulphate aerosol had
contributed to reduced precipitation in the Sahel.

e Page 3836, Lines 23-25: Any ideas why much of Europe and parts of the US become



drier? Possibly circulation adjustments? Or a northern expansion of the NH subtropical
regions?

The drying in these regions is not statistically significant so we don't want to put too much emphasis
on it. We hypothesize that it could be linked to the northward shift of the ITCZ and a corresponding
adjustment of the Hadley Circulation.

Added to text on page 3836 line 25:

“Over much of Europe and the USA there is a decrease in precipitation. While this is not
statistically significant, we hypothesize that this is linked to the northward ITCZ shift and
corresponding changes in circulation.”

e Page 3837, Lines 9-10: Not in temperature, it seems, as in Fig. 4a HadGEM seems a
bit higher than ECHAM.

Corrected:
“...despite having the largest increase in precipitation (Fig. 4 c and d).”

e Page 3837, Line 13: I would say, “qualitatively agree”, as the agreement on the magnitude is
not apparent, with one model showing half the response. You could then add that two of the
models show very good quantitative agreement too.

Added “qualitatively” before “agree” in this sentence. Added a final sentence:
“HadGEM and ECHAM-HAM show very good quantitative agreement in the response.”

e Page 3837, Lines 24-25: It would be appropriate to refer to Table 2 here. And generally
to mention Table 2 a bit more often in the text, as it can help the reader make linkages.

Added reference to Table 2 in the following places:
Pg 3834 line 24 (after “Fig 4a”)
Pg 3837 line 22 (after “Fig 4”)
Pg 3840 line 22 (after “Fig 4a”)

e Page 3838, Lines 4-5: However, it is worth mentioning here the findings of the (very)recent
paper by Myhre and Samset (2015), which claims that current models tend to underestimate
BC forcing.

Agreed.

Added: However, we note the results of Myhre and Samset (2015) which indicate that climate
models may underestimate the forcing from BC by around 10%.

e Page 3838, Line 18: I think the authors meant to write “high-latitudes™ instead of
“highaltitudes”.

Yes — corrected.

e Page 3838, Lines 15-18: Was the methodology for generating the different ensemble
members in CESM-CAM4 different to that in NorESM?Were the initial conditions in any



way more drastically perturbed in the extra member of CESM-CAM4? Or do the authors
believe that this disagreement/agreement between members is a totally random
non-linear feature?

In both cases there were two different control runs each with a corresponding perturbation run, and
the method of generating the two different control runs was essentially the same (in both cases a
different model start dump was used, but everything else was the same). The surface temperature in
the control simulations (Fig 3) shows that the CAM4 simulations seem to be generally more
noisy/have more variability between years than the NorESM simulations, which could explain why
the CAM4 members diverge more than the NorESM members. So yes, we believe it is a random
non-linear feature.

Added to pg 3844 line 16:

“It is also interesting to note the very similar behaviour of the two NorESM members compared to
the quite different responses between the two CAM4 members. In both cases the two members were
generated by initializing with a different atmospheric state but keeping everything else the same.
This further emphasizes the importance of using more than model, since some models are more
sensitive to small perturbations in the initial conditions than others.”

e Page 3839, Lines 5-7: Yes, but what about the widespread warming over Eurasia?
This does not seem related to sea ice.

The warming over Europe in HadGEM is discussed separately. However, we appreciate that this is a
bit confusing and unclear.

We have rewritten this whole paragraph (pg 3838 line 19 to pg 3839 line 20) to aid clarity, and have
take this comment into account.

e Page 3839, Lines 7-10: It is not as clear as what the authors claim. Sea-ice decreases
in some parts of the Arctic, but the changes are fairly localised, and there are even
areas of increased sea ice.

We agree that this section was not very clearly written.

We have rewritten this whole paragraph (pg 3838 line 19 to pg 3839 line 20) to aid clarity, and have
take this comment into account.

e Page 3840, Line 2: Preferably rephrase “model-mean” to “multi-model mean”.
[ ]

Done

e Page 3840, Lines 17-19: It is a bit counterintuitive that precipitation decreases over
land, where most of the BC exists, and where most of the de-stabilisation of the atmosphere is
expected due to the BC removal. It would be useful here to briefly discuss possible explanations.

Good point. The precipitation changes are driven by circulation changes, rather than local effects of
BC.

Added discussion to pg 3840 line 3:
“It is interesting to note that over India, where the anthropogenic BC emissions are large, the



removal of the BC emissions results in a decrease, rather than an increase, in precipitation. These
precipitation changes are driven by circulation changes (e.g. the southward shift in the ITCZ) which
dominate over the local effects on precipitation due to BC removal causing destabilization of the
atmosphere.”

e Page 3841, Line 2: I would add “qualitatively” before “agree”, given the very much
smaller positive changes in ECHAM, as seen in Fig. 5f.

Done

e Page 3841, Line 15: Please mention that comparisons of the short-term instantaneous
or effective forcing are “(not shown)”, as otherwise the reader may be misled to think
that you are referring to the SW flux comparisons pursued in the manuscript, which
I presume is not the case (as the latter are the effect and not the cause of what is
discussed here).

Agreed this is not entirely clear.

Amended sentence at end of line 13 to read:
“The TOA SW flux change from the OC emissions perturbation ...”

e Page 3842, Line 4: Not all is caused by the ITCZ shift. The higher latitude changes
probably have to do with the thermodynamic effect of temperature increases.

Yes.

Added to end of line 4:
“Further precipitation increases are seen in the northern hemisphere due to the increased
temperature, and in the Indian monsoon region, linked to the reduced aerosol emissions.”

e Page 3843, Lines 14-16: I presume the authors mean that there are fluctuations that
happen at frequencies lower than 50 years (otherwise the average effect of natural
variability would be negligible). This needs to be made clearer here.

Amended lines 14-16:

“...may therefore be driven by changes in circulation leading to, for example, the change in
cloud and snow cover over Europe, which overwhelm the relatively weak forcing from the BC
emissions perturbation.”

e Page 3843, Line 17: I would suggest changing “some” to “large”.

Done

e Page 3843, Line 28: It would perhaps make sense to add a sentence at the end of this
paragraph speculating that possibly the expected effect is somewhere in the middle.

Added as suggested:
“The true BC distribution is most likely somewhere in between these model estimates.”



e Page 3844, Lines 14-15: I suggest rephrasing to: “where natural variability is a relatively
large contributor” (as internal variability is what it is and does not have special features in
this study).

Done

e Page 3844, Line 20: The scenarios are idealised, but are they really “extreme”, given
the drastic decreases expected for the aerosols examined here in the future? It might
be worth comparing these reductions with changes between present-day and e.g. 2100 in a typical
future emissions scenario, to put things in perspective. Also, it is worth discussing here or in the
Discussion section the possible future role of nitrate aerosols, and whether their inclusion in the
models could have led to different conclusions or not (both regarding the future role of aerosols in
general and regarding the effects of the aerosol types examined here, e.g. sulphate).

Since we are simulating 100% emissions reductions, and these could never realistically be achieved,
we believe that these are extreme scenarios, since future emissions could never be less than this (i.e.
negative).

Regarding the nitrate discussion, we have added the following to pg 3845 line 2:

“We note that the models used in this study do not respresent nitrate chemistry. This means that they
may be overestimating the climate responses to removal of SO2 emissions, since reducing SO4
would increase the potential amount of ammonium nitrate aerosol formation, counteracting some of
the effects of the reduced SO4 aerosol.”

e Page 3844, Line 22: Perhaps add “mainly” before “using”.
Done
e Page 3844, Lines 23-24: Suggested rephrasing: “: : : to capture the fast and slow responses
due to these emissions perturbations, as well as the uncertainties in these
responses.”
Done
e Page 3845, Line 10: Suggested rephrasing: “: : : AOGCMs due to responses in ocean
temperature and circulation, sea-ice, and atmospheric circulation and cloud responses

that are realised on long timescales.”

Done
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Abstract

Policies to control air quality focus on mitigating emissions of aerosols and tregugsors,
and other short-lived climate pollutants (SLCPs). On a local scale, theséepaliidl have ben-
eficial impacts on health and crop yields, by reducing particulate matter (RiVjaface ozone
concentrations; however, the climate impacts of reducing emissions of Sk€Rsa straight-
forward to predict. In this paper we consider a set of idealised, extremeativtigstrategies,
in which the total anthropogenic emissions of individual SLCP emissionsespaie removed.
This provides an upper bound on the potential climate impacts of such air cgtaditggies.

We focus on evaluating the climate responses to changes in anthropogenimendss
aerosol precursor species: black carbon (BC), organic ca®@y &nd sulphur dioxideS©5).
We perform climate integrations with four fully coupled atmosphere-ocearabttimate mod-
els (AOGCMs), and examine the effects on global and regional climate ofviagthe total
land-based anthropogenic emissions of each of the three aerosaismrespecies.

We find that theSO-, emissions reductions lead to the strongest response, withrak
models showing an increase in surface temperature focussed in the ndndgraisphere
mid and (especially)high latitudes, and a corresponding increase in global mean precipi
tionandrun-off. Changes in precipitatioereran-off-patterns are driven mostly by a north-
ward shift in the ITCZ, consistent with the hemispherically asymmetric warmittgnpedriven
by the emissions changes. The BC and OC emissions reductions give a mu@r {wedng |
signatesponseand there is some disagreement between models in the sign of the climate:
sponses to these perturbations. These differences between model® daggely to natural
variability in sea-ice extent, circulation patterns and cloud changes. Thesrhatgral variabil-
ity component to the signal when the ocean circulation and sea-ice are fr@ieguneans that
the BC and OC mitigation measures do not necessarily lead to a discernible clispiage.
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1 Introduction

Anthropogenic emissions of short-lived climate pollutants (SLCPs), suckrasas and tro-
pospheric ozone precursors, contribute to poor air quality by incrg@siriiculate matter (PM)
and surface ozone concentrations. These are damaging to both hunitanahdaagriculture
{HTAP; Amann et al., 2013; Tai et al., 2d14). Air quality policies therefaim to reduce emis-
sions of SLCPs. While these policies will havebeneficial impact on air quality, the climate
impacts of reducing emissions 8£LPsSLCPsare less clear.

SLCPs have relatively short atmospheric lifetimes compared with well-mixed lypasa
gases (WMGHGS) such &0,, with most remaining in the atmosphere for only days to
months. Theexceptionis methanewhich hasa lifetime of arounda decadebut herewe focus
on the shorter-livedspecies The impacts of SLCP emissions on climate therefore occur on
relatively short timescales of less than ﬁO{Collins etal., 2013). The short atmospheric Iife-%
time of non-methan&LCPs means that their distribution is not homogeneous as in the case c
WMGHGSs, and concentrations tend to be highest nearer to source regiwmrefore the result- —
ing forcing patterns are also inhomogeneous, and diagnosing the regimhglobal climate im-
pacts is much more complex than for WMGHGs (Shindell e%aT.,iOOg; ShindeFaInldedi,
). In particular the majority of anthropogenic emissions of SLCPs d&he imorthern hemi-
si here, so the forcing is much stronger in the northern hemisphere thathersi hemisphere

Shindell] 2014). Thek
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aerosol-radiatiomteractionsandaerosol-cloudnteractionsbring further inhomogeneities, so
the resulting impacts of SLCPs on regional and global climate are quite diffieréimose for
the WMGHGs.

In this paper we focus on aerosol and aerosol precursor emissams)y black carbon (BC),
organic carbon (OC) and sulphur dioxid&),), which is aprecursor to sulphat&(,) aerosol
formation.

The effects of anthropogenic aerosols on climate are complex. Scatterogpke(such as
SO4 and OC) reflect downwelling solar radiation back out of the atmosphergtinesin a
-negative top-of-atmosphere (TOA) short-wave (SW) forcing. Thisicgdn in the solar ra-

1odeJ UOISSNOSI(]
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diation absorbed by thetmespherelimate systemresults in a-decrease in global mean sur-
face temperature. Hydrophilic aerosols also provide cloud condensatibei (QCN),which

inereasesllowing moresmallercloud dropletsto form, which increaseshe cloud albedo and

altersetherpropertiesneludingthecloud amount, angdrolongsthe cloudlifetime by inhibitin
recipitation.This further contributes to the negative forcirﬁg (Boucher etal., 2013)mtrest,

BC aerosol absorbs incoming solar radiation, which means it hatawarming effect on

1odeJ UOISSNOSI(]

the atmosphere and gives-positive TOA SW forcing. The local impact of BC on the sur-

face temperature is dependent on the altitude of the BC: low-level BC can thar surface

by re-emittingradiationin the thermalwavelengthswhereas higher-level BC can reduce the?

surface temperature by absorbing part of the downwelling solar radiationebiéfeaches the
surface (Ramanathan and Carmichael, ?008). Even in cases wheteftiee is cooled locally,
the additional solar radiation absorbed by the BC results-waming effect on the higher
atmosphere. BC located near to clouds can cause evaporation of cloods) ks the semi-
direct effects (Koch and Del Genio, 2010). However, dependintpemexact location of the BC
and type of cloud, BC can either increase or decrease cloud coverrisgavadifferent mecha-
nisms \(Ban-Weiss etal., 2d12), so the net impact on cloudsgien atmospheric distribution
of BC is highly complex. BC aloft causes stabilisation of the atmosphere, whitheea to
increased stratocumulous clouds (Koch and Del Genio, 2010). BC alsmpagant impacts
at high latitudes when it is deposited on snow, as it decreases the albedosfaiv surface
{Ramanathan and Carmichael, 2008), and can enhance snow melbpiagsolar radiation
afteritis deposited (Flanner et al., 2@07). However, the impacts of B&hipin the Arctic on
surface temperature are complex, as the result is highly dependent on treeatit location
of the forcing \(Sand etal., 2013a, b; Flanner, 2013).

Aerosols also affect precipitation (e.b. Kristjansson et al., 2005; Ming,et2010:
Boucher et al., 2013; Osborne and Lambert, ?014). Oglebal scale, we might expect the
precipitation to change in proportion to -a@fiven-given global temperature change driven
by aerosol forcing, due to the increased amount of water vapour thattriesghere can
hold ?Lambert and Weﬁ)b. 2008). However, since the direct, semi-dinecirairect effects of
aerosols will change precipitation patterns, this does not necessarily lealtyyldlydrophilic

4
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aerosol species can reduce precipitation locally, by enhancing cloptetirmucleation, which
allows more smaller cloud droplets to form but inhibits the amount of droplets thahieeslarge
enough to form precipitation. Other effects such as convective invigoratiwmiight also affect
precipitation\( Rosenfeld et al., 2008) are not parameterised in the moddseséere. BC has
more complex effects on precipitation patterns since it warms the atmothere\(tsr&iral.,
) but can either warm or cool the surface, which will increase duae the amount of
surface evaporation and resulting precipitation (Ming etal, b010). Theffeet en precipita-
tion is therefore dependent on the region and vertical profile of the Ba3e sfAndrews et & l.,
2010; Ban-Weiss et al., 2012; Kvalevag etal, 2013). Furthermoreeahm@spherically asym-
metric forcing from anthropogenic aerosol emissions impacts the temperatiire morthern
hemisphere more than in the southern hemisphere, leadingrtweadional shift in the In-
tertropical Convergence Zone (ITCZ) towards the warmer hemispl&egjél(ang etal., 2008;
Ceppi et al., 2013; Hwang et al., 2013), which will impact local precipitaticthéntropics and
the monsoon region% (Ming and Ramaswa\my, ?009). Several studieshwve that anthro-
pogenic aerosol emissions in recent decades have contributed to theniggaif the northern
hemisphere monsoon (e\.g. Bollasina et al., 2011; Polson et al., 2014x0beadso impact the
hydrological cycle by reducing the amount of solar radiation reaching ttiacgy a-process
known as solar dimmind; (Gedney etal., 2014). Solar dimming acts to reduceratrappand
results in increased run-off and suppressed evapotranspiration.

Policies to reduce anthropogenic aerosol emissions are generally eksmhave positive
impacts on air quality by reducing PM concentrations; however they cannixeel effects on
climate. ReducinggO2 and OC emissions is expected to haveletrimental effect on climate
in the sense that such measures would be contributing to an increase in glopalagure;
however the impacts on precipitation patterns could be beneficial, for exampleebenting
further reduction in monsoon precipitation. In contrast, mitigating BC emissions istexpe
to reduce global temperature, while the resulting impacts on precipitation are lasslicie
therefore important to evaluate the climate impacts of individual aerosolespigcorder to
evaluate these effects.
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Here we assess the climate impacts of removing the total land-based antmimpemis-
sions of each 060,, OC and BC in three coupled climate modédigsur modelsfor the BC
experimentswith interactive chemistry and aerosols. The multi-model nature of this work
gives greater confidence in the results since we are not drawing stmdubased on results
from just one model Thé@@%ﬂl&g%\perturbaﬂons were used |n order to achievestaong

1odeJ UCESNOSI(]

suggest that the removal of anthropoge®iiz, and OC emissions will Iead toaosmve forc-
ing and aglobal temperature increase, while removing anthropogenic BC emissionsaalitide
a-negative forcing and alobal temperature decrease. Using coupled models allows the ocea
circulation and heat uptake, and sea-ice extent, to respond to the atmosphlaeges from the
emissions perturbations. We assess the resulting changes in tempgeeatestionpatterns,
precipitationandrun-offandprecipitationboth globally and regionally.

In Sect.-2, the climate models, experimental setup and emissions datasets are descr'ibe
In Sect..3 the climate impacts of removing the emissions of individual anthropogemscﬂero
species are presented. These results are discussed further i@/Saud conclusions are given
in Sect.’5.

J uorssno
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2 Methodology

2.1 Description of models

1odeJ UOISSNOSI(]

The three main models used are HadGEM3, ECHAM6-HAM2 and NorESMHMGEM3
and NorESM1-M have interactive aerosols and chemistry; ECHAMG6-I2AMs interactive
aerosols but does not include interactive chemistry. Therefore in B83&nd NorESM1-M,
changes in the aerosols can affect the chemistry via changes in oxidaién @nd changing
the available surface for heterogeneous chemistry; these processdsegtlly and indirectly
affect O and OH. Photolysisis not affectedby the aerosolsin thesemodels. The fact that
ECHAMG6-HAM2 does not include interactive chemistry is expected to leadhipminor dif-

ferences from the other two models with interactive chemistry with regard tathative and

6
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climate effects of aerosol and aerosol precursor emissions. For theeBGrbation experi-
ments some additional simulations were performed: one extra ensemble member Wgs r
eachof HadGEM3and NorESM1-M, andtwe-threeensemble members were run by NCAR

CESM 1.0.4/CAM4TheextraBC simulationswereincludedin orderto explorethe BC results

further,asthis work waspartof alargerprojectof which BC wasakey focus.
HadGEMS is the Hadley Centre Global Environment Model version 3 (Hewit., ZOlh).

The atmosphere component hasarizontal resolution of .875° x 1.25° and 85 vertical lev-
els extending to 8%&m in height (of which 50 are below 18m). The atmosphere is coupled
to the NEMO ocean modelling framework with-aorizontal resolution of.0° and 75 verti-
cal levels, and to the CICE sea-ice model (Hunke and Lipscomb, 2008)UKICA Troplsop
scheme is used to model gas-phase chemistry. This treats 55 chemical $péaiésvhich
are transported) including hydrocarbons up to propane, and isoprehits degradation prod-
ucts (O’Connor et al., 20i4). Atmospheric gas and aerosol tracedaected using the same =
semi-Lagrangian advection scheme as used for the physical climate varRhtameterized E
transport such as boundary layer mixing and convection is also as us#tkfphysical cli-
mate variables. Aerosols are modelled by #ieCA-Mede UKCA GLOMAP-modeaerosol
scheme (Mann et al., 2010; Abdul-Razzak and Ghan, 2000). This moeeisténal mixing
of SO4, OC, BC, dust and sea-salt using-tvo-moment modal approach and dynamicallyZ
evolving particle size distributions. There are seven modes: four solubdéeation to coarse)
and three insoluble (Aitken to coarse). Aerosol processes are simitatedsize-resolved
manner, including primary emissions, secondary particle formation by bir@nogeneous
nucleation of sulphuric acid and water, particle growth by coagulation, cmaden, and
cloud-processing, and removal by dry deposition, in-cloud and belowdcscavenging. The
effectsof aerosolon cloudsaremodelledusinganaerosolctivationparameterizatioscheme
(AbdlulRazzak and Ghmm "
Edwards-Slingo radiation scheme (Edwards and Slingo, 1996).

ECHAM6-HAM?2 is the European Centre for Medium-Range Weather Feteddamburg
model version 6 (Stevens et al., 2013). The atmospheric simulations were usade the
ECHAM6 GCM with a-horizontal resolution of T63 (abot&><1-8>1.8° x 1.8°) and a-ver-
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tical resolution of 47 levels (extending from the surface to ®B#. The atmospheric model is
coupled to the Max Planck Institute Global Ocean/Sea-Ice Model (MPIGik)avbipolar grid
with 1.5° resolution (near the equator) and 40 vertical levels (Jungclaus et #B).Zhe atmo-
spheric model is extended with the Hamburg aerosol model (HAM2) versil.,
2012). The main components of HAM are the microphysical module M7, whicttigisethe
evolution of an ensemble of seven internally mixed lognormal aerosol m.,
M), an emission module,-aulfate chemistry scheme (Feichter etal., 1996);ieposition
module, and aradiative transfer modulé (Stier et\ él.. 2b05) to account for souraassfort,

and sinks of aerosols as well as their radiative impact. Five aerosol canfz namelpOy,
OC, BC, sea-salt, and mineral dust, are considered in this model. Aeflests®n liquid-water

and ice clouds are considered foIIowing Lohmann et al. (200Xidantfields for the sulphate
aerosobroductionwerea 2003-201Gveragdrom the MACC reanalysiginness et al., 2013)
NorESM1-M is the Norwegian Earth System Model version 1 (Bentsen eRall3;
Iversen et al., 2013), with horizontal atmospheric resolutioh-8&2-51.9° x 2.5°, and 26 lev-
els in the vertical with ahybrid sigma pressure coordinate and model top at BR® The
ocean module is an updated version of the isopychic ocean model MICOM (with°areso-
lution near the equator and 53 layers), while the sea-ice (CICE4) andTamd4) models and
the coupler (CPL7) are basically the same as in CCSM4 (Gent etal., 20Md jatmosphere

module CAM4-Oslo (Kirkevég et al., 2013) is-gersion of CAM4 (Neale et al., 2011, 2013)

with advanced representation of aerosols, aerosol-radiation and aelmswlinteractions. It
uses the finite volume dynamical core for transport calculations. CAM4-€dtmlates mass-
concentrations of aerosol species that are tagged according to poodmechanisms in clear
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and cloudy air and four size-classes (nucleation, aitken, accumulation, arse coodes). These

processes are primary emission, gaseous and aqueous chemistrypfoloesking), nucleation,
condensation, and coagulation. Loss terms are dry deposition, in-cloud lamddeud scav-

enging. The aerosol components includedde, BC, organic matter (OM), sea-salt, and min-

eral dust, and are described by 20 tracers. In the model version ugi@d study, the aerosol
module of CAM4-Oslo is coupled with the tropospheric gas-phase chemistry MMOZART
dEmmons etal., 2010), which treats around 80 gaseous species. Tpiimgallows for amore
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explicit description of the formation of secondary aeroS6){ and secondary OM). The radia-
tive forcing from aerosols is calculated using the Collins (2001) radiatioarsehlin the fully
coupled NorESM1-M, albedo-effects of BC and mineral dust aeratpesited on snow and
sea-ice are also taken into accguhts processs not representeih the otherthreemodels

‘An additionalmodel, NCAR CESM 1.0.4/CAM4wasusedfor the BC analysisonly. NCAR
CESM1.0.4/CAM4is the National Center for Atmospheric Research Community Earth System
Model EGent et alﬂ 2011) run with the Community Atmosphere Model versiml., _—
). The atmospheric component is set up here witibdzontal resolution of.9° x 2.5°,
and 26 vertical layers (extending from the surface to Zhif9. CAM4 is coupled to afull
ocean model (Danabasoglu et al., 2012), which is based on the Paradkh ®@oogram version
2 (Smith et al., 2010), to the CICE4 sea ice model (Hunke and Lipséomb, 2008)he CLM4
land model\(Lawrence et a\l.. 2011). Here, the model has been run withorddive chem-
istry and aerosols, and instead used prescribed 3-D monthly mean catiogstof ozone and
aerosolgBC, OC andSQO,) from the Oslo Chemistry-Transport model version 2 (OsloCTM2
{Sﬂvde etal., 2008; Myhre etal., 2009). OsloCTMz2 is driven by metegical data from the
ECMWEF-IFS model, and has been run with T42 (approxima2ety x 2.8°) horizontal reso-
lution and 60 vertical layers (extending from the surface totfRd. In CAM4, the direct and
semi-direct aerosol effects of BC are included, while indirect aerei$etts and the effect of
BC deposited on snow and ice are not included.

Hereafter we refer to the four models discussed above as HadGEM, HECHINM,
NorESM and CESM-CAM4, respectively.
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2.2 Experimental setup and emissions

Each of the three main models (HadGEM, ECHAM-HAM and NorESM) raccatrol simu-
lation and aset of three perturbation experiments in which tibil land-based anthropogenic
component of asingle aerosol emission species was remayebally. In addition,HadGEM
andNorESM ran asecond control and perturbed BC experiment, and CESM-CAM4wan

contrelandtweo-threecontrol andthreeperturbed BC experimentShecentrelandperturbed
— :
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%Wmﬁm
from thesamepointin this spun-upstatefor S0(afteraninitial-spin-upperiodof severablecades
Jyr, in order to separate -aobust signal from the interannual variability. Thimate is not
necessarilyexpectedo be stationaryafter the spin up, but any underlyingclimate trendsare

control andthe perturbationsve arethereforeremovingany underlyingtrendsnot associated
with the changesn aerosolemission.The 50-year integration length was deemed sufficient:

based on previous studies, e.g. Kristjansson et al. ( 2005) perforteggations of length 46r
after 10yr of spin-up, and Pausata et al. (2014) performed integrations of length&@er 30
yr of spin-up. Furthermoré Olivié et al. (2012) showed that most of the teahperresponse
to a-stepCO,, perturbation in AOGCMs is achieved within around the firsyt@r so (the Cx2
case in their Fig:1), after which the temperature remains relatively constant, with ontgra
gradual continued increase towards the equilibrium response temperature.

We focus on global mean and zonal mean values ofdhening-climatevariables:surface

temperatureprecipitationandrun-oefisurfacetemperaturendprecipitation We also examine
the top-of-atmosphere (TOA) short-wave (SW) fluxes to aid underistgiod these results. This

is not the same as the TOA SW forcing in prescrlbed -SST simulations since ioupked sim-
ulations it includes thé W

snowandice albedochangesndcloudres onsemsurfacetem eraturesoit is acombination

of SWradiativeforcingandthesgeedbaclchange®nthe SWilux. It is useful in understanding
the causes of changes in climate variables, particularly on regional scales

The control simulations have present-day anthropogenic emissions of Sh&ties from
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models except CESM-CAM4 which use®00)-BiemassECLIPSEV5.0 emissionsfor the
year 2000. Non-anthropogenidiomassburning emissions are from the GFED3 emission
datasetlfttp://www.globalfiredata.odgor the year 2005 (in ECHAM-HAM and NorESM) and
2008 (in HadGEM and CESM-CAM4), and are not perturb&dricultural biomassburning

tode Mrorssnosi(g

10



emissionsreincludedin the anthropogenicomponendf emissionsvhich areperturbedSea-
salt and dust aerosol emissions are interactive in HadGEM and ECHAM:HANorESM,

dust emissions are prescribed fromclimatology but sea-salt emissions are interactive; ang
in CESM-CAM4 both dust and sea-saltrissionsconcentrationsire prescribed from ecli-
matology. Other natural em|33|mndﬁde¢McMIWSimm:Mw%mp§g@
includedand are not perturbed. The concentrations of WMGHGs are also kegtdbpresent-
day levels in HadGEM, NorESM and CESM-CAM4, and in ECHAM-HAM areefi at pre-
industrial (1850) levels. The surface methane concentration is alsoripesat present-day
levels in HadGEMndNerESMand, NorESM andCESM-CAM4, andat pre-industrial levels
in ECHAM-HAM. For ECHAM-HAM, the pre-industrial greenhouse gasicentrations were
chosen since the model was spun up to equilibrium for this case, amelnaspin-up for in-
creased levels of greenhouse gas concentrations would have beenaiionally too costly.
Since only differences between experiments and control simulations aselemed here, no
large effect caused by the differences in greenhouse gas caatt@mdris expected.

Figure -1 shows the emissions of BC, OC afif),, divided into the anthropogenic emis-
sions that are perturbed in the experiments (left column) and other emissatrage¢hinput to
the model (natural, biomass burning and shipping; right column). The sgbagthropogenic
emissions of all three species are mostly concentrated over China, Indipeithe eastern US
and parts of Africa and South America.
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2.3 Description of the control simulations

Despite all the models having the same emissions input, therddsge discrepancy between —
models in the vertical distribution of aerosols in the atmosphere, and in the taiabbkurden,
which is typical for current global aerosol models (Textor etal., 208&@)YGEM and ECHAM-
HAM have relatively low total burdens of B@ndshortatmospheridifetimes, compared with

NorESM and CESM- CAM4 (Tabr 1)n~eemrastNeF.%MaﬂelGI§rM—eAM4haveFeLaWeLy

eeﬂaderab%rgheﬁhanw&heetheﬁmeemedels—ﬁgur&mﬂ shows vertlcal sections

of the annual average, zonal mean BC mass mixing ratio in the control simulati@ach
11
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of the models considered. HadGEM and ECHAM-HAM (Figla and b) have low concentra-
tions of BC at high altitude, which means there is less BC above clouds. IrasgrttorESM
and CESM-CAM4 show high BC concentrations extending to abovenEahroughout most
of the northern hemisphere and southern hemisphere tropics-@icand d). This has im-
plications for the impact that removing anthropogenic BC emissions may havet Bgh
altitude can have very strong direct effects if it is located above higtdallooud surfaces.
In the models with higher concentrations of BC at high levels in the control simulatioore
of this high-level BC can be removed in the BC perturbation experiment, leadliaglarger

change in BC direct forcing.helargeramounif high-levelBC in NorESMandCESM-CAM4
which usesaerosolinput from OsloCTM?2)is consistentvith the AeroCommodelsdiscussed
by Schwarz et al. (20l§rggJSamset et al. (2014yho foundthatthesemodelshavetoo much

BC at high altitudeswhencomparedvith observationgverthe Pacificin the HIPPOcampaign

1| and overestimatdghe BC lifetime. At lower levels the modelsunderestimate
BC concentraionshis o 1 amisdonébeind 5 low: Hodnebrod o141 (014t
increasingemissionsf BC anddecreasinghe BC lifetime in modelsgavea betteragreement
with observationsin HadGEM, the lower concentrationsf BC at high altitudesand shorter
BC lifetimesarelikely dueto recentmodificationsto the convectivescavengingchemewhich
wereimplementedn orderto improvethe correspondenceith theseobservationsHowever,

is comrespondinglylonger. The range of OC burdensbetweenmodelsis expecteddue to
differencesn OA burdensandOA/OC ratiosbetweemodelg(Tsigaridis et al., 2014NorESM
and CESM-CAM4 haverelatively low_burdensof SO, and shortlifetimes, comparedwith
HadGEMandECHAM-HAM. There are also differences in the vertical distribution of OC an
SO, between models (not shown) but as these are scattering, rather thabirdpsaerosols the
impact of the vertical distribution of the aerosol will have less of an impact engbultsMore
detailedevaluationof the modelsusedhereagainstobservationsire given in Eckhardt et al.
{201§ﬂQuennehen etal. (Zdlgjdetohl et aIﬂ(ZOﬂS)
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Figure3 shows the annual average global mean surface temperature in thd sontia-

tions for each of the models. ECHAM-HAM hadawer mean temperature than the other mod

els due to its pre-industrial WMGHG and methane concentrations. CESM-Q#lgl4-higher
mean temperature than the others. ECHAM-HAM haslight negative drift in surface temper-
ature over the integration period, while both NorESM ensemble members reighapositive
drift; the other two models remain relatively stahlalthoughthe secondHadGEMmembehas

adecreasén temperaturever thefirst 10 yearsor so. Thesedrifts in the globalmeansurface
temperaturerealsopresentn the perturbationexperimentsincethesestartfrom the control
simulationsat the beginningof the 50-yearperiod analysedThereforewe do not expectany
the tropics (Fig. S1). All modelssuffer from the ‘double ITCZ’ problem (i.e. thereis an
overly strongbandof precipitationto the southof the equator)which is a known problemin
CMIP5 AOGCMs (Li and Xie, 2014) This is mostpronouncedn ECHAM-HAM (Fig. S1d).
far enough(Figs.S1eandf); in HadGEMandECHAM-HAM it matchesheobservationsvell.

3 Results

In this section we examine the climate responses to perturbing each of the emgséuies.
The results shown are annual means averaged over the 50-yeasrtiotegreriod for each

model. Note that since we are interesitethe impacts that removing anthropogenic emission

would have, the plots show the perturbation run (i.e. the run with emissions eelnminus
the control run. This is different from most other studies, which in gérieral to showe-g.

13
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for examplethe forcing of the present-day aerosol compared wiftre-industrial background
state.

3.1 Response to perturbingSO4 emissions

1odeJ UOISSNOSI(]

All three models show an increase in global mean surface temperaturesaslaof removing
anthropogeni&O, emissions: HadGEM and ECHAM-HAM show almost equal temperature
increases while NorESM warms by approximately half this value (Figi4aand Table2).
The multi-model mean global mean surface temperature increases bl OTé@ zonal mean
temperature change is positive at all latitudes, and increases with increasingelawith a
-multi-model mean, zonal mean temperature increase of around at5he North Pole (Fig.
15b). Figurel5a shows warmlng over almost all areas of the globe, including all lang.are
M@Mm%ewwrmamthroughout almost aII thélerthern
Hemispheraorthernhemisphereand much of thé&SeutherAHemisphersouthernhemisphere

Most of theNerthernHemispherenorthernhemispherdand shows warming of at leastK,
with some northern regions exceeding 2

These temperature responses can be understood further by comparisthe widA SW flux
changes. The global mean TOA SW flux change is positive for all three rsodelations (Fig.
{4b4c). HadGEM, which has the strongest temperature response, also hag#st thange in
TOA SW flux, while NorESM, which has the weakest temperature respbasethe smallest
change in TOA SW flux. Theatio of temperaturehangeto SW flux changds similarbetween
themodels(0.33-0.4K (W m~-2)"!, Table2). Thestrongest increase in TOA SW flux change

occurs in theNertheraHemispheraorthernhemispherenid-latitudes, where the anthropogenic —
emissions are largest (Fib). There is good agreement between the three models in the zonz

distribution of TOA SW flux change, although NorESM shows smaller values ihdrdrern

Hemispheraorthernhemispherewhich may explain the weaker temperature increase in this

model compared to the otherBhereis-agreemenbetweenthe threemeodelsin-thepositive

sigh-of-the TOA-SW-lux-changeThe multi-model meanchangesare significantthroughout

most of theNerthernHemispheraorthernhemisphergFig. 16a). There are regions of strong
14
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TOA SW flux change over Europe, the eastern USA and China, whicksgmrnd to locations
with the largest anthropogenic emissions. Over Europe and the eastérrthikSexplains the
relatively strong warming in these regions (Fia). The positive TOA SW flux change over
China also extends in-dand over the North Pacific. This l&elyte-becausedby-changes
in-eloud-coverconsistenwith the decreaseaerosolconcentrationsn this regiondue to the
reductionin-aereselreducedemissions in Chinainagreementvith-theresultsef-, As well
asthe direct radiativeeffects, ,the reducedaerosolswvould also causechangesn cloud cover.

It wasshownby Wang et al. T(ZOl4Wh1%hshewedtha%Ghmeseae+eselsthatCh|neseaerosol
emissiongncreased cloud cover over the North Pacifiesmitar, Soremovingtheseaerosols

would reducecloud cover.A similar region of positive TOA SW flux change also occurs over:
the North Atlantic, whicteouldsimilarly-bedueto-aeresol-inducedloudchangeds similarly
dueto aerosol-radiatiorand aerosol-clouceffectsover this region resulting from the aerosol =
emissions reductions over the eastern USA. The regions of negative YOAUS change in
the Pacific and Atlantic just north of the equator relate tocathward shift in the ITCZ, which
increases the cloud cover north of the equatiod decreasegt to the south This northward
ITCZ shift is expected due to the hemlsphewmmg (Rotstayh\ 2000;
Broccoli et al., 20d6)

At high northern hemisphere latitudes there are regions of enhanced \gaamihcorre-
sponding increased TOA SW flux (FigSa and 6a), the most pronounced being over the oce
north of Europe. These correspond to regions with large reductionsiitegnot shown). All
three models agree on-farge loss of Arctic sea-ice, due to the strong northern hemisphe
warming. In the southern hemispere, all three models actually shoegian of increased sea-
ice east of the Antarctic Peninsula, which explains the reduced temperamgrdecreased TOA
SW flux there.

The removal of anthropogeni®O, emissions results in an increase in global mean pré
cipitation (Fig.-4¢4e). This increase is expected due to the increased surface temperat@r(
The multi-model mean percentage precipitation change per unit warming can béatealc
from Table 2 a®-50%K—=12.50% K~!, which is consistent with the value f80, found by

—LAndrews et al. (2010§2.46 +0.11 % K~1). While there is a-global in-
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crease in precipitation, the southern hemisphere actually shows an owsnaade in precipi-
tation (Fig.f7b). This is mostly due to the northward shift in the ITCZ (discussed abanegh
can be seen as-alear dipole in precipitation change about the equa{iig. 7b). All three
models agree on the northward shift in tropical precipitation over the ITCidome@gnd the
correspondingatternof precipitationchangeis significantin much of the tropics (Fig. {7a).
There is arelatively strong increase in precipitation over India and China, collocatedreth
gions of high anthropogenic emissions%¥-. There is a-clear increase in precipitation in
the Indian monsoon region, which is consistent with the findings that antheojo aerosol

has caused aveakening of the summer monsoon (Bollasina eK;IL%ll Polson et al., 2015]

Tode UOISSNOSI(]

Thereis a large increasein precipitationover the Sahel.This is consistentwith the results 5
of Rotstayn and Lohmann (2008ho found that present-dayanthropogenisulphateaerosol =
hadcontributedto reducedprecipitationin the Sahel.Thereare broad regions over Russia and-
nerthernrAmericaCanadawvith increased precipitatiosorrespondinge-collocatedwith regions =
of increased surface temperatisedtherefore, Theincreasedemperaturavill providemore E
avallable m0|sture through evaporatien o
‘ =

, . Thereduced =
mmmanlncreaselmeﬁem%aand&bandeﬁm%ed g
egn-precipitation. Over 2
EumpeamdmaeheﬁNeﬁhAmeﬁeaMnggg@%there |sadeereasm4un-9# -
=

-
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butfamyﬂ%lapehangeselsewherdecreasm recipitation.While thesechan esaremost!
not statisticallysignificant,we hypothesizeéhatthis is linked to the northwardITCZ shift and

corresponding@hangesn circulation
Overall the models agregualitatively on the climate response to removing anthropogeni€

SO, emissions, showing northern hemisphere warming andoathward shift in the ITCZ.
HadGEMandECHAM-HAM showvery goodguantitativeagreemenin theresponse.

od® g uorssnosi(|

3.2 Response to perturbing black carbon emissions

For the BC perturbation experiments, we consider, in addition to the original dionddrom
HadGEM, ECHAM-HAM and NorESM, one extra ensemble member feamhof HadGEM
and NorESM, andtwe-three ensemble members from CESM CAM4. For the calculatlon
of multi-model meanse A
medel&muhﬂem&e%tmﬁ%mewﬂws&ge&gﬁm%l
Thetemperatureéesponse to removing anthropogenic BC emissions is much smaller overa
than the response to perturbifi¢), emissions (Fig:4/4 andTable2). All the models except
HadGEM show anet decrease in global mean surface temperatatiioughCESM-CAM4
member2shewsenly-averysmalldecreas€Fig. 14a). This results in asmall negative multi-
model mean value for the global surface temperature respéradewever,we notetheresults
of Myhre and Samset (2018hichindicatethatclimatemodelsmayunderestimateheforcing
from BC by around10%. Figure4b showsthe temperaturegesponsen the individual model
membersThis showsthatHadGEMmemberl hasasignificantincreasen globalmeansurface

temperatureywhile the othersimulationsall showa decreasealthoughthe sign of this response

A similar pattern is seen for the change in TOA SW flux (@%a#heughwmerestmg

' iveFOA
MMMWW&L@Q@&@SW ﬂUX chang@empatedeﬁs#epysmau
temperatureesponsis betweerd.21and0.28K (W m_?) " (Table2) whichis smallerthanfor
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SO, howeverthe HadGEM memberl and CESM-CAM4 member2 simulationsare outliers

with ratiosof 0.78and0.03K (W m~—2)—! respectivel

The multi- modeI mean temperature response is wﬂttﬁrﬁ K everywhere (Flgfc) There

>J TOISSNOSI(T

tem eraturechan esresi nlflcantln Iarge parts of the southern hemlsphere ocegnvevnd tt@e
tropical Pacific-butmuchlessstipplingbut lesssoin the northern hemisphere. The TOA SW ~

flux change is also relatively small everywhgvih the strongesiTOA SW flux decreasever
northernindia. (Fig. 16c). FherearestippledregionsoverareasHowever,the changesn TOA
SWilux aresignificantoverlargearea®f landin thenorthernhemispherein generabverareas
with high anthropogenic BC emissiangith-thestrongesFOA-SWHlux-deereasevernorthern
India.

The small multi-model mean temperature and TOA SW flux responses are the fesuit o
flicting regional responses in the different models, rather than weakniespan each model.
This can be seen in Figod, which shows the range of zonal mean temperature responses be
tween modelsBoth-NorESMmembershewNorESM showsrelatively strong cooling, which
is stronger towards high Iatltudes reachlng aroar@#tro 4K at the north pole In contrast,
HadGEM shows warming A

in the northernhemispherebut to dlﬁerentde reesn thetwo ensemblemembersm member
1 the temperaturgncreasegowardsthe north pole, reaching 0.4atthe-nrorth-K; in contrast

member2 showsonly slight warming, and a decreasen temperatureat the pole. ECHAM-
HAM shows a-weak response in general butsmall increase towards the north pole. The@

two-three CESM-CAM4 members show different behavioaremberl-showsall threeshow
weakcoollng at most IatltudeﬁeakmgatpvuvtvngvrthoiaroundGWN and?@é‘emember 2 shows
warmingn

which |ncrease$owardsthe oleandreachei) Gatthenerthpolelgvihezonalrmavwvwvwgvnw
flux changealsoshowslargedifferenceshetweemmodels(Fig. 6d), which helpsto explainthe

rangeof temperatureéesponsem eachmodelin the northernhemisphere
The spatial responses in each of the model simulations can be sé@Eirs1—S3in-the

SupplementHadGEMsupplementaryFiguresS2—S6 andcanexplainsomeof the differences
18
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betweemmodelsdiscusseabove.HadGEMmemberl shows warming in the Arctic and over
most of the northern hemisphere mid-latitudes, including Europe, which is ecedgsince
anthropogenic BC emissions are relatively large there (Bga)-CESM-CAM4-member2
Mmmg 539}&565%%“@9\*@

S2c).Ins ectlonof cloud andsnowcoverflelds notshown showsthatthls is in factaresult

of acombinationof reducedcloud coverandreducedsnowcoverover NorthernEurope;these
changesare likely dueto circulation changesand their combinedeffect is enoughto more
than balancethe negativeforcing from local removalof BC. The warmingin the Arctic is
linked to decreases sea-ice(Fig. -S2aandb)shewrobustecoolingovertheseregions,while
ECHAM-HAM-S2e)andcollocatedincreasesn TOA SW flux (Fig. -Stajshewseolingover
mﬁ%@%&%&%%@%m%mmmg over much dﬂqe

Russuebutcoolm overNorthAmenc (Flg SSa}

The-zonalmeanS2b). There is also strong warming along the south-easterredge of
Greenlanandin theBarentsSeawhichis linkedto increased OA SW fluxehangealseshews

tatgedlﬁeteheesbeweaqmedets Fig. S2d andlar edecreasem sea-ice(Fig. @d—}whteh

JihethreeStmutatleFtsthatsheWSZf Both HadGEMmembersshowstron decreasem TOA
SW flux over India due to the emissionsreductions,but thesedo not translateto stron
tem eraturedecreasesECHAM HAM also showssomelocalisedwarming in thenerthem

%H\LArctlc but coolln in much of the rest of the northernhemls here(Flg @ela—'lihese
high-latituderegionsof-S3a), althoughmost of this is not significant. As in HadGEM, the
regionsof Arctic warmin are coIIocatedW|th mcreased TOA SW fluxanbeseeninFigs.

S3b anddecreasedea-icechanges

o . S3c). Thereare
N@Wmd’ OA SW fluxanddeﬁeaseﬁe&meumuhmmm%w
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USA, whichcorrespondo largereductionsn BC emissiongFig. S3b).In contrastfer-boththe
NerESMmembers-whieh-both NorESM membersshow cooling in thererthernhemisphere,
thereis-acleardecreasér-Arctic andsignificantcoolingovermuchof the globe(Figs. S4aand
b). In bothmemberghis correspondso decreased OA SW flux overmuchof the Arctic and
most of the northerhemispherdigh-latitudedhemisperdandarea(Figs.-S2eS4cand d)}-and
collocated, Thereareregionswith increases in sea-icguchasin the BarentsSeain Fig. S4f,
but alsosmallregionswherethe sea-icedecreasesalthoughthesedecreasearegenerallynot
significant(Figs.-S2eS4eand f). ThethreeCESM-CAM4membershowdifferenttemperature
responses the Arctic: member 1 showsnly-relativelysmallchangesn TOA-SWHluxesvery

little temperatureéesponsén the Arctic (Fig.-S3e)andsmaterchangesa-S5a) while member
2 showssignificantwarmingover muchof the Arctic (Fig. S5b);member3 showscooling of a

similar magnitudeoverthe Arctic (Fig. S6a).Correspondingo the warmerArctic temperatures
in member2, therearealsowides reacﬂecreasem Arctlc sea- ice (Flgsse}A#themedeLs

ems&emsetare{elaways#enghe#eﬁqereg@ﬂe#pesmveSS while memberl shows
moremixedsea-icechangegFig. S5e)andmember3 showssomeregionswith increasesea-ice
Fig. S6c). Member1 showssignificantcooling in much of the southernhemisphereocean,
while memberg and3 showonly weaktemperatureesponsesBoth membershowsignificant
W@&Uﬁ&@MWTOA SW quxehangeeverEurepe

of-BCover ChinaandEuropein res onseo theemlssmnseductlonswhlch couldex Ialnth
strongerveralltemperatureeductionin memberl (Figs.S5c¢,5d and6b).

The global mean precipitation response to removing anthropogenic BC ersissiefatively
small Fig—4eFigs.4e andf). Despite the different signs of temperature response, the globz
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precipitation increases in all theedelgnodelsimulations This is not surprising since the re-
moval of BC from the atmosphere will lead tor@egative atmospheric forcing, which in turn
is expected to lead to increased preC|p|tation (Andrews etal., 280MH-NorESM-members
shewa—NorESM showsa pronounced southward shift in the position of the ITCZ, which i
consistent with the cooling in the northern hemisphere in these simulations/@hig1adGEM
shewsa-memberl showsa weak northward shift in the ITCZ, while the otheredelsmodel
simulationsdo not show acoherent shift in its position. The opposing direction of ‘the ITCZ

shift in HadGEMmemberl ; and NorESM partly explalns whysrereoresetenwregionswhere

.tedveduhotssn )stq

)
ndthethemodel-mean responses are 7
3
ﬁ
.. ll==- NAre '=‘ - -ll-.'. .= \/ N a¥a ‘v'-. - alalda =l e-'e 'U
’ g

uncertaintyin-thesevalues.lt is interesting to note thahis decreasénrun-off occursdespite
a—glebalinereasever India, wherethe anthropogeni®C emissionsarelarge,theremovalof
the BC em|SS|onsresuItS|n a decreaseratherthanan |ncrease|n preC|p|tat|on Heweve#the o
tandéths—Dﬂbanelie}Thes reci |tat|onchan esarednvenb C|rculat|onchan ege. th 3
southwardshift in the ITCZ) which dominateoverthelocal effectson precipitationdueto BC g
removalcausingdestabilizatiorof theatmosphere. e

Overall, the climate response to removing anthropogenic BC emissions is wbakethe
response to removingO, emissions. Although there is-enean global temperature decrease,
there is alarge variation between models in the temperature response, particularly in the noP
ern hemisphere high latitudes. All models agree on an increase in precipitaticadlylalb
though there is some variation between models in the patterns of prempﬂaﬂonse%e

JodeJ UOISSNOSE
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3.3 Response to perturbing organic carbon emissions

The multi-model mean response to removing anthropogenic OC emissions is arséntcrea ~
global mean surface temperature (Figaida and Table/2). HadGEM and NorESM show a
-clear increase in surface temperature, with the largest response in Npd&EEEHAM-HAM
shows aweak reduction in global mean surface temperature, although the error biatén
some uncertainty in the sign of this response. HadGEM and NorESM shavei@ase in the
zonal mean surface temperature throughout the northern hemispheeasing towards the
pole; ECHAM-HAM shows almost no change in the zonal mean surface tetnpe(&ig./5f).
Despite the different behaviour in ECHAM- HAM compared with the other modeds'etbre

1odeJ UOISSNOSI(]

1odeJ UOISSNOSI(]

hemrs herevherethetem eraturehan earesignificant,includin overmuchm
5e).
The TOA SW flux change is weakly positive over most of the northern hererepitmh

: &
W(Flg J@e) HadGEM and NorESM show an increase in zonal mean TOA SW fILij

over the northern hemisphere (Figf), and in particular show increased TOA SW flux overg
the mid-latitudes, which have the largest anthropogenic OC emissions/{Eijg.In contrast,
ECHAM-HAM shows adecrease in TOA SW flux over the northern hemisphere mid-Ilatitud
(Fig. 16f). Inspection of spatial maps (not shown) indicate that this is due to alsedeSW flux
over Europe and the eastern USA, despite the reduced OC emissionsindiiesis. This may
be due to natural variability in cloud cover over these regions driven aggés in atmospheric
circulation patterns. ThsreingsignalTOA SW flux changefrom the OC emissions perturba-
tion seems to be much weaker in ECHAM-HAM than in the other models, so natuiabiay
may dominate.

The global mean precipitation changes in each model are consistent with téctiee
temperature responses: HadGEM and NorESM show an increase in giebgditation, while
ECHAM-HAM shows a-decrease (Fig4¢4e). Despite the variation in temperature response

Tod¥l worss
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all three models show -aorthward shift in the ITCZ (Figi7f). The changes in precipitation
patterns are similar to those for tl%), experiments but with weaker magnltude (compa
Fig—Figs,[7c and7e). R :
Overall the response to removal of anthropogenic OC emissions is ansadreaurface
temperature and precipitation, primarily in the northern hemisphere. The spattiefns of

tede uo[ss‘t@)s‘[q

changes in these quantities are broadly similar to those fd$@heemissions perturbation, but

with smaller magnitude.

4 Discussion

The three models are in good agreement about the impacts of removing agnasO-

emissions, all showing avarming concentrated in the northern hemisphere amtehward
shift in the ITCZ, bringing more precipitation to the northern hemispHenetherprecipitation
increasesreseenn thenorthernhemispherelueto theincreasedemperatureNorESM gives
a-weaker overall response than the other two models. This is not surpristeg’dorESMhas
alower SO, burdenthantheothermodels sothe SO, emissionshangewill havelessimpact.
Furthermore NorESM is known to have arelatively low climate sensitivity (Andrews et al.,
miﬂversen etal. (2013) attribute testrong Atlantic Meridional Overturning Cir-
culation in NorESM. This may explain the smaller changes in Arctic sea-ice exbewmiges

in NorESM than in the other two models in t8©, experiment, reducing the impact of the ~

additional positive feedback on temperature of the melting ice.
The response to removing anthropogenic OC emissions is simitaetihat for removing
SOQ butmuchweakeroveralkin termsof temperaturehangeperunit SW flux changgTable

. The absolutemagnitudeof the responseas about5 times smallerfor OC. ECHAM-HAM

appears to have -aveaker response to the removal of OC than the other models, and thi

within the range of natural variability between individual years. The otheratsahow similar
patterns of response tbosein the SO, experiment, but with weaker magnitude.
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In contrast, there are differences between models in their response twimgnamthro-
pogenic BC emssmnéae%h—Ne%%%membe#ssh&wﬁg@Mgbgw&clear cooling,
partlcularly in theN , , A .

1odeJ UOISSNOSI(]

d#emﬂ%{empera{wetespemesn—the#enenorthem hemls herethe other models show
weakerresponsesand HadGEM memberl actually showsa global meanwarming, with the

largesttemperaturéncreasesn the northernhemispherdigh latitudes The stronger effects of
BC removal in NorESM compared with the other models may beidymrtto the fact that

this model includes representation of the albedo effect of BC deposition en Aigashown

UOTISSNOSI(]

Mijand et dl\(2013 his hasa relatively largeimpacton surfacetemperaturen the Arctic.

This provides amechanism to explain the stronger cooling over the Arctic in the BC expef-
iments in this model than in the other models. When the BC emissions are reduceBiCIesg
would be deposited on snow at high latitudes, leading to higher-albedo Sinsvhypothe-
sis is supported by the decrease in TOA SW flux over the Arctic in both NdrE@mbers,

which is consistent with an increased surface albedo, while the other mbdelssostly pos-
itive TOA SW flux change here. However, we note that the variability is latgegh northern E
latitudes as shown by the variation between models and between tHéa@EM members 7
andthe threeCESM-CAM4 ensemblanembers. Furthermore, NorESM hashigh BC abun- =
dance at mid- and high-latitudes as shown in F2y.The different-andsomewhasurprising, g
climate responses to the BC perturbationsdimd GEMthe two HadGEM membersandthe &
weakerresponsesn ECHAM-HAM, may be due to the fact thatadGEMhasthesemodels

have smaller amounts of BC at high altitudes in the control run than NorESMGékh4-

WE =
SMM%S@WM%AA&HG@AMLQEMTM Iack of h|gh Ievel BC é
is important since the strongest direct effects of BC are from BC ablowgls or other high é
albedo surfaces, so these effects will be much weaker in the control simulatiéeadGEM ;

andECHAM-HAM-ECHAM than in the other models. Removal of anthropogenic BC emis=
sions will therefore have amaller impact in the models with less high-level BC since the BC
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forcing in the control simulation is Weak to begin with. The climate responses in BSG ;

may therefore be driven hangesn circulation,leadingto, for example,
the change in cloud and snow cover over Eurppehich-overwhelmdn HadGEMmemberl.

Thesecirculationchangesverwhelmthe relatively weak forcing from the BC emissions per-

turbation.Apart from the HadGEMsimulationthe modelssuggesh lower ratio of temperature
changeto SW flux changefor BC thanfor OC andSOa.

The results from this study show that theresesmelarge uncertainty as to the climate re-

sponse to removing anthropogenic BC emissions. The different belmdebtween models is
due partly to the different atmospheric BC distributions in the mededs shownin Fig. 1.
Accurately representing the correct BC distribution in GCMs is very diffictbrexample,
(Samset etal., 20 mw«;s(eg\smwarz etal., 2013; Hodnebrog etal., 2014;
Samset et al., 2014)ave comparedBC distributionsin GCMs and CTMs with datafrom
observationastudiessuchasthe HIPPOcampaigr(Wofsy, 2011) which providedobservations -
from alargespatialareaoverthe Pacific. Theyfoundthatthe modelshadtoo muchBC at high
altitudesin theseregions,andthat the BC lifetime was generallytoo long. Recentmadifica-

tions to the convective scavenging scheme in HadGhlch areincludedin themodelset-u
N§§nggvrvelwere de5|gned to reduce the amount of hlgh Ievel%lehwaspreweasly{ee

, dlo give bettera reemenwrrh the
HIPPOobservatlonsTheresultof thesechan ess that HadGEM haslessBC at high levels

loballythantheothermodels(exceptECHAM-HAM), andamuchshorteBC andOC lifetime
Tabldl). ECHAM-HAM alsohaslessBC at high levels,anda shortBC lifetime. In contrast,

NorESM anmmmmmmmgh -level BC
vy eandlongerBC lifetimes,
Westlma‘tehe dlrect forcmg from anthropogenlc B@Gndthereforeexaggerates
Lcmwem‘/vmﬁSamset etal. (201¥andmaythereforeexaggeraténe impact of removing an-
thropogenic BC emissionghetrue BC distributionat high levelsis mostlikely somewherén
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betweenthesemodel estimatesyhile at lower levelsthe emissionsarelikely underestimated
(Hodnebrog et al., 2014)

A further feature influencing the results in this study is the contribution of awimgsea-ice
extent. Particularly for the OC and BC emissions perturbations, which gweaker forcing
than theSO5 emissions perturbations, these sea-ice changes appear to be due tovaatura
ability, rather than aforced response. However, they do contribeteasenablewmeuntto the
total SW flux changes and surface temperature changes. This addsagslement of natural
variability that is not an issue in atmosphere-only simulations, which have fi&&d 8nd pre-
scribed sea-ice. This motivated our decision to perform three additional siomslain order to
increase our sample size. It can be seen from these simulations that the sespmnds quite
differently to the BC perturbation in different simulations, even in two simulations fitee
same model.

It is interesting to note the range of climate responses between models, armbevean dif-
ferent simulations run by the same model. This highlights the importance of usingamiele
of simulations in studies such as this, where natural variabiligteivelylargearelativelylarge
contributor and differences in the formulation of individual models can havarge impact on

the resultslt is alsointerestingto notethevery similar behaviounof thetwo NorESMmembers

morethanonemodel sincedifferentmodelshavedifferentsensitivityto small perturbationsn
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5 Conclusions

Air quality policies now and in the future will lead to reduced emissions of aés@d other
SLCPs. This study aims to evaluate the possible climate impacts of these emissiarti®nsg
by considering aset of extreme idealised scenarios in which 100% of the land-based -anthto
pogenic emissions of individual aerosol precursor species (BC, @S@g) are removed. The
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experiments were performegainly using three AOGCMs with interactive aerosols and chem=~
istry, in order to capture the fast and slow responses to these emissitundapionsaswell g
asthe uncertaintiesn theseresponsesWe also included additional simulations from anothe
AOGCM (without interactive aerosols) for the BC experiments.

The results show strong impacts on climate of remoip, emissions, with an increase
in global mean surface temperature, focussed mainly in the northern heneisahéranorth-

ward shift in the ITCZ, driving changes in precipitatiendrun-off-patterns-—patternspartic-
ularly in tropical regionsWe notethatthe modelsusedin this studydo not respresenitrate
chemistry. This meansthat they may be overestimatinghe climate responseso removal of
SO, emissionssincereducingSO,4 would increasehe potentialamountof ammoniumnitrate
aerosolformation, counteractin OWW%T,
1999; Bellouin et al., ZOW

The OC and BC emissions perturbations produsedichweakersigramuchweakerclimate
responsesin both cases the models were not all in agreement on the sign of the glo
mean TOA SW flux change or surface temperature response. The#is egsuifferent from
those obtained in other studies using prescribed-SST, atmosphereroalgtons(e-g-)(e.g.
Bellouin et al., 2015), where the forcing response to such emissionsipetitins is more likely
to have the same sign in all modedsnce, Thisis becausehe design othesesuchexperiments
removes much of the variability that we see in fully-coupled AOGGMdueto responses
temperatureindin ocean circulation, sea-ice, atmospheric circulatbangesndslow-cloud

respense@nd cloud responseghat are realisedon long timescales Overall the removal of
OC emissions leads to similar patterns of response t&3€he experiments, but with much
weaker magnitude. There is'@eak northward shift in the ITCZ, and corresponding changes
in run-offprecipitation The BC response is more complex, and due to the large disagreemer

A

in response between two of the models, we inclutiedefive additional ensemble members. =
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Even between two ensemble membiecsn the samemodelthere are large differences in the =
surface temperature and precipitation responses. From this study wedmiital, while BC
mitigation is unlikely to be detrimental to climatglike in the case 0650, and OC mitiga-

(0)
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tion), the climate benefits are likely to be very small, and may not be discernable abtwral
variability in the climate.

The Supplement related to this article is available online at
doi:10.5194/acpd-0-1-2015-supplement.
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Table 1. Summary of B@nd, OC andSO,4 burdengTg) andlifetimes (days)in the control simulation

for thethreemodelg@achmodel
HadGEM ECHAM-HAM NorESM CAM4
BC burden(Fg)- 0.080 0.102 0.163 0.144
OC burden(Fg)- 0.734 0.769 1.047 0.601
S04 burden(Tg)- 3.355 5.345 1.813 1918
OC lifetime 302 495 744 483
S0, lifetime. 523 402 412 351
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Table 2. Summary of global mean annual average climate responses.

Emission Model AT A SW AP AP AT/ASW AP/ASW
pert. (K)Y (Wnr2) (mmd?) (%) (K (mmdl/

W m—2) W m—2)
SO, HadGEM 0.838 2.531 0.057 1.916 0.331 0.022
SO2 ECHAM-HAM 0.831 2.244 0.062 2.141 0.370 0.028
SO2 NorESM 0.396 1.001 0.029 1.047 0.396 0.029
SO2 Mean 0.688 1.925 0.049 1.701 0.366 0.026
BC HadGEM 1 0.085 0.108 0.013 0431 0.781 0.118
BC HadGEM 2 -0.008 -0.057 0.004 0.123 0.145 -0.065
BC HadGEM mean 0.038 0.026 0.008 0.277 0.463 0.027
BC ECHAM-HAM -0.034 -0.164 0.003 0.097 0.209 -0.017
BC NorESM 1 -0.129 -0.555 0.005 0.171 0.232 -0.009
BC NorESM 2 -0.152 -0.548 0.004 0.135 0.277 -0.007
BC NorESM mean -0.141 -0.552 0.004 0.153 0.255 -0.008
BC CESM-CAM4 1 -0.084 -0.354 0.005 0.157 0.236 -0.013
BC CESM-CAM4 2 -0.008 -0.220 0.008 0.290 0.034 -0.039
BC CESM-CAM4 3 -0.031 -0.192 0.007 0.237 0.163 -0.036
BC CESM-CAM4 mean -0.041 -0.255 0.007 0.228 0.145 -0.029
BC Mean -0.044 -0.236 0.005 0.189 0.268 -0.007
ocC HadGEM 0.250 0.572 0.019 0.653 0.438 0.034
ocC ECHAM-HAM -0.025 -0.136 -0.004 -0.151 0.185 0.032
ocC NorESM 0.172 0.456 0.012 0.442 0.377 0.027
ocC Mean 0.132 0.297 0.009 0.315 0.333 0.031

38

1odeJ UOISSNOSI(] 1odeJ UOISSNOSI(] 1odeJ UOISSNOSI(]

JodeJ UOISSnosI([



(@ Anthropogemc SO, emissions (kg[S] m? y™)
ON 90N

60N EE

30N
0
308

60S
90S

(b) Other SO, em|ssmns (kg[S] m? y 1)

180 135W 90W 45W 45E  90E 135E 180 135W 90W 45W

5 () 5| 0 45E
Mean: 9.00309e-05 Mean: 1.01881e-05

le-8 le-7 le-6 le-5 le-4 le-8 le-7 le-6

90N
BON
30N
0

308 ‘

60S
908

(c) Anthropogenic BC emissions (kg m?y™) (d) Other BC emissions (kg m y 1)
: — : w ——— 90N ~ -

180 135W 90W 45W 0 45E  90E 135E 180 135W 90W 45w 0

Mean: 1.05329¢-05 Mean: 3.55604e-06

1e-8 1e-7 1e-6 1e-5 1e-4 le-8 le-7 le-6
(e) Anthropogenlc OC emlSSIOnS (kg m? y ") (f) Other OC emlssmns (kg m y )
N 0
60N [
30N
0
308
608
90S . . 90S
180 135W SOW 45W 0 45E  90E 135E 180 13W 90w 45w 0
Mean: 2.26526e-05 Mean: 4.18757e-05
1e-8 1e-7 1e-6 1e-5 1e-4 le-8 le-7 1le-6

Figure 1. Emissions of aerosol and aerosol precursor speted). SO.; (c, d): BC; and(e, f): OC
emissions. Left columrECLIPSEV4.0aanthropogenic emissions, which are perturbed in the réispec
experiments. Right column: naturan-anthropogenibiomass burning (for the year 2008) and shipping 'z

emissions, which are not perturbed in these experiments.
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Global mean surface temperature
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Figure 4. Summary of global mean annual average changés)ita—b) surface temperaturéy)-(c—d)

all-sky TOA SW flux -(e)-precipitationand (e)+un-ofi(e—f) precipitation In the left panelsthe values
shownfor the BC simulationsarethe meandor eachmodel(wheremorethanonesimulationwasrun).

The
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error bars indicate the
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(e) Surface temperature change from SO2 perturbation
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(e) TOA SW flux change from SO2 perturbation

(b) Zonal mean TOA SW flux change
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Figure 6. Annual average change ail-sky TOA SW flux for{a;-)-(a,b) SO, {e-d)(c,d) BC and{e;f}
(e,f) OC perturbations. Left column: multi-model mean maps. Regitumn: zonal mean. les—e)a,c,e)
stippling shows points wher@Hthreemodelsagreeonthe sigh-of-theresponsetn-(e)stipplingshows
peintswhereis significantatleastfive-of-the sixmodelsimulationsagreesnthesigrds% level.
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Figure 7. Annual average change in precipitation fexb)(a—h) SO, {e;d)-(c—d) BC and{e;f)-(e—f)
OC perturbations. Left column: mulihodel mean maps. Right column: zonal mean{gne)a,c,e)

stippling shows points wherathreemeodelsagreeonthe signoftheresponse-tr-{e}stipplingshows
pointswhereis significantatleastfive-ef-the sixmedelsimulationsagreeonthesigr95% level.
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