
Thank you to both reviewers for their helpful comments, which we have addressed below.

Response to Reviewer 1

Major comments:

This work focusses on the climate impacts of perturbing emissions. This is a different focus from 

e.g. Shindell and Faluvegi who aim to assess the climate responses to regional forcing from 

aerosols/GHGs rather than the actual emissions. 

In order to calculate climate responses for a given RF/ERF, i.e. the normalised responses, it would 

be necessary to run a different set of experiments (atmosphere-only rather than coupled) in order to 

find the RF or ERF from the emissions changes, since these cannot be derived from the coupled 

simulations. We therefore do not have the RF/ERF values that would be necessary to calculate 

normalised responses. 

We can however, show the response per change in TOA SW flux. We have added this to Table 2 

(change in temperature per change in TOA SW flux, and change in precipitation per change in TOA 

SW flux). We have also added references to these normalised values in the text throughout Section 

3 in the discussion of the responses.

We have changed the stippling in Figs 5-8 to denote statistical significance at the 95% confidence 

level (determined by a Student's t-test on all years of all models). The distribution is generally very 

similar to that using previous method.

The zonal mean figures show the zonal means for the individual models as well as the multi-model 

means. Showing the individual models is useful to see differences (and similarities) between 

models. The multi-model mean zonal means are useful to compare with the map figures (which 

show only the multi-model means), and are useful to see when the sign of the response in the 

different models is in agreement. 



We agree that it is not ideal to perform these experiments against a control state that still has a slight

temperature trend. However, we believe that the reviewer's concerns are due to a misunderstanding 

of our explanation of the experimental setup, and therefore we have amended the text to explain this

more clearly. To clarify: we first ran several decades of spin-up. We then started the control 

simulations and the perturbed simulations both from the same point at the end of this spin-up 

period. Therefore the 50 year periods that we are comparing are the same for both the control and 

perturbed runs. Therefore any underlying temperature trend in the control will also still be present 

in the perturbed simulations. Since we only consider differences between the perturbed and control 

simulations, rather than absolute values, this will not affect the results.

There are other studies in the published literature which have used similar integration-lengths and 

found these to be sufficient, e.g. Pausata et al (2014), Kristjansson et al (2005). Based on this we 

believe that 50 years is sufficient.

Added some clarification to the first paragraph in section 2.2 (pg 3832):

The control simulations were first run for several decades using an initial ocean state based on 

present-day CMIP5 conditions for all models except for ECHAM-HAM, which used a pre-

industrial control state (see below). The control and perturbed simulations were then run from the 
same point in this spun-up state for 50 yr, in order to separate a robust signal from the interannual 

variability. The climate is not necessarily expected to be stationary after the spin up, but any 
underlying climate trends are expected to be present in the control and perturbations. By 
taking the difference between the control and the perturbations we are therefore removing 
any underlying trends not associated with the changes in aerosol emission. The 50-year 

integration length was deemed sufficient based on previous studies, e.g. Kristjansson et al (2005) 

performed integrations of length 40 years after 10 years of spin-up, and Pausata et al (2014) 

performed integrations of length 30 years after 30 years of spin-up. Furthermore, Olivie et al (2012)

showed that most of the temperature response to a step CO2 perturbation in AOGCMs is achieved 

within around the first 10 years or so (the Cx2 case in their Fig. 1), after which the temperature 

remains relatively constant, with only a very gradual continued increase towards the equilibrium 

response temperature. 

Added more to pg 3834 line 11:

These drifts are also present in the perturbation experiments, since these start from the control 

simulation at the beginning of the 50 yr period analysed. Therefore we do not expect any drift in the

signal, i.e. in the difference between the perturbed and control simulations.

The description of the control experimental setup and GHGs is in the paragraph starting on pg 3832 



line 18. The ocean initial state is spun-up from present-day (in the case of HadGEM, NorESM and 

CAM4, which use present-day GHGs) and pre-industrial (in the case of ECHAM which uses pre-

industrial GHGs) states, based on CMIP5 initial conditions. The GHGs are fixed throughout; any 

differences occurring due to the different GHGs or initial ocean state will be much smaller than the 

differences due to different model dynamics/chemistry/aerosol/parameterisation schemes.

Amended text to describe the ocean state:

pg 3832, line 1:

The control simulations were first run for several decades using an initial ocean state based on
present-day CMIP5 conditions for all models except for ECHAM-HAM, which used a pre-
industrial control state (see below). The control and perturbed simulations were then run 
from this spun-up state for 50 yr, in order to separate a robust signal from the interannual 

variability.

Minor comments:

Changed

Added two references: Tai et al 2014 and Amann et al 2013

Changed sentence to read:

“The aerosol-radiation interactions and aerosol-cloud interactions bring futher 

inhomogeneities,...”

Added references: Boucher et al 2013, Osborne and Lambert, 2014

More references are included in the rest of the paragraph about precipitation effects. 

We agree that our reasoning was not clearly explained. The purpose of including the CAM4 

simulations and the extra NorESM simulation was to explore further the BC results, to understand 

them further. This work was part of a project of which BC was one of the key focusses, and hence 

the CAM4 experiments were available to add to this study. The fact that CAM4 does not include the

indirect effects is not a problem since the BC indirect effects are small relative to the direct/semi-

direct effects 

Added sentence to text on pg 3829 line 5:

The extra BC simulations were included in order to explore the BC results further, as this 
work was part of a larger project of which BC was a key focus.



Oxidant fields for the sulphate aerosol production calculation were a 2003-2010 average from the 

MACC reanalysis (Inness et al. 2013) 

Added the above sentence to the text on pg 3038,  end of line 11.

We have added the lifetimes of BC,OC and SO4 to Table 1 (in addition to the burdens which were 

already shown). We have added more discussion to the paragraph starting on pg 3833 line 13, 

including discussion of existing papers:

“Despite all the models having the same emissions input, there is a large discrepancy between 

models in the vertical distribution of aerosols in the atmosphere, and in the total aerosol burden, 

which is typical for current global aerosol models (Textor et al 2007). HadGEM and ECHAM-

HAM have relatively low total burdens of BC, and short atmospheric lifetimes, compared with 

NorESM and CESM-CAM4 (Table 1). Figure 2 shows vertical sections of the annual average, zonal

mean BC mass mixing ratio in the control simulation for each of the models considered. HadGEM 

and ECHAM-HAM (Fig. 2a and b) have low concentrations of BC at high altitude, which means 

there is less BC above clouds. In contrast, NorESM and CESM-CAM4 show high BC 

concentrations extending to above 200 hPa throughout most of the northern hemisphere and 

southern hemisphere tropics (Fig. 2c and d). This has implications for the impact that removing 

anthropogenic BC emissions may have. BC at high altitude can have very strong direct effects if it 

is located above high-albedo cloud surfaces. In the models with higher concentrations of BC at high

levels in the control simulations, more of this high-level BC can be removed in the BC perturbation 

experiment, leading to a larger change in BC direct forcing. The larger amount of high-level BC 
in NorESM and CESM-CAM4 (which uses aerosol input from OsloCTM2) is consistent with 
the AeroCom models discussed by Schwarz et al. 2013 and Samset et al. 2014 who found that 
these models have too much BC at high altitudes when compared with observations over the 
Pacific in the HIPPO campaign (Wofsy, 2011), and overestimate the BC lifetime. In HadGEM,
the lower concentrations of BC at high altitudes and shorter BC lifetimes are likely due to 
recent modifications to the convective scavenging scheme, which were implemented in order 
to improve the correspondence with these observations. However, the BC lifetime of 3.4 days 
is rather short, so in this case the model is underestimating the high-level BC concentration. 
The  true BC distribution is therefore somewhere in between that of HadGEM and 
NorESM/CESM-CAM4. The OC burden in NorESM is considerably higher than in the other three

models, and its lifetime is correspondingly longer. The range of OC burdens between models is
expected due to differences in OA burdens and OA/OC ratios between models (Tsigaridis et 
al. 2014). NorESM and CESM-CAM4 have relatively low burdens of SO_4, and short lifetimes, 
compared with HadGEM and ECHAM-HAM. There are also differences in the vertical distribution 

of OC and SO_4 between models (not shown) but as these are scattering, rather than absorbing, 

aerosols the impact of the vertical distribution of the aerosol will have less of an impact on the 

results. A more detailed evaluation of the models used here against observations is given in 
Stohl et al. 2015 and references therein.”



We have added a supplementary figure showing observed (GPCP) precipitation for 2000-2010, the 

annual average precipitation in the control simulation for the multi-model mean and each individual

model. We have added a paragraph to the end of Section 2 describing these:

“There are some differences between models in the precipitation patterns, particularly in the tropics 

(Fig. S1). All models suffer from the “double ITCZ” problem (i.e. there is an overly strong band of 

precipitation to south of the equator) which is a known problem in CMIP5 AOGCMs (Li and Xie, 

2014). This is most pronounced in ECHAM-HAM (Fig. S1d). ECHAM-HAM and HadGEM also 

have region of very low precipitation around the Equator in the Pacific (Figs. S1c and d). There is 

some variation in the north-eastward extent of the North Atlantic storm track: in NorESM it extends

too far north-east, while in CAM4 it does not extend far enough (Figs. S1e and f); in HadGEM and 

ECHAM-HAM it matches the observations well. All models have too much precipitation over the 

Himalayas and the Andes, which is probably due to inaccuracies in their representation of 

precipitation over high orography.”

The change in SO2 emissions is the same in each case, so the change in SO4 will be roughly the 

same, regardless of the different absolute burdens. Since we are looking at a difference in 

temperature between the control and perturbed runs, the baseline SO4 concentration should not 

impact the results too much.

Added references: 

Broccoli et al., 2006; Kang et al., 2008; Ceppi et al., 2013

We have changed the text as follows. This is only hypothesis. 

“There are broad regions over Russia and North America with increased precipitation. These are 

collocated with regions of increased surface temperature, which would provide more available 

moisture through evaporation. The increased precipitation could also be due to the reduced aerosol 

concentrations in these regions.” 

We agree that the discussion of the run-off changes is not very useful. We have therefore decided to 

remove plots and discussion of run-off since differences are very small and mostly not significant.

Figures of run-off and corresponding discussion have been removed from the paper.

We have included stippling in Figures S1-S3 to show significance. This shows that the temperature 

responses and sea-ice changes in individual models are significant.

We have also rewritten the corresponding paragraphs in the text (pg 3838 line 19 to pg 3839 line 



20) to aid clarity of this discussion.

This sentence does not refer to the ITCZ shift. Reworded to 

“NorESM gives a weaker temperature response than the other two models.”

Added sentence:

“...BC deposition on snow. As shown by Sand et al (2013b), this has a relatively large impact on 

surface temperature in the Arctic.”

The difficulty is actually in determining what the true BC distribution should be, since there are no 

observations that give a global, 3D picture of the present-day BC distribution.

Rewritten the paragraph on pg 3843:

“...partly to the different atmospheric BC distributions in the models, as shown in Fig. 1. 

Accurately representing the correct BC distribution in GCMs is very difficult (Samset et al. 2015). 
Recent studies (e.g. Schwarz et al. 2013, Hodnebrog et al. 2014, Samset et al. 2015) have 
compared BC distributions in GCMs with data from observational studies such as the HIPPO
campaign, which provided observations from a large spatial area over the Pacific (Wofsy, 
2011). They found that the models had too much BC at high altitudes in these regions, and 
that the BC lifetime was generally too long. Recent modifications to the convective scavenging 
scheme in HadGEM (which are included in the model set-up used here) were designed to 
reduce the amount of high-level BC to give better agreement with the HIPPO observations. 
The result of these changes is that HadGEM has less BC at high levels globally than the other 
models (except ECHAM-HAM), and a much shorter BC and OC lifetime (Table 1). ECHAM-
HAM also has less BC at high levels, and a short BC lifetime. In contrast, NorESM and 
CESM-CAM4 have much more high-level BC and longer BC lifetimes, which may 
overestimate the direct forcing from anthropogenic BC (consistent with Samset et al. 2015) 
and may therefore exaggerate the impact of removing anthropogenic BC emissions.



Response to Reviewer 2

• Page 3824, Line 17: There are four models in the study, but here the authors refer to

“all three models”.

Removed the word “three” to avoid confusion.

• Page 3824, Lines 17-18: Perhaps rephrase to “northern hemisphere mid and (especially) 

high latitudes”.

Done

• Page 3825, Line 7: Typo: SCLPs -> SLCPs

Done

• Page 3825, Lines 9-10: According to the UNEP definition, methane is also included in

SLCPs, so the authors could include all species up to methane here in their definition,

but mention that they restrict their focus to the constituents with lifetimes of days to

months, which therefore have a particularly inhomogeneous distribution.

Reworded as follows:

SLCPs have relatively short atmospheric lifetimes compared with well-mixed greenhouse gases 

(WMGHGs) such as CO2, with most remaining in the atmosphere for only days to months. The 
exception is methane, which has a lifetime of around a decade, but here we focus on the 
shorter-lived species. The impacts of SLCP emissions on climate therefore occur on relatively 

short timescales of less than 30 yr (Collins et al., 2013). The short atmospheric lifetime of non-
methane SLCPs ...

• Page 3826, Lines 2-3: Need to also mention explicitly the cloud lifetime effect here.

•

Modified this sentence:

Hydrophilic aerosols also provide cloud condensation nuclei (CCN), allowing more smaller cloud 

droplets to form, which increases the cloud albedo and the cloud amount, and prolongs the cloud 

lifetime by inhibiting precipitation. This further contributes to the negative forcing (Boucher et al., 

2013).

• Page 3826, Lines 6-7: Please mention why BC warms the surface when near it (reemission 

in thermal wavelengths).

Added:

low-level BC can warm the surface by re-emitting radiation in the thermal wavelengths, 

whereas …

• Page 3826, Line 25: Please add “global” before “temperature”.

Done

• Page 3828, Line 12: Circulation changes are not really assessed in the paper, so I



would remove this word from here.

Done

• Page 3828, Lines 23-25: Please clarify whether photolysis is affected by the aerosol

tracers in the models.

No it is not.

Added sentence to pg 3828 line 25:

Photolysis is not affected by the aerosols in these models.

• Page 3829, Lines 11-13: Please mention whether stratospheric chemistry is simulated

too.

No it is not

Added text to pg 3829 line 11:

“The UKCA TropIsop scheme is used to model gas-phase chemistry in the troposphere.”

• Page 3829, Lines 21-26: I would suggest mentioning how aerosol effects on clouds

are simulated.

These are modelled using an aerosol activation parameterisation. 

Added sentence on pg 3829 line 25:

“The effects of aerosols on clouds are modelled using an aerosol activation parameterization 

(Abdul-Razzak and Ghan, 2002).”

• Page 3830, Line 8: It is mentioned earlier that the gas-phase chemistry is not modelled 

online in ECHAM6-HAM2. Where do the oxidants fields used for aerosol production come 

from? Worth mentioning.

•

Oxidant fields for the sulphate aerosol production calculation were a 2003-2010 average from the 

MACC reanalysis (Inness et al. 2013) 

Added the above sentence to the text on pg 3038, end of line 11.

• Page 3831, Lines 5-6: Is the BC/dust deposition effect on surface albedo accounted

for in the two models mentioned earlier in the text? Please clarify.

No, this is not represented by the other models. 

Added to sentence:

In the fully coupled NorESM1-M, albedo-effects of BC and mineral dust aerosols deposited on 

snow and sea-ice are also taken into account; this process is not represented in the other three 
models.

• Page 3831, Line 7: Please clarify again here that the NCAR CESM model is only used



for the BC analysis.

Added to start of line 7:

“An additional model, NCAR CESM 1.0.4/CAM4, was used for the BC analysis only.”

• Page 3831, Line 27: Please add “globally” after “removed”.

Done

• Page 3832, Line 2: Was the spin-up performed for the control and the perturbation

runs of equal length?

The same spin-up was used for all simulations. The control and perturbations were branched off at 

exactly the same point in the spin-up.

Expanded and reworded this sentence (pg 3832, line 1):

The control simulations were first run for several decades using an initial ocean state based on
present-day CMIP5 conditions for all models except for ECHAM-HAM, which used a pre-
industrial control state (see below). The control and perturbed simulations were then run 
from this spun-up state for 50 yr, in order to separate a robust signal from the interannual 

variability.

• Page 3832, Line 26: Please mention explicitly what you mean by “other natural emissions”, 

as this currently sounds a bit vague.

Added text to this sentence:

“Other natural emissions, including DMS and volcanic emissions, are included,...”

• Page 3833, Lines 1-2: What about methane in CESM-CAM4 – how is it treated?

It is prescribed at present-day levels as in HadGEM and NorESM. 

Added:

...present-day levels in HadGEM, NorESM and CESM-CAM4 and at ...

• Page 3833, Line 12: It is a bit counter-intuitive that Africa has such strong anthropogenic

emissions. Does this include agricultural biomass burning? If so, the distinction

should be made clearer (i.e. whether there is absolutely no BB component in the

anthropogenic emissions removed or whether there are exceptions).

Thank you for pointing this out. Agricultural BB is removed with the anthropogenic emissions.

Amended pg 3832 line 21, to clarify  this:

Non-anthropogenic biomass burning emissions are from the GFED3 emissions dataset 

(http://www.globalfiredata.org) for the year 2005 (in ECHAM-HAM and NorESM) and 2008 (in 

HadGEM and CESM-CAM4), and are not perturbed. Agricultural biomass burning emissions 
are included in the anthropogenic component of emissions which are perturbed.

Also amended the caption for Fig. 1 to read “...non-anthropogenic biomass burning...”

• Table 1: Sulphate is not mentioned in the caption. Also, the caption says “three models”, 



whereas burdens for four models are shown.

Corrected

Caption changed to:

Summary of BC, OC and SO4 burdens in the control simulation for the four models.

• Page 3833, Lines 20-25: It would be useful to briefly mention here which model may be 

closer to reality when it comes to vertical BC distribution. Any ideas?

Added further discussion to this paragraph. In particular: 

The larger amount of high-level BC in NorESM and CESM-CAM4 is consistent with the AeroCom 

models discussed by Schwarz et al (2013) and Samset et al (2014), who found that these models 

have too much BC at high altitudes when compared with observations over the Pacific in the 

HIPPO campaign (Wofsy et al., 2011), and overestimate the BC lifetime. In HadGEM, the lower 

concentrations of BC at high altitudes and shorter BC lifetimes are likely due to recent 

modifications to the convective scavenging scheme, which were implemented in order to improve 

the correspondence with these observations. However, the BC lifetime of 3.4 days is rather short, so

in this case the model is underestimating the high-level BC concentration. The  true BC distribution 

is therefore somewhere in between that of HadGEM and NorESM/CESM-CAM4. 

• Figure 3: Please mention in the caption that these means are for the surface.

Added the word “surface” before “temperature”

• Page 3834, Lines 8-11: Are similar drifts also present in the perturbation simulations

(so that they cancel out and do not affect the differences between perturbation and

control runs)?

The perturbation experiments are started as perturbations from the control runs (at the beginning of 

the 50-year period we analyse). The drifts, are therefore still present in the perturbation 

experiments. 

Added sentence to pg 3834 line 11:

These drifts are also present in the perturbation experiments, since these start from the control 

simulation at the beginning of the 50 yr period analysed. 

• Page 3834, Line 15: Please add “in” after “interested”.

Done

• Figures 4 & 6: Please mention in the caption whether the SW TOA fluxes are calculated

for clear-sky cases only.

These figures show the all-sky SW TOA fluxes. 

Added “all-sky” before “TOA SW flux” in both figure captions.

• Figures 5-8: Making the fonts of some of the labels (e.g. on the colour bar, or above

the panels) somewhat larger would help with the readability of the figures.



We will consider this point at a later stage as the figures may be larger in the final (ACP) format 

than in the current (ACPD) format.

• Page 3835, Line 25: Please amend typo (“smilar”).

Done

• Page 3835, Lines 25-28: Please clarify why it is more likely to be the aerosol indirect

effect rather than direct (from pollution outflow and associated radiative effects).

Good point. 

Added text and amended text on lines 22-28:

“ This is consistent with the decreased aerosol concentrations in this region due to the reduced
emissions in China. As well as the direct radiative effects, the reduced aerosols would also 
cause changes in cloud cover. It was shown by Wang et al. (2014) that Chinese aerosols 

increased cloud cover over the North Pacific, so removing these aerosols would reduce cloud cover. 

A similar region of positive TOA SW flux change also occurs over the North Atlantic, which is 
similarly due to aerosol-radiation and aerosol-cloud effects over this region resulting from the 
aerosol emissions reductions over the eastern USA.”

• Page 3836, Lines 1-2: Please support this with an example reference (there are plenty).

Added:

(Rotstayn et al., 2000, Broccoli et al., 2006)

• Page 3836, Lines 16-19: The reduction in precipitation is seen south of the equator,

whereas the reduction in SW TOA flux is maximum just north of the Equator. How do

the authors explain this inconsistency?

This is consistent with the ITCZ moving northwards. As well as the precipitation shift there will 

also be a northward shift in cloud related to the ITCZ, which leads to the decrease in TOA SW to 

the north (where the cloud increases). This was already discussed in pg 3835 line 28- pg 3836 line 

2. 

Reworded this sentence to clarify this:

In the tropics there are regions of decreased TOA SW flux just north of the equator and increased 

TOA SW flux just to the south. These relate to a northward shift in the ITCZ, which increases the 

cloud cover north of the equator and decreases it to the south. 

• Page 3836, Lines 20-23: Worth highlighting the Sahel wettening as well. And mentioning a 

few key references, as done for the South Asian case.

•

Added sentence to line 23:

There is a large increase in precipitation over the Sahel. This is consistent with the results of 

Rotstayn and Lohmann (2002) who found that present-day anthropogenic sulphate aerosol had 

contributed to reduced precipitation in the Sahel. 

• Page 3836, Lines 23-25: Any ideas why much of Europe and parts of the US become



drier? Possibly circulation adjustments? Or a northern expansion of the NH subtropical

regions?

The drying in these regions is not statistically significant so we don't want to put too much emphasis

on it. We hypothesize that it could be linked to the northward shift of the ITCZ and a corresponding 

adjustment of the Hadley Circulation. 

Added to text on page 3836 line 25:

“Over much of Europe and the USA there is a decrease in precipitation. While this is not 

statistically significant, we hypothesize that this is linked to the northward ITCZ shift and 

corresponding changes in circulation.”

• Page 3837, Lines 9-10: Not in temperature, it seems, as in Fig. 4a HadGEM seems a

bit higher than ECHAM.

Corrected:

“...despite having the largest increase in precipitation (Fig. 4 c and d).”

• Page 3837, Line 13: I would say, “qualitatively agree”, as the agreement on the magnitude is

not apparent, with one model showing half the response. You could then add that two of the 

models show very good quantitative agreement too.

Added “qualitatively” before “agree” in this sentence. Added a final sentence:

“HadGEM and ECHAM-HAM show very good quantitative agreement in the response.”

• Page 3837, Lines 24-25: It would be appropriate to refer to Table 2 here. And generally

to mention Table 2 a bit more often in the text, as it can help the reader make linkages.

Added reference to Table 2 in the following places:

Pg 3834 line 24 (after “Fig 4a”)

Pg 3837 line 22 (after “Fig 4”)

Pg 3840 line 22 (after “Fig 4a”)

• Page 3838, Lines 4-5: However, it is worth mentioning here the findings of the (very)recent 

paper by Myhre and Samset (2015), which claims that current models tend to underestimate 

BC forcing.

•

Agreed.

Added: However, we note the results of Myhre and Samset (2015) which indicate that climate 

models may underestimate the forcing from BC by around 10%. 

• Page 3838, Line 18: I think the authors meant to write “high-latitudes” instead of 

“highaltitudes”.

Yes – corrected.

• Page 3838, Lines 15-18: Was the methodology for generating the different ensemble

members in CESM-CAM4 different to that in NorESM?Were the initial conditions in any



way more drastically perturbed in the extra member of CESM-CAM4? Or do the authors

believe that this disagreement/agreement between members is a totally random

non-linear feature?

In both cases there were two different control runs each with a corresponding perturbation run, and 

the method of generating the two different control runs was essentially the same (in both cases a 

different model start dump was used, but everything else was the same). The surface temperature in 

the control simulations (Fig 3) shows that the CAM4 simulations seem to be generally more 

noisy/have more variability between years than the NorESM simulations, which could explain why 

the CAM4 members diverge more than the NorESM members. So yes, we believe it is a random 

non-linear feature. 

Added to pg 3844 line 16:

“It is also interesting to note the very similar behaviour of the two NorESM members compared to 

the quite different responses between the two CAM4 members. In both cases the two members were

generated by initializing with a different atmospheric state but keeping everything else the same. 

This further emphasizes the importance of using more than model, since some models are more 

sensitive to small perturbations in the initial conditions than others.”

• Page 3839, Lines 5-7: Yes, but what about the widespread warming over Eurasia?

This does not seem related to sea ice.

The warming over Europe in HadGEM is discussed separately. However, we appreciate that this is a

bit confusing and unclear. 

We have rewritten this whole paragraph (pg 3838 line 19 to pg 3839 line 20) to aid clarity, and have

take this comment into account.

• Page 3839, Lines 7-10: It is not as clear as what the authors claim. Sea-ice decreases

in some parts of the Arctic, but the changes are fairly localised, and there are even

areas of increased sea ice.

We agree that this section was not very clearly written.

We have rewritten this whole paragraph (pg 3838 line 19 to pg 3839 line 20) to aid clarity, and have

take this comment into account.

• Page 3840, Line 2: Preferably rephrase “model-mean” to “multi-model mean”.

•

Done

• Page 3840, Lines 17-19: It is a bit counterintuitive that precipitation decreases over

land, where most of the BC exists, and where most of the de-stabilisation of the atmosphere is 

expected due to the BC removal. It would be useful here to briefly discuss possible explanations.

Good point. The precipitation changes are driven by circulation changes, rather than local effects of 

BC. 

Added discussion to pg 3840 line 3:

“It is interesting to note that over India, where the anthropogenic BC emissions are large, the 



removal of the BC emissions results in a decrease, rather than an increase, in precipitation. These 

precipitation changes are driven by circulation changes (e.g. the southward shift in the ITCZ) which

dominate over the local effects on precipitation due to BC removal causing destabilization of the 

atmosphere.”

• Page 3841, Line 2: I would add “qualitatively” before “agree”, given the very much

smaller positive changes in ECHAM, as seen in Fig. 5f.

Done

• Page 3841, Line 15: Please mention that comparisons of the short-term instantaneous

or effective forcing are “(not shown)”, as otherwise the reader may be misled to think

that you are referring to the SW flux comparisons pursued in the manuscript, which

I presume is not the case (as the latter are the effect and not the cause of what is

discussed here).

Agreed this is not entirely clear.

Amended sentence at end of line 13 to read:

“The TOA SW flux change from the OC emissions perturbation ...”

• Page 3842, Line 4: Not all is caused by the ITCZ shift. The higher latitude changes

probably have to do with the thermodynamic effect of temperature increases.

Yes.

Added to end of line 4:

“Further precipitation increases are seen in the northern hemisphere due to the increased 

temperature, and in the Indian monsoon region, linked to the reduced aerosol emissions.”

• Page 3843, Lines 14-16: I presume the authors mean that there are fluctuations that

happen at frequencies lower than 50 years (otherwise the average effect of natural

variability would be negligible). This needs to be made clearer here.

Amended lines 14-16:

“...may therefore be driven by changes in circulation leading to, for example, the change in 
cloud and snow cover over Europe, which overwhelm the relatively weak forcing from the BC 

emissions perturbation.”

• Page 3843, Line 17: I would suggest changing “some” to “large”.

•

Done

• Page 3843, Line 28: It would perhaps make sense to add a sentence at the end of this

paragraph speculating that possibly the expected effect is somewhere in the middle.

Added as suggested:

“The true BC distribution is most likely somewhere in between these model estimates.”  



• Page 3844, Lines 14-15: I suggest rephrasing to: “where natural variability is a relatively 

large contributor” (as internal variability is what it is and does not have special features in 

this study).

Done

• Page 3844, Line 20: The scenarios are idealised, but are they really “extreme”, given

the drastic decreases expected for the aerosols examined here in the future? It might

be worth comparing these reductions with changes between present-day and e.g. 2100 in a typical 

future emissions scenario, to put things in perspective. Also, it is worth discussing here or in the 

Discussion section the possible future role of nitrate aerosols, and whether their inclusion in the 

models could have led to different conclusions or not (both regarding the future role of aerosols in 

general and regarding the effects of the aerosol types examined here, e.g. sulphate).

Since we are simulating 100% emissions reductions, and these could never realistically be achieved,

we believe that these are extreme scenarios, since future emissions could never be less than this (i.e.

negative).

Regarding the nitrate discussion, we have added the following to pg 3845 line 2:

“We note that the models used in this study do not respresent nitrate chemistry. This means that they

may be overestimating the climate responses to removal of SO2 emissions, since reducing SO4 

would increase the potential amount of ammonium nitrate aerosol formation, counteracting some of 

the effects of the reduced SO4 aerosol.”

• Page 3844, Line 22: Perhaps add “mainly” before “using”.

Done

• Page 3844, Lines 23-24: Suggested rephrasing: “: : : to capture the fast and slow responses 

due to these emissions perturbations, as well as the uncertainties in these

responses.”

Done

• Page 3845, Line 10: Suggested rephrasing: “: : : AOGCMs due to responses in ocean

temperature and circulation, sea-ice, and atmospheric circulation and cloud responses

that are realised on long timescales.”

Done
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Abstract

Policies to control air quality focus on mitigating emissions of aerosols and their precursors,
and other short-lived climate pollutants (SLCPs). On a local scale, these policies will have ben-
eficial impacts on health and crop yields, by reducing particulate matter (PM) and surface ozone
concentrations; however, the climate impacts of reducing emissions of SLCPs are less straight-
forward to predict. In this paper we consider a set of idealised, extreme mitigation strategies,
in which the total anthropogenic emissions of individual SLCP emissions species are removed.
This provides an upper bound on the potential climate impacts of such air qualitystrategies.

We focus on evaluating the climate responses to changes in anthropogenic emissions of
aerosol precursor species: black carbon (BC), organic carbon (OC) and sulphur dioxide (SO2).
We perform climate integrations with four fully coupled atmosphere-ocean global climate mod-
els (AOGCMs), and examine the effects on global and regional climate of removing the total
land-based anthropogenic emissions of each of the three aerosol precursor species.

We find that theSO2 emissions reductions lead to the strongest response, with allthree
models showing an increase in surface temperature focussed in the northernhemisphere

✿✿✿✿

mid
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿

(especially)
✿

high latitudes, and a corresponding increase in global mean precipita-
tionand run-off. Changes in precipitationand run-off patterns are driven mostly by a north-
ward shift in the ITCZ, consistent with the hemispherically asymmetric warming pattern driven
by the emissions changes. The BC and OC emissions reductions give a much weaker forcing
signal

✿✿✿✿✿✿✿✿

response, and there is some disagreement between models in the sign of the climate re-
sponses to these perturbations. These differences between models are due largely to natural
variability in sea-ice extent, circulation patterns and cloud changes. This large natural variabil-
ity component to the signal when the ocean circulation and sea-ice are free-running means that
the BC and OC mitigation measures do not necessarily lead to a discernible climate response.

2
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1 Introduction

Anthropogenic emissions of short-lived climate pollutants (SLCPs), such as aerosols and tro-
pospheric ozone precursors, contribute to poor air quality by increasing particulate matter (PM)
and surface ozone concentrations. These are damaging to both human health and agriculture
(HTAP; Amann et al., 2013; Tai et al., 2014). Air quality policies therefore aim to reduce emis-
sions of SLCPs. While these policies will have abeneficial impact on air quality, the climate
impacts of reducing emissions ofSCLPs

✿✿✿✿✿✿✿

SLCPs
✿

are less clear.
SLCPs have relatively short atmospheric lifetimes compared with well-mixed greenhouse

gases (WMGHGs) such asCO2,
✿✿✿✿

with
✿✿✿✿✿✿

most
✿

remaining in the atmosphere for only days to
months. The

✿✿✿✿✿✿✿✿✿

exception
✿✿

is
✿✿✿✿✿✿✿✿✿

methane,
✿✿✿✿✿✿✿

which
✿✿✿✿

has
✿

a
✿✿✿✿✿✿✿✿✿

lifetime
✿✿

of
✿✿✿✿✿✿✿

around
✿✿

a
✿✿✿✿✿✿✿✿

decade,
✿✿✿✿

but
✿✿✿✿

here
✿✿✿✿

we
✿✿✿✿✿✿

focus

✿✿

on
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿

shorter-lived
✿✿✿✿✿✿✿✿✿

species.
✿✿✿✿

The
✿

impacts of SLCP emissions on climate therefore occur on
relatively short timescales of less than 30yr (Collins et al., 2013). The short atmospheric life-
time of

✿✿✿✿✿✿✿✿✿✿✿✿

non-methane
✿

SLCPs means that their distribution is not homogeneous as in the case of
WMGHGs, and concentrations tend to be highest nearer to source regions. Therefore the result-
ing forcing patterns are also inhomogeneous, and diagnosing the regionaland global climate im-
pacts is much more complex than for WMGHGs (Shindell et al., 2009; Shindell andFaluvegi,
2009). In particular the majority of anthropogenic emissions of SLCPs are inthe northern hemi-
sphere, so the forcing is much stronger in the northern hemisphere than the southern hemisphere
(Shindell, 2014). Thedirecteffectsandtheindirectandsemi-directeffectsof aerosolsonclouds

✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

aerosol-radiation
✿✿✿✿✿✿✿✿✿✿✿✿

interactions
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

aerosol-cloud
✿✿✿✿✿✿✿✿✿✿✿✿

interactions
✿

bring further inhomogeneities, so
the resulting impacts of SLCPs on regional and global climate are quite different to those for
the WMGHGs.

In this paper we focus on aerosol and aerosol precursor emissions,namely black carbon (BC),
organic carbon (OC) and sulphur dioxide (SO2), which is aprecursor to sulphate (SO4) aerosol
formation.

The effects of anthropogenic aerosols on climate are complex. Scattering aerosols (such as
SO4 and OC) reflect downwelling solar radiation back out of the atmosphere, resulting in a
negative top-of-atmosphere (TOA) short-wave (SW) forcing. This reduction in the solar ra-

3
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diation absorbed by theatmosphere
✿✿✿✿✿✿✿

climate
✿✿✿✿✿✿✿✿

system
✿

results in a decrease in global mean sur-
face temperature. Hydrophilic aerosols also provide cloud condensation nuclei (CCN),which
increases

✿✿✿✿✿✿✿✿✿

allowing
✿✿✿✿✿

more
✿✿✿✿✿✿✿✿

smaller
✿✿✿✿✿✿

cloud
✿✿✿✿✿✿✿✿

droplets
✿✿✿

to
✿✿✿✿✿✿

form,
✿✿✿✿✿✿

which
✿✿✿✿✿✿✿✿✿✿

increases
✿✿✿✿

thecloud albedo and
altersotherpropertiesincluding

✿✿✿

thecloud amount, and
✿✿✿✿✿✿✿✿✿

prolongs
✿✿✿

the
✿✿✿✿✿✿

cloud
✿✿✿✿✿✿✿✿

lifetime
✿✿✿

by
✿✿✿✿✿✿✿✿✿✿

inhibiting

✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation.
✿✿✿✿

This
✿

further contributes to the negative forcing (Boucher et al., 2013). In contrast,
BC aerosol absorbs incoming solar radiation, which means it has anet warming effect on
the atmosphere and gives apositive TOA SW forcing. The local impact of BC on the sur-
face temperature is dependent on the altitude of the BC: low-level BC can warm the surface

✿✿

by
✿✿✿✿✿✿✿✿✿✿✿✿

re-emitting
✿✿✿✿✿✿✿✿✿

radiation
✿✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿

thermal
✿✿✿✿✿✿✿✿✿✿✿✿

wavelengths, whereas higher-level BC can reduce the
surface temperature by absorbing part of the downwelling solar radiation before it reaches the
surface (Ramanathan and Carmichael, 2008). Even in cases where thesurface is cooled locally,
the additional solar radiation absorbed by the BC results in awarming effect on the higher
atmosphere. BC located near to clouds can cause evaporation of clouds, known as the semi-
direct effects (Koch and Del Genio, 2010). However, depending onthe exact location of the BC
and type of cloud, BC can either increase or decrease cloud cover via various different mecha-
nisms (Ban-Weiss et al., 2012), so the net impact on clouds of agiven atmospheric distribution
of BC is highly complex. BC aloft causes stabilisation of the atmosphere, which can lead to
increased stratocumulous clouds (Koch and Del Genio, 2010). BC also hasimportant impacts
at high latitudes when it is deposited on snow, as it decreases the albedo of the snow surface
(Ramanathan and Carmichael, 2008), and can enhance snow melt by absorbing solar radiation
after it is deposited (Flanner et al., 2007). However, the impacts of BC forcing in the Arctic on
surface temperature are complex, as the result is highly dependent on the altitude and location
of the forcing (Sand et al., 2013a, b; Flanner, 2013).

Aerosols also affect precipitation (e.g. Kristjánsson et al., 2005; Ming et al., 2010;
Boucher et al., 2013; Osborne and Lambert, 2014). On aglobal scale, we might expect the
precipitation to change in proportion to agiven

✿✿✿✿✿

given
✿✿✿✿✿✿✿

global
✿

temperature change driven
by aerosol forcing, due to the increased amount of water vapour that the atmosphere can
hold (Lambert and Webb, 2008). However, since the direct, semi-direct and indirect effects of
aerosols will change precipitation patterns, this does not necessarily hold locally. Hydrophilic

4
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aerosol species can reduce precipitation locally, by enhancing cloud droplet nucleation, which
allows more smaller cloud droplets to form but inhibits the amount of droplets that become large
enough to form precipitation. Other effects such as convective invigoration that might also affect
precipitation (Rosenfeld et al., 2008) are not parameterised in the models assessed here. BC has
more complex effects on precipitation patterns since it warms the atmosphere (Andrews et al.,
2010) but can either warm or cool the surface, which will increase or reduce the amount of
surface evaporation and resulting precipitation (Ming et al., 2010). The net effect on precipita-
tion is therefore dependent on the region and vertical profile of the BC aerosol (Andrews et al.,
2010; Ban-Weiss et al., 2012; Kvalevåg et al., 2013). Furthermore the hemispherically asym-
metric forcing from anthropogenic aerosol emissions impacts the temperature inthe northern
hemisphere more than in the southern hemisphere, leading to ameridional shift in the In-
tertropical Convergence Zone (ITCZ) towards the warmer hemisphere (e.g. Kang et al., 2008;
Ceppi et al., 2013; Hwang et al., 2013), which will impact local precipitation inthe tropics and
the monsoon regions (Ming and Ramaswamy, 2009). Several studies have shown that anthro-
pogenic aerosol emissions in recent decades have contributed to the weakening of the northern
hemisphere monsoon (e.g. Bollasina et al., 2011; Polson et al., 2014). Aerosols also impact the
hydrological cycle by reducing the amount of solar radiation reaching the surface, a process
known as solar dimming (Gedney et al., 2014). Solar dimming acts to reduce evaporation, and
results in increased run-off and suppressed evapotranspiration.

Policies to reduce anthropogenic aerosol emissions are generally designed to have positive
impacts on air quality by reducing PM concentrations; however they can havemixed effects on
climate. ReducingSO2 and OC emissions is expected to have adetrimental effect on climate
in the sense that such measures would be contributing to an increase in global temperature;
however the impacts on precipitation patterns could be beneficial, for example bypreventing
further reduction in monsoon precipitation. In contrast, mitigating BC emissions is expected
to reduce global temperature, while the resulting impacts on precipitation are less clear. It is
therefore important to evaluate the climate impacts of individual aerosol species in order to
evaluate these effects.

5
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Here we assess the climate impacts of removing the total land-based anthropogenic emis-
sions of each ofSO2, OC and BC in three coupled climate models

✿✿✿✿✿

(four
✿✿✿✿✿✿✿

models
✿✿✿✿

for
✿✿✿✿

the
✿✿✿✿

BC

✿✿✿✿✿✿✿✿✿✿✿✿

experiments)
✿

with interactive chemistry and aerosols. The multi-model nature of this work
gives greater confidence in the results since we are not drawing conclusions based on results
from just one model. The100%

✿✿✿✿✿✿

100%
✿

perturbations were used in order to achieve astrong
enough forcing signal. Results from atmosphere-only simulations (e.g. Bellouin et al., 2015)
suggest that the removal of anthropogenicSO2 and OC emissions will lead to apositive forc-
ing and aglobal temperature increase, while removing anthropogenic BC emissions will lead to
a negative forcing and aglobal temperature decrease. Using coupled models allows the ocean
circulation and heat uptake, and sea-ice extent, to respond to the atmospheric changes from the
emissions perturbations. We assess the resulting changes in temperature, circulationpatterns,
precipitationandrun-off

✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿

both globally and regionally.
In Sect. 2, the climate models, experimental setup and emissions datasets are described.

In Sect. 3 the climate impacts of removing the emissions of individual anthropogenic aerosol
species are presented. These results are discussed further in Sect.4, and conclusions are given
in Sect. 5.

2 Methodology

2.1 Description of models

The three main models used are HadGEM3, ECHAM6-HAM2 and NorESM1-M.HadGEM3
and NorESM1-M have interactive aerosols and chemistry; ECHAM6-HAM2 has interactive
aerosols but does not include interactive chemistry. Therefore in HadGEM3 and NorESM1-M,
changes in the aerosols can affect the chemistry via changes in oxidation ofSO2 and changing
the available surface for heterogeneous chemistry; these processes willdirectly and indirectly
affect O3 andOH.

✿✿✿✿✿✿✿✿✿

Photolysis
✿✿✿

is
✿✿✿✿

not
✿✿✿✿✿✿✿✿

affected
✿✿✿✿

by
✿✿✿✿

the
✿✿✿✿✿✿✿✿

aerosols
✿✿✿

in
✿✿✿✿✿✿

these
✿✿✿✿✿✿✿✿

models.
✿

The fact that
ECHAM6-HAM2 does not include interactive chemistry is expected to lead to only minor dif-
ferences from the other two models with interactive chemistry with regard to the radiative and

6
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climate effects of aerosol and aerosol precursor emissions. For the BCperturbation experi-
ments some additional simulations were performed: one extra ensemble member was runby

✿✿✿✿

each
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿✿

HadGEM3
✿✿✿✿✿

and
✿

NorESM1-M, andtwo
✿✿✿✿✿

three
✿

ensemble members were run by NCAR
CESM 1.0.4/CAM4.

✿✿✿✿

The
✿✿✿✿✿

extra
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿✿✿

were
✿✿✿✿✿✿✿✿✿

included
✿✿

in
✿✿✿✿✿✿

order
✿✿

to
✿✿✿✿✿✿✿✿

explore
✿✿✿

the
✿✿✿✿

BC
✿✿✿✿✿✿✿

results

✿✿✿✿✿✿✿

further,
✿✿✿

as
✿✿✿✿

this
✿✿✿✿✿

work
✿✿✿✿

was
✿✿✿✿✿

part
✿✿

of
✿✿

a
✿✿✿✿✿✿

larger
✿✿✿✿✿✿✿

project
✿✿✿

of
✿✿✿✿✿✿

which
✿✿✿✿

BC
✿✿✿✿

was
✿✿

a
✿✿✿✿

key
✿✿✿✿✿✿

focus.
✿

HadGEM3 is the Hadley Centre Global Environment Model version 3 (Hewittet al., 2011).
The atmosphere component has ahorizontal resolution of1.875◦× 1.25◦ and 85 vertical lev-
els extending to 85

✿✿✿

km
✿

in height (of which 50 are below 18
✿✿✿

km). The atmosphere is coupled
to the NEMO ocean modelling framework with ahorizontal resolution of1.0◦ and 75 verti-
cal levels, and to the CICE sea-ice model (Hunke and Lipscomb, 2008). The UKCA TropIsop
scheme is used to model gas-phase chemistry. This treats 55 chemical species(37 of which
are transported) including hydrocarbons up to propane, and isoprene and its degradation prod-
ucts (O’Connor et al., 2014). Atmospheric gas and aerosol tracers are advected using the same
semi-Lagrangian advection scheme as used for the physical climate variables. Parameterized
transport such as boundary layer mixing and convection is also as used for the physical cli-
mate variables. Aerosols are modelled by theUKCA-Mode

✿✿✿✿✿✿✿

UKCA
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

GLOMAP-mode
✿

aerosol
scheme (Mann et al., 2010; Abdul-Razzak and Ghan, 2000). This models the internal mixing
of SO4, OC, BC, dust and sea-salt using atwo-moment modal approach and dynamically
evolving particle size distributions. There are seven modes: four soluble (nucleation to coarse)
and three insoluble (Aitken to coarse). Aerosol processes are simulatedin a size-resolved
manner, including primary emissions, secondary particle formation by binary homogeneous
nucleation of sulphuric acid and water, particle growth by coagulation, condensation, and
cloud-processing, and removal by dry deposition, in-cloud and below-cloud scavenging. The

✿✿✿✿✿✿

effects
✿✿✿

of
✿✿✿✿✿✿✿✿

aerosols
✿✿✿

on
✿✿✿✿✿✿✿

clouds
✿✿✿✿

are
✿✿✿✿✿✿✿✿✿

modelled
✿✿✿✿✿✿

using
✿✿✿

an
✿✿✿✿✿✿✿

aerosol
✿✿✿✿✿✿✿✿✿✿

activation
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

parameterization
✿✿✿✿✿✿✿✿

scheme
(Abdul-Razzak and Ghan, 2002).

✿✿✿✿✿

The
✿

radiative impact from aerosols is calculated using the
Edwards-Slingo radiation scheme (Edwards and Slingo, 1996).

ECHAM6-HAM2 is the European Centre for Medium-Range Weather Forecasts Hamburg
model version 6 (Stevens et al., 2013). The atmospheric simulations were madeusing the
ECHAM6 GCM with a horizontal resolution of T63 (about1.8◦× 1.8◦

✿✿✿✿

1.8◦
✿✿

x
✿✿✿✿

1.8◦) and a ver-
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tical resolution of 47 levels (extending from the surface to 0.01
✿✿✿

hPa). The atmospheric model is
coupled to the Max Planck Institute Global Ocean/Sea-Ice Model (MPIOM) with a bipolar grid
with 1.5◦ resolution (near the equator) and 40 vertical levels (Jungclaus et al., 2013). The atmo-
spheric model is extended with the Hamburg aerosol model (HAM2) version 2 (Zhang et al.,
2012). The main components of HAM are the microphysical module M7, which predicts the
evolution of an ensemble of seven internally mixed lognormal aerosol modes (Vignati et al.,
2004), an emission module, asulfate chemistry scheme (Feichter et al., 1996), adeposition
module, and aradiative transfer module (Stier et al., 2005) to account for sources, transport,
and sinks of aerosols as well as their radiative impact. Five aerosol components, namelySO4,
OC, BC, sea-salt, and mineral dust, are considered in this model. Aerosol effects on liquid-water
and ice clouds are considered following Lohmann et al. (2007).

✿✿✿✿✿✿✿

Oxidant
✿✿✿✿✿✿

fields
✿✿✿✿

for
✿✿✿

the
✿✿✿✿✿✿✿✿✿

sulphate

✿✿✿✿✿✿✿

aerosol
✿✿✿✿✿✿✿✿✿✿✿

production
✿✿✿✿✿

were
✿✿

a
✿✿✿✿✿✿✿✿✿✿✿

2003–2010
✿✿✿✿✿✿✿✿

average
✿✿✿✿✿

from
✿✿✿✿

the
✿✿✿✿✿✿✿

MACC
✿✿✿✿✿✿✿✿✿✿

reanalysis
✿

(Inness et al., 2013).
✿

NorESM1-M is the Norwegian Earth System Model version 1 (Bentsen et al.,2013;
Iversen et al., 2013), with horizontal atmospheric resolution of1.9×2.5

✿✿✿✿✿✿✿✿✿✿✿

1.9◦× 2.5◦, and 26 lev-
els in the vertical with ahybrid sigma pressure coordinate and model top at 2.19

✿✿✿✿

hPa. The
ocean module is an updated version of the isopycnic ocean model MICOM (with a1.1◦ reso-
lution near the equator and 53 layers), while the sea-ice (CICE4) and land (CLM4) models and
the coupler (CPL7) are basically the same as in CCSM4 (Gent et al., 2011).The atmosphere
module CAM4-Oslo (Kirkevåg et al., 2013) is aversion of CAM4 (Neale et al., 2011, 2013)
with advanced representation of aerosols, aerosol-radiation and aerosol-cloud interactions. It
uses the finite volume dynamical core for transport calculations. CAM4-Oslocalculates mass-
concentrations of aerosol species that are tagged according to production mechanisms in clear
and cloudy air and four size-classes (nucleation, aitken, accumulation, and coarse modes). These
processes are primary emission, gaseous and aqueous chemistry (cloudprocessing), nucleation,
condensation, and coagulation. Loss terms are dry deposition, in-cloud and below-cloud scav-
enging. The aerosol components included areSO4, BC, organic matter (OM), sea-salt, and min-
eral dust, and are described by 20 tracers. In the model version used inthis study, the aerosol
module of CAM4-Oslo is coupled with the tropospheric gas-phase chemistry from MOZART
(Emmons et al., 2010), which treats around 80 gaseous species. This coupling allows for amore
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explicit description of the formation of secondary aerosol (SO4 and secondary OM). The radia-
tive forcing from aerosols is calculated using the Collins (2001) radiation scheme. In the fully
coupled NorESM1-M, albedo-effects of BC and mineral dust aerosolsdeposited on snow and
sea-ice are also taken into account;

✿✿✿✿

this
✿✿✿✿✿✿✿✿

process
✿✿

is
✿✿✿✿

not
✿✿✿✿✿✿✿✿✿✿✿✿

represented
✿✿

in
✿✿✿✿

the
✿✿✿✿✿

other
✿✿✿✿✿✿

three
✿✿✿✿✿✿✿

models.

✿✿✿

An
✿✿✿✿✿✿✿✿✿✿

additional
✿✿✿✿✿✿✿✿

model,NCAR CESM 1.0.4/CAM4,
✿✿✿✿

was
✿✿✿✿✿

used
✿✿✿✿

for
✿✿✿

the
✿✿✿✿

BC
✿✿✿✿✿✿✿✿

analysis
✿✿✿✿✿

only.
✿✿✿✿✿✿✿✿

NCAR

✿✿✿✿✿✿✿

CESM
✿✿✿✿✿✿✿✿✿✿✿✿

1.0.4/CAM4
✿

is the National Center for Atmospheric Research Community Earth System
Model (Gent et al., 2011) run with the Community Atmosphere Model version 4(Neale et al.,
2011). The atmospheric component is set up here with ahorizontal resolution of1.9◦× 2.5◦,
and 26 vertical layers (extending from the surface to 2.19

✿✿✿

hPa). CAM4 is coupled to afull
ocean model (Danabasoglu et al., 2012), which is based on the Parallel Ocean Program version
2 (Smith et al., 2010), to the CICE4 sea ice model (Hunke and Lipscomb, 2008),and the CLM4
land model (Lawrence et al., 2011). Here, the model has been run without interactive chem-
istry and aerosols, and instead used prescribed 3-D monthly mean concentrations of ozone and
aerosols

✿✿✿✿✿

(BC,
✿✿✿✿

OC
✿✿✿✿

and
✿

SO4
✿

) from the Oslo Chemistry-Transport model version 2 (OsloCTM2)
(Søvde et al., 2008; Myhre et al., 2009). OsloCTM2 is driven by meteorological data from the
ECMWF-IFS model, and has been run with T42 (approximately2.8◦× 2.8◦) horizontal reso-
lution and 60 vertical layers (extending from the surface to 0.1

✿✿✿✿

hPa). In CAM4, the direct and
semi-direct aerosol effects of BC are included, while indirect aerosoleffects and the effect of
BC deposited on snow and ice are not included.

Hereafter we refer to the four models discussed above as HadGEM, ECHAM-HAM,
NorESM and CESM-CAM4, respectively.

2.2 Experimental setup and emissions

Each of the three main models (HadGEM, ECHAM-HAM and NorESM) ran acontrol simu-
lation and aset of three perturbation experiments in which the

✿✿✿✿

total
✿

land-based anthropogenic
component of asingle aerosol emission species was removed

✿✿✿✿✿✿✿

globally. In addition,
✿✿✿✿✿✿✿✿✿✿

HadGEM

✿✿✿

and
✿

NorESM ran a second control and perturbed BC experiment, and CESM-CAM4 rantwo
controlandtwo

✿✿✿✿✿

three
✿✿✿✿✿✿✿

control
✿✿✿✿

and
✿✿✿✿✿✿

three
✿

perturbed BC experiments.Thecontrolandperturbed
simulationswererun for

9
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✿✿✿✿

The
✿✿✿✿✿✿✿✿

control
✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿✿✿✿

were
✿✿✿✿

first
✿✿✿✿

run
✿✿✿

for
✿✿✿✿✿✿✿✿

several
✿✿✿✿✿✿✿✿

decades
✿✿✿✿✿✿

using
✿✿✿

an
✿✿✿✿✿✿

initial
✿✿✿✿✿✿

ocean
✿✿✿✿✿✿

state
✿✿✿✿✿✿

based

✿✿

on
✿✿✿✿✿✿✿✿✿✿✿✿✿

present-day
✿✿✿✿✿✿✿✿

CMIP5
✿✿✿✿✿✿✿✿✿✿✿

conditions
✿✿✿

for
✿✿✿✿

all
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿

except
✿✿✿✿

for
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM,
✿✿✿✿✿✿✿

which
✿✿✿✿✿✿

used
✿✿

a

✿✿✿✿✿✿✿✿✿✿✿✿✿

pre-industrial
✿✿✿✿✿✿✿

control
✿✿✿✿✿✿

state
✿✿✿✿

(see
✿✿✿✿✿✿✿✿

below).
✿✿✿✿✿

The
✿✿✿✿✿✿✿

control
✿✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿

perturbed
✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿✿✿✿

were
✿✿✿✿✿

then
✿✿✿✿

run

✿✿✿✿✿

from
✿✿✿

the
✿✿✿✿✿

same
✿✿✿✿✿✿

point
✿✿

in
✿✿✿✿

this
✿✿✿✿✿✿✿✿

spun-up
✿✿✿✿✿

state
✿✿✿

for
✿

50(afteraninitial spin-upperiodof severaldecades
)

✿✿

yr, in order to separate arobust signal from the interannual variability. The
✿✿✿✿✿✿✿

climate
✿✿✿

is
✿✿✿✿

not

✿✿✿✿✿✿✿✿✿✿✿

necessarily
✿✿✿✿✿✿✿✿✿

expected
✿✿✿

to
✿✿✿

be
✿✿✿✿✿✿✿✿✿✿

stationary
✿✿✿✿✿

after
✿✿✿✿

the
✿✿✿✿✿

spin
✿✿✿

up,
✿✿✿✿

but
✿✿✿✿

any
✿✿✿✿✿✿✿✿✿✿✿

underlying
✿✿✿✿✿✿✿✿

climate
✿✿✿✿✿✿✿

trends
✿✿✿✿

are

✿✿✿✿✿✿✿✿

expected
✿✿✿

to
✿✿✿

be
✿✿✿✿✿✿✿✿

present
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿

control
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

perturbations.
✿✿✿

By
✿✿✿✿✿✿✿

taking
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

difference
✿✿✿✿✿✿✿✿✿

between
✿✿✿✿

the

✿✿✿✿✿✿✿

control
✿✿✿✿

and
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿

perturbations
✿✿✿✿

we
✿✿✿

are
✿✿✿✿✿✿✿✿✿✿

therefore
✿✿✿✿✿✿✿✿✿

removing
✿✿✿✿✿

any
✿✿✿✿✿✿✿✿✿✿✿

underlying
✿✿✿✿✿✿

trends
✿✿✿✿

not
✿✿✿✿✿✿✿✿✿✿✿

associated

✿✿✿✿

with
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

changes
✿✿

in
✿✿✿✿✿✿✿✿

aerosol
✿✿✿✿✿✿✿✿✿✿

emission.
✿✿✿✿✿

The
✿

50-year integration length was deemed sufficient
based on previous studies, e.g. Kristjánsson et al. (2005) performed integrations of length 40yr

after 10yr of spin-up, and Pausata et al. (2014) performed integrations of length 30yr after 30
yr of spin-up. Furthermore, Olivié et al. (2012) showed that most of the temperature response
to a stepCO2 perturbation in AOGCMs is achieved within around the first 10yr or so (the Cx2
case in their Fig.1), after which the temperature remains relatively constant, with only avery
gradual continued increase towards the equilibrium response temperature.

We focus on global mean and zonal mean values of thefollowing climatevariables:surface
temperature, precipitation,andrun-off

✿✿✿✿✿✿✿

surface
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation. We also examine
the top-of-atmosphere (TOA) short-wave (SW) fluxes to aid understanding of these results. This
is not the same as the TOA SW forcing in prescribed-SST simulations since in the coupled sim-
ulations it includes thefastandslowcloudandsea-iceresponsesandfeedbacks

✿✿✿✿✿✿✿✿✿

feedbacks
✿✿✿✿✿✿

from

✿✿✿✿✿

snow
✿✿✿✿

and
✿✿✿

ice
✿✿✿✿✿✿✿

albedo
✿✿✿✿✿✿✿✿✿

changes
✿✿✿✿

and
✿✿✿✿✿

cloud
✿✿✿✿✿✿✿✿✿✿

responses
✿✿✿

to
✿✿✿✿✿✿✿

surface
✿✿✿✿✿✿✿✿✿✿✿✿✿

temperature,
✿✿

so
✿✿

it
✿✿✿

is
✿

a
✿✿✿✿✿✿✿✿✿✿✿✿✿

combination

✿✿

of
✿✿✿✿

SW
✿✿✿✿✿✿✿✿✿

radiative
✿✿✿✿✿✿✿

forcing
✿✿✿✿

and
✿✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿

feedback
✿✿✿✿✿✿✿✿

changes
✿✿✿

on
✿✿✿

the
✿✿✿✿

SW
✿✿✿✿

flux. It is useful in understanding
the causes of changes in climate variables, particularly on regional scales.

The control simulations have present-day anthropogenic emissions of SLCPspecies from
the ECLIPSE emission dataset V4.0a(for the year 2008 (Klimont et al., 2013, 2015)

✿

,
✿

for all
models except CESM-CAM4 which used2000).Biomass

✿✿✿✿✿✿✿✿✿

ECLIPSE
✿✿✿✿✿✿

V5.0
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿

for
✿✿✿✿

the

✿✿✿✿

year
✿✿✿✿✿✿✿

2000.
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

Non-anthropogenic
✿✿✿✿✿✿✿✿✿

biomass
✿

burning emissions are from the GFED3 emissions
dataset (

✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

http://www.globalfiredata.org) for the year 2005 (in ECHAM-HAM and NorESM) and
2008 (in HadGEM and CESM-CAM4), and are not perturbed.

✿✿✿✿✿✿✿✿✿✿✿✿

Agricultural
✿✿✿✿✿✿✿✿

biomass
✿✿✿✿✿✿✿✿✿

burning

10
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✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿

are
✿✿✿✿✿✿✿✿✿

included
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

anthropogenic
✿✿✿✿✿✿✿✿✿✿✿

component
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿✿

which
✿✿✿✿

are
✿✿✿✿✿✿✿✿✿✿

perturbed.Sea-
salt and dust aerosol emissions are interactive in HadGEM and ECHAM-HAM; in NorESM,
dust emissions are prescribed from aclimatology but sea-salt emissions are interactive; and
in CESM-CAM4 both dust and sea-saltemissions

✿✿✿✿✿✿✿✿✿✿✿✿✿✿

concentrations
✿

are prescribed from acli-
matology. Other natural emissionsare included,

✿

,
✿✿✿✿✿✿✿✿✿

including
✿✿✿✿✿✿

DMS
✿✿✿✿✿

and
✿✿✿✿✿✿✿✿

volcano
✿✿✿✿✿✿✿✿✿✿✿

emissions,
✿✿✿✿

are

✿✿✿✿✿✿✿✿

included
✿

and are not perturbed. The concentrations of WMGHGs are also kept fixed at present-
day levels in HadGEM, NorESM and CESM-CAM4, and in ECHAM-HAM are fixed at pre-
industrial (1850) levels. The surface methane concentration is also prescribed at present-day
levels in HadGEMandNorESMand

✿

,
✿✿✿✿✿✿✿✿✿

NorESM
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

CESM-CAM4,
✿✿✿✿

andat pre-industrial levels
in ECHAM-HAM. For ECHAM-HAM, the pre-industrial greenhouse gas concentrations were
chosen since the model was spun up to equilibrium for this case, and anew spin-up for in-
creased levels of greenhouse gas concentrations would have been computationally too costly.
Since only differences between experiments and control simulations are considered here, no
large effect caused by the differences in greenhouse gas concentrations is expected.

Figure 1 shows the emissions of BC, OC andSO2, divided into the anthropogenic emis-
sions that are perturbed in the experiments (left column) and other emissions that are input to
the model (natural, biomass burning and shipping; right column). The strongest anthropogenic
emissions of all three species are mostly concentrated over China, India, Europe, the eastern US
and parts of Africa and South America.

2.3
✿✿✿✿✿✿✿✿✿✿✿✿

Description
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿

control
✿✿✿✿✿✿✿✿✿✿✿✿✿

simulations

Despite all the models having the same emissions input, there is alarge discrepancy between
models in the vertical distribution of aerosols in the atmosphere, and in the total aerosol burden,
which is typical for current global aerosol models (Textor et al., 2007).HadGEM and ECHAM-
HAM have relatively low total burdens of BC,

✿✿✿✿

and
✿✿✿✿✿✿

short
✿✿✿✿✿✿✿✿✿✿✿✿

atmospheric
✿✿✿✿✿✿✿✿✿✿

lifetimes,compared with
NorESM and CESM-CAM4 (Table 1).In contrast,NorESMandCESM-CAM4haverelatively
low burdensof comparedwith HadGEMandECHAM-HAM. The OC burdenin NorESM is
considerablyhigher than in the other threemodels.Figure

✿✿✿✿✿✿

Figure
✿

2 shows vertical sections
of the annual average, zonal mean BC mass mixing ratio in the control simulation for each
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of the models considered. HadGEM and ECHAM-HAM (Fig.2a and b) have low concentra-
tions of BC at high altitude, which means there is less BC above clouds. In contrast, NorESM
and CESM-CAM4 show high BC concentrations extending to above 200

✿✿✿

hPa
✿

throughout most
of the northern hemisphere and southern hemisphere tropics (Fig.2c and d). This has im-
plications for the impact that removing anthropogenic BC emissions may have. BCat high
altitude can have very strong direct effects if it is located above high-albedo cloud surfaces.
In the models with higher concentrations of BC at high levels in the control simulations, more
of this high-level BC can be removed in the BC perturbation experiment, leadingto a larger
change in BC direct forcing.

✿✿✿✿

The
✿✿✿✿✿✿

larger
✿✿✿✿✿✿✿✿

amount
✿✿

of
✿✿✿✿✿✿✿✿✿✿

high-level
✿✿✿✿

BC
✿✿

in
✿✿✿✿✿✿✿✿✿

NorESM
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

CESM-CAM4

✿✿✿✿✿✿✿

(which
✿✿✿✿

uses
✿✿✿✿✿✿✿✿

aerosol
✿✿✿✿✿✿

input
✿✿✿✿✿

from
✿✿✿✿✿✿✿✿✿✿✿✿

OsloCTM2)
✿✿

is
✿✿✿✿✿✿✿✿✿✿✿

consistent
✿✿✿✿✿

with
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

AeroCom
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿✿✿✿

discussed

✿✿

by
✿

Schwarz et al. (2013)
✿✿✿✿

andSamset et al. (2014)
✿✿✿✿

who
✿✿✿✿✿✿✿

found
✿✿✿✿

that
✿✿✿✿✿

these
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿

have
✿✿✿✿

too
✿✿✿✿✿✿

much

✿✿✿

BC
✿✿

at
✿✿✿✿✿

high
✿✿✿✿✿✿✿✿✿

altitudes
✿✿✿✿✿✿

when
✿✿✿✿✿✿✿✿✿✿

compared
✿✿✿✿✿

with
✿✿✿✿✿✿✿✿✿✿✿✿

observations
✿✿✿✿✿

over
✿✿✿

the
✿✿✿✿✿✿✿

Pacific
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿

HIPPO
✿✿✿✿✿✿✿✿✿✿

campaign
(Wofsy, 2011)

✿

,
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿

overestimate
✿✿✿✿

the
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿

lifetime.
✿✿✿

At
✿✿✿✿✿✿

lower
✿✿✿✿✿✿✿

levels
✿✿✿✿

the
✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

underestimate

✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

concentrations
✿✿✿✿✿

due
✿✿

to
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿✿

being
✿✿✿✿

too
✿✿✿✿✿

low:
✿

Hodnebrog et al. (2014)
✿✿✿✿✿

found
✿✿✿✿✿

that

✿✿✿✿✿✿✿✿✿✿

increasing
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿

of
✿✿✿

BC
✿✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿

decreasing
✿✿✿✿

the
✿✿✿✿

BC
✿✿✿✿✿✿✿✿

lifetime
✿✿✿

in
✿✿✿✿✿✿✿

models
✿✿✿✿✿

gave
✿✿

a
✿✿✿✿✿✿

better
✿✿✿✿✿✿✿✿✿✿✿

agreement

✿✿✿✿

with
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

observations.
✿✿

In
✿✿✿✿✿✿✿✿✿✿✿

HadGEM,
✿✿✿✿

the
✿✿✿✿✿✿

lower
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

concentrations
✿✿✿

of
✿✿✿✿

BC
✿✿

at
✿✿✿✿✿

high
✿✿✿✿✿✿✿✿✿

altitudes
✿✿✿✿

and
✿✿✿✿✿✿✿✿

shorter

✿✿✿

BC
✿✿✿✿✿✿✿✿✿

lifetimes
✿✿✿✿

are
✿✿✿✿✿✿

likely
✿✿✿✿

due
✿✿

to
✿✿✿✿✿✿

recent
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

modifications
✿✿✿

to
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

convective
✿✿✿✿✿✿✿✿✿✿✿

scavenging
✿✿✿✿✿✿✿✿

scheme,
✿✿✿✿✿✿✿

which

✿✿✿✿✿

were
✿✿✿✿✿✿✿✿✿✿✿✿✿

implemented
✿✿

in
✿✿✿✿✿✿

order
✿✿✿

to
✿✿✿✿✿✿✿✿

improve
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

correspondence
✿✿✿✿✿

with
✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

observations.
✿✿✿✿✿✿✿✿✿✿

However,

✿✿✿

the
✿✿✿✿

BC
✿✿✿✿✿✿✿✿

lifetime
✿✿✿

of
✿✿✿✿

3.4
✿✿✿✿✿

days
✿✿✿

is
✿✿✿✿✿✿✿

shorter
✿✿✿✿✿

than
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

AeroCom
✿✿✿✿✿✿✿✿

average.
✿✿✿✿✿

The
✿✿✿✿✿

true
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿✿✿

distribution

✿✿✿✿

may
✿✿✿✿✿✿✿✿✿✿

therefore
✿✿✿

lie
✿✿✿✿✿✿✿✿✿✿✿

somewhere
✿✿✿

in
✿✿✿✿✿✿✿✿✿

between
✿✿✿✿

that
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

NorESM/CESM-CAM4.
✿✿✿✿✿

The

✿✿✿

OC
✿✿✿✿✿✿✿✿

burden
✿✿

in
✿✿✿✿✿✿✿✿✿✿

NorESM
✿✿

is
✿✿✿✿✿✿✿✿✿✿✿✿✿

considerably
✿✿✿✿✿✿✿

higher
✿✿✿✿✿

than
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿

other
✿✿✿✿✿

three
✿✿✿✿✿✿✿✿

models,
✿✿✿✿✿

and
✿✿✿

its
✿✿✿✿✿✿✿✿

lifetime

✿✿

is
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

correspondingly
✿✿✿✿✿✿✿✿

longer.
✿✿✿✿✿

The
✿✿✿✿✿✿

range
✿✿✿

of
✿✿✿✿✿

OC
✿✿✿✿✿✿✿✿✿

burdens
✿✿✿✿✿✿✿✿✿

between
✿✿✿✿✿✿✿✿

models
✿✿

is
✿✿✿✿✿✿✿✿✿✿

expected
✿✿✿✿✿

due
✿✿✿

to

✿✿✿✿✿✿✿✿✿✿✿

differences
✿✿

in
✿✿✿✿

OA
✿✿✿✿✿✿✿✿

burdens
✿✿✿✿

and
✿✿✿✿✿✿✿✿

OA/OC
✿✿✿✿✿

ratios
✿✿✿✿✿✿✿✿✿

between
✿✿✿✿✿✿✿

models
✿

(Tsigaridis et al., 2014)
✿

.
✿✿✿✿✿✿✿✿✿

NorESM

✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

CESM-CAM4
✿✿✿✿✿✿

have
✿✿✿✿✿✿✿✿✿✿

relatively
✿✿✿✿

low
✿✿✿✿✿✿✿✿

burdens
✿✿✿

of
✿

SO4,
✿✿✿✿✿

and
✿✿✿✿✿

short
✿✿✿✿✿✿✿✿✿✿

lifetimes,
✿✿✿✿✿✿✿✿✿✿✿

compared
✿✿✿✿✿

with

✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM. There are also differences in the vertical distribution of OC and
SO4 between models (not shown) but as these are scattering, rather than absorbing, aerosols the
impact of the vertical distribution of the aerosol will have less of an impact on the results.

✿✿✿✿✿

More

✿✿✿✿✿✿✿✿

detailed
✿✿✿✿✿✿✿✿✿✿✿

evaluations
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿

models
✿✿✿✿✿

used
✿✿✿✿✿

here
✿✿✿✿✿✿✿✿

against
✿✿✿✿✿✿✿✿✿✿✿✿✿

observations
✿✿✿

are
✿✿✿✿✿✿

given
✿✿✿

in
✿

Eckhardt et al.
(2015)

✿

,
✿

Quennehen et al. (2015)
✿✿✿✿

andStohl et al. (2015).
✿
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Figure 3 shows the annual average global mean surface temperature in the control simula-
tions for each of the models. ECHAM-HAM has alower mean temperature than the other mod-
els due to its pre-industrial WMGHG and methane concentrations. CESM-CAM4has ahigher
mean temperature than the others. ECHAM-HAM has aslight negative drift in surface temper-
ature over the integration period, while both NorESM ensemble members have aslight positive
drift; the other two models remain relatively stable. ,

✿✿✿✿✿✿✿✿✿

although
✿✿✿✿

the
✿✿✿✿✿✿✿

second
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿

member
✿✿✿✿

has

✿

a
✿✿✿✿✿✿✿✿✿

decrease
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿

over
✿✿✿✿

the
✿✿✿✿

first
✿✿✿✿

10
✿✿✿✿✿

years
✿✿✿

or
✿✿✿

so.
✿✿✿✿✿✿✿

These
✿✿✿✿✿

drifts
✿✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿

global
✿✿✿✿✿✿

mean
✿✿✿✿✿✿✿✿

surface

✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿

are
✿✿✿✿✿

also
✿✿✿✿✿✿✿

present
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿

perturbation
✿✿✿✿✿✿✿✿✿✿✿✿

experiments
✿✿✿✿✿✿

since
✿✿✿✿✿

these
✿✿✿✿✿

start
✿✿✿✿✿✿

from
✿✿✿

the
✿✿✿✿✿✿✿✿

control

✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿

at
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

beginning
✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿✿

50-year
✿✿✿✿✿✿✿

period
✿✿✿✿✿✿✿✿✿✿

analysed.
✿✿✿✿✿✿✿✿✿✿

Therefore
✿✿✿✿

we
✿✿✿

do
✿✿✿✿

not
✿✿✿✿✿✿✿

expect
✿✿✿✿

any

✿✿✿✿

drift
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿

signal,
✿✿✿✿

i.e.
✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

difference
✿✿✿✿✿✿✿✿

between
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

perturbed
✿✿✿✿

and
✿✿✿✿✿✿✿

control
✿✿✿✿✿✿✿✿✿✿✿✿

simulations.
✿

✿✿✿✿✿✿

There
✿✿✿✿

are
✿✿✿✿✿✿

some
✿✿✿✿✿✿✿✿✿✿✿✿

differences
✿✿✿✿✿✿✿✿✿

between
✿✿✿✿✿✿✿✿

models
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿✿✿✿✿✿

patterns,
✿✿✿✿✿✿✿✿✿✿✿✿

particularly
✿✿✿

in

✿✿✿

the
✿✿✿✿✿✿✿

tropics
✿✿✿✿✿✿

(Fig.
✿✿✿✿✿

S1).
✿✿✿✿

All
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿

suffer
✿✿✿✿✿✿

from
✿✿✿✿

the
✿✿✿✿✿✿✿✿

‘double
✿✿✿✿✿✿✿

ITCZ’
✿✿✿✿✿✿✿✿✿

problem
✿✿✿✿✿

(i.e.
✿✿✿✿✿✿

there
✿✿

is
✿✿✿✿

an

✿✿✿✿✿✿

overly
✿✿✿✿✿✿✿

strong
✿✿✿✿✿

band
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿

to
✿✿✿✿

the
✿✿✿✿✿✿

south
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿✿

equator)
✿✿✿✿✿✿✿

which
✿✿

is
✿✿

a
✿✿✿✿✿✿✿

known
✿✿✿✿✿✿✿✿✿

problem
✿✿✿

in

✿✿✿✿✿✿✿

CMIP5
✿✿✿✿✿✿✿✿✿✿

AOGCMs
✿

(Li and Xie, 2014)
✿

.
✿✿✿✿✿

This
✿✿

is
✿✿✿✿✿

most
✿✿✿✿✿✿✿✿✿✿✿✿

pronounced
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM
✿✿✿✿✿

(Fig.
✿✿✿✿✿✿

S1d).

✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿

also
✿✿✿✿✿

have
✿✿✿✿✿✿✿✿

regions
✿✿

of
✿✿✿✿✿

very
✿✿✿✿

low
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿✿✿✿

around
✿✿✿

the
✿✿✿✿✿✿✿✿

Equator
✿✿✿

in

✿✿✿

the
✿✿✿✿✿✿✿

Pacific
✿✿✿✿✿✿

(Figs.
✿✿✿✿

S1c
✿✿✿✿

and
✿✿✿✿

d).
✿✿✿✿✿✿

There
✿✿

is
✿✿✿✿✿✿

some
✿✿✿✿✿✿✿✿✿

variation
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

north-eastward
✿✿✿✿✿✿

extent
✿✿✿

of
✿✿✿

the
✿✿✿✿✿✿✿

North

✿✿✿✿✿✿✿✿

Atlantic
✿✿✿✿✿✿

storm
✿✿✿✿✿✿

track:
✿✿

in
✿✿✿✿✿✿✿✿✿

NorESM
✿✿

it
✿✿✿✿✿✿✿✿

extends
✿✿✿

too
✿✿✿

far
✿✿✿✿✿✿✿✿✿✿✿

north-east,
✿✿✿✿✿✿

while
✿✿

in
✿✿✿✿✿✿✿✿

CAM4
✿

it
✿✿✿✿✿

does
✿✿✿✿

not
✿✿✿✿✿✿✿

extend

✿✿✿

far
✿✿✿✿✿✿✿

enough
✿✿✿✿✿✿

(Figs.
✿✿✿✿

S1e
✿✿✿✿

and
✿✿✿

f);
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM
✿✿

it
✿✿✿✿✿✿✿✿

matches
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿

observations
✿✿✿✿✿✿

well.

✿✿✿

All
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿

have
✿✿✿

too
✿✿✿✿✿✿

much
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿✿

over
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

Himalayas
✿✿✿✿

and
✿✿✿

the
✿✿✿✿✿✿✿✿

Andes,
✿✿✿✿✿✿

which
✿✿✿

is
✿✿✿✿✿✿✿✿✿

probably

✿✿✿

due
✿✿✿

to
✿✿✿✿✿✿✿✿✿✿✿✿

inaccuracies
✿✿✿

in
✿✿✿✿✿

their
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

representation
✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿✿

over
✿✿✿✿✿

high
✿✿✿✿✿✿✿✿✿✿✿

orography.

3 Results

In this section we examine the climate responses to perturbing each of the emissions species.
The results shown are annual means averaged over the 50-year integration period for each
model. Note that since we are interested

✿✿

in the impacts that removing anthropogenic emissions
would have, the plots show the perturbation run (i.e. the run with emissions removed) minus
the control run. This is different from most other studies, which in general tend to show,e.g.
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✿✿✿

for
✿✿✿✿✿✿✿✿✿

example,
✿

the forcing of the present-day aerosol compared with apre-industrial background
state.

3.1 Response to perturbingSO2 emissions

All three models show an increase in global mean surface temperature as aresult of removing
anthropogenicSO2 emissions: HadGEM and ECHAM-HAM show almost equal temperature
increases while NorESM warms by approximately half this value (Fig.4a

✿✿

4a
✿✿✿✿

and
✿✿✿✿✿✿

Table
✿✿

2).
The multi-model mean global mean surface temperature increases by 0.69

✿✿

K. The zonal mean
temperature change is positive at all latitudes, and increases with increasing latitude, with a
multi-model mean, zonal mean temperature increase of around 2.5

✿✿

K
✿

at the North Pole (Fig.
5b). Figure 5a shows warming over almost all areas of the globe, including all land areas.

The threemodelsare in agreementon the sign of this temperatureresponse
✿✿✿

As
✿✿✿✿✿✿✿

shown
✿✿✿✿

by

✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

stippling,
✿✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿✿

responses
✿✿✿✿

are
✿✿✿✿✿✿✿✿✿✿✿

significantthroughout almost all theNorthern
Hemisphere

✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿

hemisphere, and much of theSouthernHemisphere
✿✿✿✿✿✿✿✿

southern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere.
Most of theNorthernHemisphere

✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿

land shows warming of at least 1
✿✿

K,
with some northern regions exceeding 2

✿✿

K.
These temperature responses can be understood further by comparison withthe TOA SW flux

changes. The global mean TOA SW flux change is positive for all three modelsimulations (Fig.
4b

✿✿

4c). HadGEM, which has the strongest temperature response, also has the largest change in
TOA SW flux, while NorESM, which has the weakest temperature response,has the smallest
change in TOA SW flux. The

✿✿✿✿✿

ratio
✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿

change
✿✿

to
✿✿✿✿

SW
✿✿✿✿

flux
✿✿✿✿✿✿✿✿

change
✿✿

is
✿✿✿✿✿✿✿

similar
✿✿✿✿✿✿✿✿✿

between

✿✿✿

the
✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿✿✿✿✿

(0.33–0.40
✿✿✿

K
✿✿✿

(W
✿✿✿✿✿✿✿✿✿

m−2)−1,
✿✿✿✿✿✿

Table
✿✿✿

2).
✿✿✿✿

The
✿

strongest increase in TOA SW flux change
occurs in theNorthernHemisphere

✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿

mid-latitudes, where the anthropogenic
emissions are largest (Fig.6b). There is good agreement between the three models in the zonal
distribution of TOA SW flux change, although NorESM shows smaller values in theNorthern
Hemisphere

✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿

hemisphere, which may explain the weaker temperature increase in this
model compared to the others.Thereis agreementbetweenthe threemodelsin the positive
sign of the TOA SW flux change

✿✿✿

The
✿✿✿✿✿✿✿✿✿✿✿✿✿

multi-model
✿✿✿✿✿✿

mean
✿✿✿✿✿✿✿✿✿

changes
✿✿✿✿

are
✿✿✿✿✿✿✿✿✿✿

significant
✿

throughout
most of theNorthernHemisphere

✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿

(Fig. 6a). There are regions of strong

14
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TOA SW flux change over Europe, the eastern USA and China, which correspond to locations
with the largest anthropogenic emissions. Over Europe and the eastern USA, this explains the
relatively strong warming in these regions (Fig.5a). The positive TOA SW flux change over
China also extends in aband over the North Pacific. This islikely to be causedby changes
in cloud cover

✿✿✿✿✿✿✿✿✿

consistent
✿✿✿✿✿✿

with
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

decreased
✿✿✿✿✿✿✿

aerosol
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

concentrations
✿✿✿

in
✿✿✿✿

this
✿✿✿✿✿✿✿

region
✿

due to the
reductionin aerosol

✿✿✿✿✿✿✿✿

reduced
✿

emissions in China, in agreementwith the resultsof .
✿✿✿✿

As
✿✿✿✿✿

well

✿✿

as
✿✿✿✿

the
✿✿✿✿✿✿

direct
✿✿✿✿✿✿✿✿✿

radiative
✿✿✿✿✿✿✿✿

effects,
✿✿✿

the
✿✿✿✿✿✿✿✿✿

reduced
✿✿✿✿✿✿✿✿

aerosols
✿✿✿✿✿✿✿

would
✿✿✿✿✿

also
✿✿✿✿✿✿

cause
✿✿✿✿✿✿✿✿

changes
✿✿✿

in
✿✿✿✿✿✿

cloud
✿✿✿✿✿✿✿

cover.

✿

It
✿✿✿✿✿

was
✿✿✿✿✿✿✿

shown
✿✿✿

by
✿

Wang et al. (2014)which showedthatChineseaerosols
✿✿✿✿

that
✿✿✿✿✿✿✿✿

Chinese
✿✿✿✿✿✿✿✿

aerosol

✿✿✿✿✿✿✿✿✿

emissions
✿

increased cloud cover over the North Pacific. A smilar
✿

,
✿✿✿

so
✿✿✿✿✿✿✿✿✿✿

removing
✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿

aerosols

✿✿✿✿✿✿

would
✿✿✿✿✿✿✿

reduce
✿✿✿✿✿✿

cloud
✿✿✿✿✿✿

cover.
✿✿✿

A
✿✿✿✿✿✿✿

similar
✿

region of positive TOA SW flux change also occurs over
the North Atlantic, whichcouldsimilarly bedueto aerosol-inducedcloudchanges

✿✿

is
✿✿✿✿✿✿✿✿✿

similarly

✿✿✿

due
✿✿✿

to
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

aerosol-radiation
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

aerosol-cloud
✿✿✿✿✿✿✿

effects
✿

over this region resulting from the aerosol
emissions reductions over the eastern USA. The regions of negative TOA SW flux change in
the Pacific and Atlantic just north of the equator relate to anorthward shift in the ITCZ, which
increases the cloud cover north of the equator

✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿

decreases
✿✿

it
✿✿✿

to
✿✿✿

the
✿✿✿✿✿✿

south. This northward
ITCZ shift is expected due to the hemispherically asymmetric warming (Rotstayn et al., 2000;
Broccoli et al., 2006).

At high northern hemisphere latitudes there are regions of enhanced warming and corre-
sponding increased TOA SW flux (Figs.5a and 6a), the most pronounced being over the ocean
north of Europe. These correspond to regions with large reductions in sea-ice (not shown). All
three models agree on alarge loss of Arctic sea-ice, due to the strong northern hemisphere
warming. In the southern hemispere, all three models actually show aregion of increased sea-
ice east of the Antarctic Peninsula, which explains the reduced temperaturesand decreased TOA
SW flux there.

The removal of anthropogenicSO2 emissions results in an increase in global mean pre-
cipitation (Fig. 4c

✿✿

4e). This increase is expected due to the increased surface temperature.
The multi-model mean percentage precipitation change per unit warming can be calculated
from Table 2 as2.50%K−1

✿✿✿✿✿✿✿

2.50%
✿✿✿✿

K−1, which is consistent with the value forSO4 found by
(2.46± 0.11%K−1Andrews et al. (2010)

✿✿✿✿✿✿✿✿✿✿✿✿

(2.46± 0.11
✿

%
✿✿✿✿

K−1). While there is a global in-
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crease in precipitation, the southern hemisphere actually shows an overall decrease in precipi-
tation (Fig. 7b). This is mostly due to the northward shift in the ITCZ (discussed above),which
can be seen as aclear dipole in precipitation change about the equator.

✿✿✿✿✿

(Fig.
✿✿✿✿

7b).
✿

All three
models agree on the northward shift in tropical precipitation over the ITCZ regions

✿✿✿✿

and
✿✿✿✿

the

✿✿✿✿✿✿✿✿✿✿✿✿✿✿

corresponding
✿✿✿✿✿✿✿

pattern
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿✿✿✿

change
✿✿✿

is
✿✿✿✿✿✿✿✿✿✿✿

significant
✿✿

in
✿✿✿✿✿✿

much
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿

tropics
✿

(Fig. 7a).
There is arelatively strong increase in precipitation over India and China, collocated withre-
gions of high anthropogenic emissions ofSO2. There is a clear increase in precipitation in
the Indian monsoon region, which is consistent with the findings that anthropogenic aerosol
has caused aweakening of the summer monsoon (Bollasina et al., 2011; Polson et al., 2014).
There

✿

is
✿✿

a
✿✿✿✿✿✿

large
✿✿✿✿✿✿✿✿✿

increase
✿✿

in
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿✿✿

over
✿✿✿

the
✿✿✿✿✿✿✿

Sahel.
✿✿✿✿✿

This
✿✿✿

is
✿✿✿✿✿✿✿✿✿✿

consistent
✿✿✿✿✿✿

with
✿✿✿✿

the
✿✿✿✿✿✿✿

results

✿✿

of
✿

Rotstayn and Lohmann (2002)
✿✿✿✿

who
✿✿✿✿✿✿✿

found
✿✿✿✿

that
✿✿✿✿✿✿✿✿✿✿✿✿

present-day
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

anthropogenic
✿✿✿✿✿✿✿✿✿

sulphate
✿✿✿✿✿✿✿✿

aerosol

✿✿✿

had
✿✿✿✿✿✿✿✿✿✿✿✿

contributed
✿✿

to
✿✿✿✿✿✿✿✿✿

reduced
✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿

Sahel.
✿✿✿✿✿✿

There
✿

are broad regions over Russia and
northernAmerica

✿✿✿✿✿✿✿✿

Canadawith increased precipitationcorrespondingto
✿✿✿✿✿✿✿✿✿

collocated
✿✿✿✿✿

with
✿✿✿✿✿✿✿✿

regions

✿✿

of
✿

increased surface temperature(andtherefore.
✿✿✿✿✿

The
✿✿✿✿✿✿✿✿✿✿

increased
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿

will
✿✿✿✿✿✿✿✿

provide
✿

more
available moisture through evaporation).

Thereis an increasein global run-off, which is consistentwith the increasedglobal mean
surfacetemperatureand precipitation(Fig. 4d). Spatially thesechangesare strongly linked
to the changesin precipitationpatterns(Fig. ??a comparedwith Fig. 7a).The mostcoherent
changesin run-off occur in the tropics,due to the shift in the ITCZ, notably

✿

.
✿✿✿✿

The
✿✿✿✿✿✿✿✿✿

reduced

✿✿✿✿✿✿✿✿

aerosols
✿✿

in
✿✿✿✿✿✿

these
✿✿✿✿✿✿✿

regions
✿✿✿✿✿

may
✿✿✿✿

also
✿✿✿✿✿✿

causean increase inrun-off overIndiaandabandof increased
run-off over the Sahel,both of which are due to collocatedincreasesin precipitation. Over
Europeandmuchof NorthAmerica

✿✿✿✿✿✿

much
✿✿

of
✿✿✿✿✿✿✿✿

Europe
✿✿✿✿

and
✿✿✿

the
✿✿✿✿✿

USA
✿

there is adecreasein run-off,
whichis aresultof increasedsurfacetemperature,increasedsolarradiationreachingthesurface,
butdecreasedprecipitationintheseregions,whichwill increaseevaporationbutreduceavailable
moisturereachingthe surface.This is consistentwith the work of , who attributedincreased
run-off in heavily polluted parts of Europeto high aerosolconcentrations.It is interesting
to note that ECHAM-HAM hasa muchsmallerglobal changein run-off than the other two
models,despitehaving the largestincreasesin precipitationand temperature(Fig. 4a, c and
d). Inspectionof spatialmapsof run-off for ECHAM-HAM (not shown)showsthatthis is due
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to a relatively largedecreasein run-off over SouthAmericacomparedwith the othermodels,
but fairly similar changeselsewhere

✿✿✿✿✿✿✿✿

decrease
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation.
✿✿✿✿✿✿✿

While
✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿

changes
✿✿✿

are
✿✿✿✿✿✿✿✿

mostly

✿✿✿

not
✿✿✿✿✿✿✿✿✿✿✿✿

statistically
✿✿✿✿✿✿✿✿✿✿✿

significant,
✿✿✿

we
✿✿✿✿✿✿✿✿✿✿✿✿✿

hypothesize
✿✿✿✿

that
✿✿✿✿

this
✿✿

is
✿✿✿✿✿✿✿

linked
✿✿

to
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

northward
✿✿✿✿✿✿

ITCZ
✿✿✿✿✿

shift
✿✿✿✿

and

✿✿✿✿✿✿✿✿✿✿✿✿✿✿

corresponding
✿✿✿✿✿✿✿✿

changes
✿✿

in
✿✿✿✿✿✿✿✿✿✿✿

circulation.
Overall the models agree

✿✿✿✿✿✿✿✿✿✿✿✿

qualitativelyon the climate response to removing anthropogenic
SO2 emissions, showing northern hemisphere warming and anorthward shift in the ITCZ.

✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM
✿✿✿✿✿✿

show
✿✿✿✿

very
✿✿✿✿✿✿

good
✿✿✿✿✿✿✿✿✿✿✿✿

quantitative
✿✿✿✿✿✿✿✿✿✿

agreement
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

response.

3.2 Response to perturbing black carbon emissions

For the BC perturbation experiments, we consider, in addition to the original simulations from
HadGEM, ECHAM-HAM and NorESM, one extra ensemble member from

✿✿✿✿

each
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿

HadGEM

✿✿✿

and
✿✿

NorESM, andtwo
✿✿✿✿✿

three
✿

ensemble members from CESM-CAM4. For the calculations
of multi-model means,eachof theseadditionalmembersis weightedequallywith the other
modelsimulations

✿✿✿

we
✿✿✿✿

take
✿✿✿✿

the
✿✿✿✿✿✿

mean
✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿

mean
✿✿✿✿✿✿

values
✿✿✿✿

for
✿✿✿✿✿

each
✿✿✿✿✿✿

model.
The

✿✿✿✿✿✿✿✿✿✿✿

temperature
✿

response to removing anthropogenic BC emissions is much smaller overall
than the response to perturbingSO2 emissions (Fig.4

✿

4
✿✿✿✿

and
✿✿✿✿✿✿

Table
✿✿

2). All the models except
HadGEM show anet decrease in global mean surface temperature, althoughCESM-CAM4
member2 showsonly a very smalldecrease(Fig. 4a). This results in asmall negative multi-
model mean value for the global surface temperature response.A

✿✿✿✿✿✿✿✿✿

However,
✿✿✿✿

we
✿✿✿✿

note
✿✿✿✿

the
✿✿✿✿✿✿✿

results

✿✿

of
✿

Myhre and Samset (2015)
✿✿✿✿✿✿

which
✿✿✿✿✿✿✿✿

indicate
✿✿✿✿

that
✿✿✿✿✿✿✿✿

climate
✿✿✿✿✿✿✿

models
✿✿✿✿✿

may
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

underestimate
✿✿✿

the
✿✿✿✿✿✿✿✿

forcing

✿✿✿✿✿

from
✿✿✿✿

BC
✿✿✿

by
✿✿✿✿✿✿✿

around
✿✿✿

10%
✿

.
✿✿✿✿✿✿✿

Figure
✿✿✿

4b
✿✿✿✿✿✿✿

shows
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿

response
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

individual
✿✿✿✿✿✿✿

model

✿✿✿✿✿✿✿✿✿

members.
✿✿✿✿✿

This
✿✿✿✿✿✿✿

shows
✿✿✿✿

that
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿

member
✿✿

1
✿✿✿

has
✿✿

a
✿✿✿✿✿✿✿✿✿✿

significant
✿✿✿✿✿✿✿✿✿

increase
✿✿

in
✿✿✿✿✿✿✿

global
✿✿✿✿✿

mean
✿✿✿✿✿✿✿✿

surface

✿✿✿✿✿✿✿✿✿✿✿✿

temperature,
✿✿✿✿✿✿

while
✿✿✿

the
✿✿✿✿✿✿

other
✿✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿

all
✿✿✿✿✿✿

show
✿✿

a
✿✿✿✿✿✿✿✿✿

decrease,
✿✿✿✿✿✿✿✿✿

although
✿✿✿✿

the
✿✿✿✿

sign
✿✿✿

of
✿✿✿✿

this
✿✿✿✿✿✿✿✿✿

response

✿✿

is
✿✿✿✿✿✿✿✿✿

uncertain
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿

cases
✿✿

of
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿✿

member
✿

2
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

CESM-CAM4
✿✿✿✿✿✿✿✿

member
✿✿✿

2.

✿✿

A
✿

similar pattern is seen for the change in TOA SW flux (Fig.4b),althoughit is interesting
to notethatCESM-CAM4member2 hasarelativelystrongnegativeTOA

✿✿✿✿

4c).
✿✿✿✿

For
✿✿✿

the
✿✿✿✿✿✿✿✿✿

majority

✿✿

of
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿

the
✿✿✿✿✿

ratio
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿

change
✿✿

to
✿

SW flux changecomparedto its verysmall
temperatureresponse

✿✿

is
✿✿✿✿✿✿✿✿

between
✿✿✿✿✿

0.21
✿✿✿✿

and
✿✿✿✿✿

0.28
✿✿

K
✿✿✿✿

(W
✿✿✿✿✿✿✿✿

m−2)−1

✿✿✿✿✿✿

(Table
✿✿✿

2)
✿✿✿✿✿✿

which
✿✿

is
✿✿✿✿✿✿✿✿

smaller
✿✿✿✿

than
✿✿✿✿

for
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SO2
✿

;
✿✿✿✿✿✿✿✿✿

however
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿✿

member
✿✿

1
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

CESM-CAM4
✿✿✿✿✿✿✿✿

member
✿✿

2
✿✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿✿

are
✿✿✿✿✿✿✿✿

outliers

✿✿✿✿

with
✿✿✿✿✿✿

ratios
✿✿✿

of
✿✿✿✿✿

0.78
✿✿✿✿

and
✿✿✿✿

0.03
✿✿✿

K
✿✿✿

(W
✿✿✿✿✿✿✿✿✿

m−2)−1

✿✿✿✿✿✿✿✿✿✿✿✿

respectively.
The multi-model mean temperature response is within±0.5

✿✿

K everywhere (Fig.5c).There
arestippledregions(whereat leastfive of thesix ensemblemembersagreeon thesign)

✿✿✿✿✿✿

These

✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿

changes
✿✿✿✿

are
✿✿✿✿✿✿✿✿✿✿✿

significantin large parts of the southern hemisphere ocean and the
tropical Pacific, but muchlessstippling

✿✿✿

but
✿✿✿✿✿

less
✿✿

so
✿

in the northern hemisphere. The TOA SW
flux change is also relatively small everywhere

✿✿✿✿✿

,with
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

strongest
✿✿✿✿✿

TOA
✿✿✿✿✿

SW
✿✿✿✿

flux
✿✿✿✿✿✿✿✿✿

decrease
✿✿✿✿✿

over

✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿

India.
✿

(Fig. 6c). Therearestippledregionsoverareas
✿✿✿✿✿✿✿✿✿

However,
✿✿✿

the
✿✿✿✿✿✿✿✿✿

changes
✿✿

in
✿✿✿✿✿✿

TOA

✿✿✿✿

SW
✿✿✿✿

flux
✿✿✿

are
✿✿✿✿✿✿✿✿✿✿✿

significant
✿✿✿✿

over
✿✿✿✿✿✿

large
✿✿✿✿✿

areas
✿✿✿

of
✿✿✿✿

land
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere,
✿✿

in
✿✿✿✿✿✿✿✿

general
✿✿✿✿

over
✿✿✿✿✿✿

areas
with high anthropogenic BC emissions, with thestrongestTOA SWflux decreaseovernorthern
India.

The small multi-model mean temperature and TOA SW flux responses are the result of con-
flicting regional responses in the different models, rather than weak responses in each model.
This can be seen in Fig.5d, which shows the range of zonal mean temperature responses be-
tween models.Both NorESMmembersshow

✿✿✿✿✿✿✿✿✿

NorESM
✿✿✿✿✿✿

shows
✿

relatively strong cooling, which
is stronger towards high latitudes, reaching around−0.4

✿✿✿✿

-0.4
✿✿

K
✿

at the north pole. In contrast,
HadGEM shows warmingof a similar magnitude,againincreasingtowardshigh latitudesand

✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere,
✿✿✿

but
✿✿✿

to
✿✿✿✿✿✿✿✿✿

different
✿✿✿✿✿✿✿✿

degrees
✿✿

in
✿✿✿✿

the
✿✿✿✿

two
✿✿✿✿✿✿✿✿✿✿

ensemble
✿✿✿✿✿✿✿✿✿✿

members:
✿✿

in
✿✿✿✿✿✿✿✿✿

member

✿

1
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿✿

increases
✿✿✿✿✿✿✿✿

towards
✿✿✿✿

the
✿✿✿✿✿✿

north
✿✿✿✿✿✿

pole,
✿

reaching 0.4at the north
✿✿

K;
✿✿✿

in
✿✿✿✿✿✿✿✿✿

contrast

✿✿✿✿✿✿✿✿

member
✿✿

2
✿✿✿✿✿✿✿

shows
✿✿✿✿✿

only
✿✿✿✿✿✿

slight
✿✿✿✿✿✿✿✿✿✿

warming,
✿✿✿✿

and
✿✿

a
✿✿✿✿✿✿✿✿✿

decrease
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿

at
✿✿✿✿

the
✿

pole. ECHAM-
HAM shows a weak response in general but asmall increase towards the north pole. The
two

✿✿✿✿✿

three
✿

CESM-CAM4 members show different behaviour:member1 shows
✿✿

all
✿✿✿✿✿✿

three
✿✿✿✿✿✿

show

✿✿✿✿✿

weak
✿

cooling at most latitudes,peakingat
✿✿✿

but
✿✿✿✿✿✿

north
✿✿

of
✿

around60◦N and70◦S;member 2 shows
warmingincreasingthroughoutthe northernhemispheremid- to high-altitudesandreaching

✿

,

✿✿✿✿✿✿

which
✿✿✿✿✿✿✿✿✿

increases
✿✿✿✿✿✿✿✿

towards
✿✿✿✿

the
✿✿✿✿

pole
✿✿✿✿✿

and
✿✿✿✿✿✿✿

reaches
✿

0.6at thenorthpole
✿✿

K.
✿✿✿✿✿

The
✿✿✿✿✿

zonal
✿✿✿✿✿✿

mean
✿✿✿✿✿✿

TOA
✿✿✿✿

SW

✿✿✿✿

flux
✿✿✿✿✿✿✿

change
✿✿✿✿✿

also
✿✿✿✿✿✿

shows
✿✿✿✿✿✿

large
✿✿✿✿✿✿✿✿✿✿✿

differences
✿✿✿✿✿✿✿✿

between
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿

(Fig.
✿✿✿✿✿

6d),
✿✿✿✿✿✿

which
✿✿✿✿✿✿

helps
✿✿

to
✿✿✿✿✿✿✿✿

explain
✿✿✿✿

the

✿✿✿✿✿

range
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿✿

responses
✿✿

in
✿✿✿✿✿

each
✿✿✿✿✿✿✿

model
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere.
The spatial responses in each of the model simulations can be seen inFigs. S1–S3in the

Supplement.HadGEM
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

supplementary
✿✿✿✿✿✿✿

Figures
✿✿✿✿✿✿✿✿

S2–S6,
✿✿✿✿

and
✿✿✿✿

can
✿✿✿✿✿✿✿✿

explain
✿✿✿✿✿

some
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

differences

18



D
iscu

ssion
P
ap

er
|

D
iscu

ssion
P
ap

er
|

D
iscu

ssion
P
ap

er
|

D
iscu

ssion
P
ap

er
|

✿✿✿✿✿✿✿✿

between
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿✿✿

discussed
✿✿✿✿✿✿✿

above.
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿✿

member
✿✿

1
✿

shows warming in the Arctic and over
most of the northern hemisphere mid-latitudes, including Europe, which is unexpected since
anthropogenic BC emissions are relatively large there (Fig.S1a).CESM-CAM4 member2

✿✿✿✿✿

S2a).
✿✿✿✿✿

This
✿✿

is
✿✿✿✿

due
✿✿✿

to
✿✿✿✿✿✿✿✿✿✿

increased
✿✿✿✿✿

TOA
✿✿✿✿

SW
✿✿✿✿✿

flux
✿✿✿✿✿

over
✿✿✿✿✿✿✿

Europe
✿

(Fig. S3b)alsoshowswarmingover
theArctic, butnotovertherestof thenorthernhemisphere.In contrast,bothNorESMmembers

✿✿✿✿✿

S2c).
✿✿✿✿✿✿✿✿✿✿✿

Inspection
✿✿

of
✿✿✿✿✿✿

cloud
✿✿✿✿✿

and
✿✿✿✿✿

snow
✿✿✿✿✿✿

cover
✿✿✿✿✿✿

fields
✿✿✿✿✿

(not
✿✿✿✿✿✿✿✿

shown)
✿✿✿✿✿✿

shows
✿✿✿✿

that
✿✿✿✿✿

this
✿✿

is
✿✿✿

in
✿✿✿✿

fact
✿✿

a
✿✿✿✿✿✿

result

✿✿

of
✿✿

a
✿✿✿✿✿✿✿✿✿✿✿✿

combination
✿✿✿

of
✿✿✿✿✿✿✿✿

reduced
✿✿✿✿✿✿

cloud
✿✿✿✿✿✿

cover
✿✿✿✿

and
✿✿✿✿✿✿✿✿

reduced
✿✿✿✿✿✿

snow
✿✿✿✿✿✿

cover
✿✿✿✿✿

over
✿✿✿✿✿✿✿✿✿

Northern
✿✿✿✿✿✿✿✿

Europe;
✿✿✿✿✿✿

these

✿✿✿✿✿✿✿✿

changes
✿✿✿✿

are
✿✿✿✿✿✿

likely
✿✿✿✿

due
✿✿✿

to
✿✿✿✿✿✿✿✿✿✿✿

circulation
✿✿✿✿✿✿✿✿✿

changes,
✿✿✿✿✿

and
✿✿✿✿✿

their
✿✿✿✿✿✿✿✿✿✿

combined
✿✿✿✿✿✿✿

effect
✿✿

is
✿✿✿✿✿✿✿✿

enough
✿✿✿

to
✿✿✿✿✿✿

more

✿✿✿✿

than
✿✿✿✿✿✿✿✿

balance
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

negative
✿✿✿✿✿✿✿✿

forcing
✿✿✿✿✿✿

from
✿✿✿✿✿

local
✿✿✿✿✿✿✿✿✿

removal
✿✿✿

of
✿✿✿✿✿

BC.
✿✿✿✿

The
✿✿✿✿✿✿✿✿✿✿

warming
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿

Arctic
✿✿✿

is

✿✿✿✿✿✿

linked
✿✿✿

to
✿✿✿✿✿✿✿✿✿

decreases
✿✿✿

in
✿✿✿✿✿✿✿

sea-ice
✿

(Fig. S2aandb) showrobustcoolingover theseregions,while
ECHAM-HAM

✿✿✿✿

S2e)
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿✿

collocated
✿✿✿✿✿✿✿✿✿

increases
✿✿✿

in
✿✿✿✿✿

TOA
✿✿✿✿✿

SW
✿✿✿✿

flux
✿

(Fig. S1a)showscoolingover
someareasof themid-latitudesbut

✿✿✿✿✿

S2c).
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿

member
✿✿

2
✿✿✿✿✿✿

shows
✿

warming over much ofthe
Arctic. CESM-CAM4member1 showsweakcoolingoversomemid- andhigh-latituderegions

✿✿✿✿✿✿

Russia
✿✿✿✿

but
✿✿✿✿✿✿✿✿

cooling
✿✿✿✿✿

over
✿✿✿✿✿✿

North
✿✿✿✿✿✿✿✿✿

America(Fig. S3a).
The zonal mean

✿✿✿✿✿

S2b).
✿✿✿✿✿✿✿

There
✿✿✿

is
✿✿✿✿✿

also
✿✿✿✿✿✿✿

strong
✿✿✿✿✿✿✿✿✿✿

warming
✿✿✿✿✿✿✿

along
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

south-eastern
✿✿✿✿✿

edge
✿✿✿✿

of

✿✿✿✿✿✿✿✿✿✿

Greenland
✿✿✿✿

and
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿

Barents
✿✿✿✿

Sea,
✿✿✿✿✿✿

which
✿✿✿

is
✿✿✿✿✿✿

linked
✿✿

to
✿✿✿✿✿✿✿✿✿✿

increasedTOA SW fluxchangealsoshows
largedifferencesbetweenmodels

✿✿✿✿✿

(Fig.
✿✿✿✿✿

S2d)
✿✿✿✿✿

and
✿✿✿✿✿

large
✿✿✿✿✿✿✿✿✿✿

decreases
✿✿✿

in
✿✿✿✿✿✿✿

sea-ice
✿

(Fig. 6d), which
helpsto explaintherangeof temperatureresponsesin eachmodelin thenorthernhemisphere.
Thethreesimulationsthatshow

✿✿✿✿✿

S2f).
✿✿✿✿✿

Both
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿✿✿

members
✿✿✿✿✿

show
✿✿✿✿✿✿✿

strong
✿✿✿✿✿✿✿✿✿✿

decreases
✿✿

in
✿✿✿✿✿✿

TOA

✿✿✿✿

SW
✿✿✿✿

flux
✿✿✿✿✿✿

over
✿✿✿✿✿✿

India
✿✿✿✿

due
✿✿✿

to
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿✿✿✿✿✿✿✿

reductions,
✿✿✿✿

but
✿✿✿✿✿✿

these
✿✿✿

do
✿✿✿✿

not
✿✿✿✿✿✿✿✿✿✿

translate
✿✿✿

to
✿✿✿✿✿✿✿

strong

✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿✿✿

decreases.
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM
✿✿✿✿✿

also
✿✿✿✿✿✿✿

shows
✿✿✿✿✿✿

some
✿✿✿✿✿✿✿✿✿

localised
✿

warming in thenorthern
hemispherehigh-latitudes(HadGEM,ECHAM-HAM andCESM-CAM4member2) all show
positiveTOA SW flux changesin the northernhemisphere,peakingbetweenaround60 and
70◦N

✿✿✿✿✿✿✿

Arctic,
✿✿✿✿

but
✿✿✿✿✿✿✿✿

cooling
✿✿✿

in
✿✿✿✿✿✿

much
✿✿✿

of
✿✿✿✿

the
✿✿✿✿

rest
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿

(Fig. 6d). These
high-latituderegionsof

✿✿✿✿✿

S3a),
✿✿✿✿✿✿✿✿✿

although
✿✿✿✿✿✿

most
✿✿✿

of
✿✿✿✿

this
✿✿✿

is
✿✿✿✿

not
✿✿✿✿✿✿✿✿✿✿✿✿

significant.
✿✿✿

As
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿✿

HadGEM,
✿✿✿✿

the

✿✿✿✿✿✿✿

regions
✿✿✿

of
✿✿✿✿✿✿✿

Arctic
✿✿✿✿✿✿✿✿✿

warming
✿✿✿✿

are
✿✿✿✿✿✿✿✿✿✿

collocated
✿✿✿✿✿✿

with increased TOA SW fluxcanbe seenin Figs.
S1candd, andS3d.Comparisonwith therespective

✿✿✿✿✿

(Fig.
✿✿✿✿✿

S3b)
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿

decreased
✿

sea-icechanges
(Figs. S1eandf, andS3f)showsa strongcorrelationbetweenincreased

✿✿✿✿✿

(Fig.
✿✿✿✿✿✿

S3c).
✿✿✿✿✿✿

There
✿✿✿✿

are

✿✿✿✿✿✿✿

regions
✿✿✿✿✿

with
✿✿✿✿✿✿✿✿✿✿

decreased
✿

TOA SW flux anddecreasedsea-ice.
✿✿✿✿

over
✿✿✿✿✿✿

India,
✿✿✿✿✿✿

China
✿✿✿✿

and
✿✿✿✿

the
✿✿✿✿✿✿✿✿

Eastern
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✿✿✿✿✿

USA,
✿✿✿✿✿✿✿

which
✿✿✿✿✿✿✿✿✿✿✿

correspond
✿✿

to
✿✿✿✿✿✿

large
✿✿✿✿✿✿✿✿✿✿

reductions
✿✿

in
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿

(Fig.
✿✿✿✿✿✿

S3b).In contrast,for boththe
NorESMmembers, which

✿✿✿✿

both
✿✿✿✿✿✿✿✿✿

NorESM
✿✿✿✿✿✿✿✿✿✿

membersshow cooling in thenorthernhemisphere,
thereis acleardecreasein

✿✿✿✿✿✿

Arctic
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿

significant
✿✿✿✿✿✿✿✿

cooling
✿✿✿✿✿

over
✿✿✿✿✿

much
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿

globe
✿✿✿✿✿✿✿

(Figs.
✿✿✿✿

S4a
✿✿✿✿

and

✿✿✿

b).
✿✿

In
✿✿✿✿✿

both
✿✿✿✿✿✿✿✿✿✿

members
✿✿✿✿

this
✿✿✿✿✿✿✿✿✿✿✿✿

corresponds
✿✿✿

to
✿✿✿✿✿✿✿✿✿✿

decreasedTOA SW flux over
✿✿✿✿✿✿

much
✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿

Arctic
✿✿✿✿

and
most of the northernhemispherehigh-latitudes

✿✿✿✿✿✿✿✿✿✿

hemispere
✿✿✿✿✿

land
✿✿✿✿

area
✿

(Figs. S2c
✿✿✿

S4c
✿

and d), and
collocated

✿

.
✿✿✿✿✿✿

There
✿✿✿✿

are
✿✿✿✿✿✿✿✿

regions
✿✿✿✿

with
✿

increases in sea-ice,
✿✿✿✿✿

such
✿✿✿

as
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿

Barents
✿✿✿✿

Sea
✿✿✿

in
✿✿✿✿

Fig.
✿✿✿✿✿

S4f,

✿✿✿

but
✿✿✿✿✿

also
✿✿✿✿✿

small
✿✿✿✿✿✿✿✿

regions
✿✿✿✿✿✿✿

where
✿✿✿

the
✿✿✿✿✿✿✿✿

sea-ice
✿✿✿✿✿✿✿✿✿✿

decreases,
✿✿✿✿✿✿✿✿✿

although
✿✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿✿

decreases
✿✿✿

are
✿✿✿✿✿✿✿✿✿✿

generally
✿✿✿✿

not

✿✿✿✿✿✿✿✿✿✿

significant(Figs. S2e
✿✿✿✿

S4eand f).
✿✿✿✿

The
✿✿✿✿✿

threeCESM-CAM4
✿✿✿✿✿✿✿✿✿

members
✿✿✿✿✿

show
✿✿✿✿✿✿✿✿✿

different
✿✿✿✿✿✿✿✿✿✿✿✿

temperature

✿✿✿✿✿✿✿✿✿

responses
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿

Arctic:
✿

member 1 showsonly relativelysmallchangesin TOA SWfluxes
✿✿✿✿✿

very

✿✿✿✿

little
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿

response
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿

Arctic (Fig. S3c),andsmallerchangesin
✿✿✿✿

S5a),
✿✿✿✿✿✿

while
✿✿✿✿✿✿✿✿✿

member

✿

2
✿✿✿✿✿✿✿

shows
✿✿✿✿✿✿✿✿✿✿

significant
✿✿✿✿✿✿✿✿✿

warming
✿✿✿✿✿

over
✿✿✿✿✿✿

much
✿✿✿

of
✿✿✿

the
✿✿✿✿✿✿✿

Arctic
✿✿✿✿✿

(Fig.
✿✿✿✿✿✿

S5b);
✿✿✿✿✿✿✿✿

member
✿✿

3
✿✿✿✿✿✿✿

shows
✿✿✿✿✿✿✿

cooling
✿✿✿

of
✿✿

a

✿✿✿✿✿✿✿

similar
✿✿✿✿✿✿✿✿✿✿

magnitude
✿✿✿✿✿

over
✿✿✿✿

the
✿✿✿✿✿✿

Arctic
✿✿✿✿✿

(Fig.
✿✿✿✿✿✿

S6a).
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

Corresponding
✿✿

to
✿✿✿

the
✿✿✿✿✿✿✿✿

warmer
✿✿✿✿✿✿✿

Arctic
✿✿✿✿✿✿✿✿✿✿✿✿✿

temperatures

✿✿

in
✿✿✿✿✿✿✿✿

member
✿✿✿

2,
✿✿✿✿✿

there
✿✿✿✿

are
✿✿✿✿

also
✿✿✿✿✿✿✿✿✿✿✿✿

widespread
✿✿✿✿✿✿✿✿✿✿

decreases
✿✿

in
✿

Arctic sea-ice (Fig.S3e).All themodels
showdecreasedTOA SWflux overIndiaandChina,consistentwith thelocationof thestrongest
BC emissionsreductions(middle panelsof Figs. S1–S3).All modelsexceptHadGEMalso
show a decreasein TOA SW flux over Europe,which is expectedsince the anthropogenic
emissionsof BC arerelativelystronghere.Theregionof positive

✿✿✿✿✿

S5f),
✿✿✿✿✿✿

while
✿✿✿✿✿✿✿✿

member
✿✿

1
✿✿✿✿✿✿✿

shows

✿✿✿✿✿

more
✿✿✿✿✿✿

mixed
✿✿✿✿✿✿✿✿

sea-ice
✿✿✿✿✿✿✿✿

changes
✿✿✿✿✿

(Fig.
✿✿✿✿✿

S5e)
✿✿✿✿

and
✿✿✿✿✿✿✿✿

member
✿✿

3
✿✿✿✿✿✿

shows
✿✿✿✿✿✿

some
✿✿✿✿✿✿✿

regions
✿✿✿✿✿

with
✿✿✿✿✿✿✿✿✿

increase
✿✿✿✿✿✿✿

sea-ice

✿✿✿✿✿

(Fig.
✿✿✿✿✿

S6c).
✿✿✿✿✿✿✿✿✿

Member
✿✿

1
✿✿✿✿✿✿✿

shows
✿✿✿✿✿✿✿✿✿✿✿

significant
✿✿✿✿✿✿✿✿

cooling
✿✿✿

in
✿✿✿✿✿✿

much
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

southern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿✿✿✿✿✿✿

ocean,

✿✿✿✿✿

while
✿✿✿✿✿✿✿✿✿✿

members
✿

2
✿✿✿✿

and
✿✿

3
✿✿✿✿✿✿

show
✿✿✿✿

only
✿✿✿✿✿✿

weak
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿✿

responses.
✿✿✿✿✿

Both
✿✿✿✿✿✿✿✿✿✿

members
✿✿✿✿✿

show
✿✿✿✿✿✿✿✿✿✿✿

significant

✿✿✿✿✿✿✿

cooling
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿

North
✿✿✿✿✿✿✿✿

Pacific,
✿✿✿✿✿✿

linked
✿✿✿

to
✿✿✿

the
✿✿✿✿✿✿✿✿✿

reduction
✿✿✿

in
✿✿✿✿✿✿✿

aerosol
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿

from
✿✿✿✿✿✿✿

China.
✿✿✿✿✿✿✿✿✿✿✿

Compared

✿✿

to
✿✿✿✿✿✿✿✿✿

members
✿✿

2
✿✿✿✿

and
✿✿✿

3,
✿✿✿✿✿✿✿✿

member
✿✿

1
✿✿✿✿✿✿

shows
✿✿✿✿✿✿✿✿✿

stronger
✿✿✿✿✿✿✿✿✿✿

decreases
✿✿

in
✿

TOA SW flux changeoverEurope
in HadGEMis in facta resultof acombinationof reducedcloudcoverandreducedsnowcover
over NorthernEurope(not shown);thesechangesare likely due to circulationchanges,and
their combinedeffect is enoughto morethanbalancethenegativeforcing from local removal
of BC

✿✿✿✿

over
✿✿✿✿✿✿

China
✿✿✿✿

and
✿✿✿✿✿✿✿✿

Europe
✿✿✿

in
✿✿✿✿✿✿✿✿✿

response
✿✿

to
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿✿✿✿✿✿✿

reductions,
✿✿✿✿✿✿

which
✿✿✿✿✿✿

could
✿✿✿✿✿✿✿✿

explain
✿✿✿✿

the

✿✿✿✿✿✿✿✿

stronger
✿✿✿✿✿✿✿

overall
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿✿

reduction
✿✿

in
✿✿✿✿✿✿✿✿✿

member
✿

1
✿✿✿✿✿✿

(Figs.
✿✿✿✿✿

S5c,
✿✿✿

5d
✿✿✿✿

and
✿✿✿✿

6b).
The global mean precipitation response to removing anthropogenic BC emissions is relatively

small (Fig. 4c
✿✿✿✿✿

Figs.
✿✿✿

4e
✿✿✿✿

and
✿✿

f). Despite the different signs of temperature response, the global
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precipitation increases in all themodels
✿✿✿✿✿✿

model
✿✿✿✿✿✿✿✿✿✿✿✿

simulations. This is not surprising since the re-
moval of BC from the atmosphere will lead to anegative atmospheric forcing, which in turn
is expected to lead to increased precipitation (Andrews et al., 2010).Both NorESM members
showa

✿✿✿✿✿✿✿✿✿

NorESM
✿✿✿✿✿✿✿

shows
✿✿

a pronounced southward shift in the position of the ITCZ, which is
consistent with the cooling in the northern hemisphere in these simulations (Fig.7d). HadGEM
showsa

✿✿✿✿✿✿✿✿

member
✿✿

1
✿✿✿✿✿✿✿

shows
✿✿

a weak northward shift in the ITCZ, while the othermodels
✿✿✿✿✿✿

model

✿✿✿✿✿✿✿✿✿✿✿

simulations
✿

do not show acoherent shift in its position. The opposing direction of the ITCZ
shift in HadGEM

✿✿✿✿✿✿✿✿

member
✿✿

1
✿

and NorESM partly explains whytherearesofew regionswhere
all themodelsagreeon thesignof precipitationchange,andthe

✿✿✿

themodel-mean responses are
generally relatively weak everywhere (Fig.7c).

Thereis a decreasein the multi-modelmeanglobal run-off response(Fig. 4d). All models
exceptHadGEMshowadecreasein run-off, while HadGEMshowsasmallincrease.However,
in all modelsthere is large interannualvariability in thesevalues,so there is considerable
uncertaintyin thesevalues.It is interesting to note thatthis decreasein run-off occursdespite
a global increase

✿✿✿✿

over
✿✿✿✿✿✿

India,
✿✿✿✿✿✿✿

where
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

anthropogenic
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿

are
✿✿✿✿✿✿

large,
✿✿✿✿

the
✿✿✿✿✿✿✿✿

removal
✿✿✿

of

✿✿✿

the
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿✿✿

results
✿✿✿

in
✿

a
✿✿✿✿✿✿✿✿✿✿

decrease,
✿✿✿✿✿✿

rather
✿✿✿✿✿

than
✿✿✿

an
✿✿✿✿✿✿✿✿✿

increase,
✿

in precipitation.However,the
increasein precipitationoccursmostly over the ocean;regionsof reducedrun-off, which are
mostly in the tropicsandmid-latitudes,correspondto regionswith reducedprecipitationover
land(Figs. ??b and7c).

✿✿✿✿✿

These
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿✿✿✿✿

changes
✿✿✿✿

are
✿✿✿✿✿✿

driven
✿✿✿

by
✿✿✿✿✿✿✿✿✿✿✿

circulation
✿✿✿✿✿✿✿✿

changes
✿✿✿✿✿

(e.g.
✿✿✿✿

the

✿✿✿✿✿✿✿✿✿✿

southward
✿✿✿✿✿

shift
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿

ITCZ)
✿✿✿✿✿✿

which
✿✿✿✿✿✿✿✿✿✿

dominate
✿✿✿✿✿

over
✿✿✿

the
✿✿✿✿✿

local
✿✿✿✿✿✿✿

effects
✿✿✿

on
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation
✿✿✿✿

due
✿✿✿

to
✿✿✿✿

BC

✿✿✿✿✿✿✿✿

removal
✿✿✿✿✿✿✿✿

causing
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

destabilization
✿✿✿

of
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿

atmosphere.
Overall, the climate response to removing anthropogenic BC emissions is weakerthan the

response to removingSO2 emissions. Although there is amean global temperature decrease,
there is alarge variation between models in the temperature response, particularly in the north-
ern hemisphere high latitudes. All models agree on an increase in precipitation globally, al-
though there is some variation between models in the patterns of precipitation response.There
is anoveralldecreasein run-off, which is dueto a decreasein precipitationover land,despite
anincreasein precipitationglobally.
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3.3 Response to perturbing organic carbon emissions

The multi-model mean response to removing anthropogenic OC emissions is an increase in
global mean surface temperature (Fig.4a

✿✿

4a
✿✿✿✿

and
✿✿✿✿✿✿

Table
✿✿

2). HadGEM and NorESM show a
clear increase in surface temperature, with the largest response in HadGEM; ECHAM-HAM

shows a weak reduction in global mean surface temperature, although the error bars indicate
some uncertainty in the sign of this response. HadGEM and NorESM show anincrease in the
zonal mean surface temperature throughout the northern hemisphere, increasing towards the
pole; ECHAM-HAM shows almost no change in the zonal mean surface temperature (Fig. 5f).
Despite the different behaviour in ECHAM-HAM compared with the other models, there are
broad areaswhereall threemodelsagreeon an increasein surfacetemperature, including
muchof thenorthernhemispheremid-latitudesandsomeregionsfurthernorth

✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

northern

✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿✿✿✿✿✿

where
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿

changes
✿✿✿

are
✿✿✿✿✿✿✿✿✿✿✿✿

significant,
✿✿✿✿✿✿✿✿✿

including
✿✿✿✿✿

over
✿✿✿✿✿✿

much
✿✿

of
✿✿✿✿✿✿✿✿

Europe(Fig.
5e).

The TOA SW flux change is weakly positive over most of the northern hemisphere,with
only a few regionswhereall threemodelsagreeon the sign of the change

✿✿✿

and
✿✿✿

is
✿✿✿✿✿✿✿

mostly
✿✿✿✿

not

✿✿✿✿✿✿✿✿✿✿

significant
✿

(Fig. 6e). HadGEM and NorESM show an increase in zonal mean TOA SW flux
over the northern hemisphere (Fig.6f), and in particular show increased TOA SW flux over
the mid-latitudes, which have the largest anthropogenic OC emissions (Fig.1e). In contrast,
ECHAM-HAM shows a decrease in TOA SW flux over the northern hemisphere mid-latitudes
(Fig. 6f). Inspection of spatial maps (not shown) indicate that this is due to decreased SW flux
over Europe and the eastern USA, despite the reduced OC emissions in these regions. This may
be due to natural variability in cloud cover over these regions driven by changes in atmospheric
circulation patterns. Theforcing signal

✿✿✿✿✿

TOA
✿✿✿✿

SW
✿✿✿✿

flux
✿✿✿✿✿✿✿✿

changefrom the OC emissions perturba-
tion seems to be much weaker in ECHAM-HAM than in the other models, so natural variability
may dominate.

The global mean precipitation changes in each model are consistent with their respective
temperature responses: HadGEM and NorESM show an increase in globalprecipitation, while
ECHAM-HAM shows a decrease (Fig.4c

✿✿✿

4e). Despite the variation in temperature responses,
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all three models show anorthward shift in the ITCZ (Fig.7f). The changes in precipitation
patterns are similar to those for theSO2 experiments but with weaker magnitude (compare
Fig.

✿✿✿✿✿

Figs.
✿

7c and
✿

7e). Run-off changesaregenerallysmall, andaredriven by the changein
precipitationpatterns,particularlytheITCZ shift (Fig. ??c).

Overall the response to removal of anthropogenic OC emissions is an increase in surface
temperature and precipitation, primarily in the northern hemisphere. The spatial patterns of
changes in these quantities are broadly similar to those for theSO2 emissions perturbation, but
with smaller magnitude.

4 Discussion

The three models are in good agreement about the impacts of removing anthropogenicSO2

emissions, all showing awarming concentrated in the northern hemisphere and anorthward
shift in the ITCZ, bringing more precipitation to the northern hemisphere.

✿✿✿✿✿✿✿

Further
✿✿✿✿✿✿✿✿✿✿✿✿✿

precipitation

✿✿✿✿✿✿✿✿✿

increases
✿✿✿

are
✿✿✿✿✿

seen
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿✿✿✿

due
✿✿

to
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

increased
✿✿✿✿✿✿✿✿✿✿✿✿✿

temperature.
✿

NorESM gives
a weaker overall response than the other two models. This is not surprising since NorESM

✿✿✿

has

✿

a
✿✿✿✿✿✿

lower
✿

SO4
✿✿✿✿✿✿✿

burden
✿✿✿✿✿

than
✿✿✿

the
✿✿✿✿✿

other
✿✿✿✿✿✿✿✿✿

models,
✿✿

so
✿✿✿✿

theSO2
✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿✿✿✿✿✿

changes
✿✿✿✿

will
✿✿✿✿✿

have
✿✿✿✿

less
✿✿✿✿✿✿✿✿

impact.

✿✿✿✿✿✿✿✿✿✿✿✿✿

Furthermore,
✿✿✿✿✿✿✿✿✿

NorESM
✿

is known to have arelatively low climate sensitivity (Andrews et al.,
2012), which Iversen et al. (2013) attribute to astrong Atlantic Meridional Overturning Cir-
culation in NorESM. This may explain the smaller changes in Arctic sea-ice extentchanges
in NorESM than in the other two models in theSO2 experiment, reducing the impact of the
additional positive feedback on temperature of the melting ice.

The response to removing anthropogenic OC emissions is similar tothe that for removing
SO2 , butmuchweakeroverall.

✿✿

in
✿✿✿✿✿

terms
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿

change
✿✿✿✿

per
✿✿✿✿

unit
✿✿✿✿

SW
✿✿✿✿✿

flux
✿✿✿✿✿✿✿

change
✿✿✿✿✿✿✿

(Table

✿✿✿

2).
✿✿✿✿

The
✿✿✿✿✿✿✿✿✿

absolute
✿✿✿✿✿✿✿✿✿✿✿

magnitude
✿✿✿

of
✿✿✿

the
✿✿✿✿✿✿✿✿✿

response
✿✿✿

is
✿✿✿✿✿✿

about
✿✿

5
✿✿✿✿✿✿

times
✿✿✿✿✿✿✿✿

smaller
✿✿✿

for
✿✿✿✿✿

OC.
✿

ECHAM-HAM
appears to have aweaker response to the removal of OC than the other models, and this is
within the range of natural variability between individual years. The other models show similar
patterns of response to

✿✿✿✿✿

those
✿✿✿

in theSO2 experiment, but with weaker magnitude.
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In contrast, there are differences between models in their response to removing anthro-
pogenic BC emissions:both NorESM membersshow a

✿✿✿✿✿✿✿✿✿

NorESM
✿✿✿✿✿✿✿

shows
✿✿

a
✿

clear cooling,
particularly in theNorthernHemisphere;ECHAM-HAM showsan overall cooling but some
warming in the Arctic; HadGEM showsan overall warming, which is most pronouncedin
the northernhemisphere;and the two CAM4 membersshow an overall cooling but very
different temperatureresponsesin the Arctic

✿✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿✿

hemisphere;
✿✿✿✿

the
✿✿✿✿✿✿

other
✿✿✿✿✿✿✿✿✿

models
✿✿✿✿✿✿

show

✿✿✿✿✿✿✿

weaker
✿✿✿✿✿✿✿✿✿✿✿

responses,
✿✿✿✿

and
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿

member
✿✿

1
✿✿✿✿✿✿✿✿✿

actually
✿✿✿✿✿✿✿

shows
✿

a
✿✿✿✿✿✿✿

global
✿✿✿✿✿✿

mean
✿✿✿✿✿✿✿✿✿✿

warming,
✿✿✿✿✿

with
✿✿✿✿

the

✿✿✿✿✿✿

largest
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿✿✿✿✿✿

increases
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

northern
✿✿✿✿✿✿✿✿✿✿✿

hemisphere
✿✿✿✿✿

high
✿✿✿✿✿✿✿✿✿

latitudes. The stronger effects of
BC removal in NorESM compared with the other models may be due

✿✿

in
✿✿✿✿✿

part to the fact that
this model includes representation of the albedo effect of BC deposition on snow.

✿✿✿

As
✿✿✿✿✿✿✿

shown

✿✿

by
✿

Sand et al. (2013b)
✿

,
✿✿✿✿

this
✿✿✿✿

has
✿✿

a
✿✿✿✿✿✿✿✿✿✿

relatively
✿✿✿✿✿

large
✿✿✿✿✿✿✿

impact
✿✿✿

on
✿✿✿✿✿✿✿✿

surface
✿✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿✿✿

Arctic.
This provides amechanism to explain the stronger cooling over the Arctic in the BC exper-
iments in this model than in the other models. When the BC emissions are reduced, lessBC
would be deposited on snow at high latitudes, leading to higher-albedo snow.This hypothe-
sis is supported by the decrease in TOA SW flux over the Arctic in both NorESM members,
which is consistent with an increased surface albedo, while the other models show mostly pos-
itive TOA SW flux change here. However, we note that the variability is largeat high northern
latitudes as shown by the variation between models and between the two

✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿✿✿

members

✿✿✿

and
✿✿✿✿

the
✿✿✿✿✿✿

threeCESM-CAM4ensemblemembers. Furthermore, NorESM has ahigh BC abun-
dance at mid- and high-latitudes as shown in Fig.2. The different, andsomewhatsurprising,
climate responses to the BC perturbations inHadGEM

✿✿✿

the
✿✿✿✿

two
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿✿✿✿

members,
✿✿✿✿

and
✿✿✿✿

the

✿✿✿✿✿✿✿

weaker
✿✿✿✿✿✿✿✿✿✿

responses
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM,
✿

may be due to the fact thatHadGEMhas
✿✿✿✿✿

these
✿✿✿✿✿✿✿✿

models

✿✿✿✿

have
✿

smaller amounts of BC at high altitudes in the control run than NorESM andCAM4.
ECHAM-HAM alsohasloweramountsof high-levelBC, andhasaweaktemperatureandTOA
SWflux responsecomparedto NorESMandCAM4.

✿✿✿✿✿✿✿✿✿✿✿✿✿✿

CESM-CAM4.
✿

The lack of high-level BC
is important since the strongest direct effects of BC are from BC above clouds or other high
albedo surfaces, so these effects will be much weaker in the control simulationin HadGEM
andECHAM-HAM

✿✿✿✿✿✿✿✿✿

ECHAM than in the other models. Removal of anthropogenic BC emis-
sions will therefore have asmaller impact in the models with less high-level BC since the BC
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forcing in the control simulation is weak to begin with. The climate responses in HadGEM
may therefore be driven bynaturalvariability (

✿✿✿✿✿✿✿✿

changes
✿✿✿

in
✿✿✿✿✿✿✿✿✿✿✿

circulation,
✿✿✿✿✿✿✿✿

leading
✿✿✿

to,
✿

for example,
the change in cloud and snow cover over Europe), which overwhelms

✿✿

in
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿

member
✿✿✿

1.

✿✿✿✿✿✿

These
✿✿✿✿✿✿✿✿✿✿✿

circulation
✿✿✿✿✿✿✿✿

changes
✿✿✿✿✿✿✿✿✿✿✿

overwhelm
✿

the relatively weak forcing from the BC emissions per-
turbation.

✿✿✿✿✿

Apart
✿✿✿✿✿✿

from
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿✿✿✿✿✿✿✿

simulation
✿✿✿

the
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿

suggest
✿✿

a
✿✿✿✿✿✿

lower
✿✿✿✿✿

ratio
✿✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿

temperature

✿✿✿✿✿✿✿

change
✿✿

to
✿✿✿✿

SW
✿✿✿✿✿

flux
✿✿✿✿✿✿✿

change
✿✿✿

for
✿✿✿✿

BC
✿✿✿✿✿

than
✿✿✿

for
✿✿✿✿

OC
✿✿✿✿

and
✿

SO2
✿

.
The results from this study show that there issome

✿✿✿✿✿

largeuncertainty as to the climate re-
sponse to removing anthropogenic BC emissions. The different behaviour between models is
due partly to the different atmospheric BC distributions in the models.

✿

,
✿✿✿

as
✿✿✿✿✿✿✿

shown
✿✿

in
✿✿✿✿✿

Fig.
✿✿✿

1.
Accurately representing the correct BC distribution in GCMs is very difficult. For example,
recent(Samset et al., 2014)

✿

.
✿✿✿✿✿✿✿

Recent
✿✿✿✿✿✿✿✿

studies(e.g. Schwarz et al., 2013; Hodnebrog et al., 2014;
Samset et al., 2014)

✿✿✿✿✿

have
✿✿✿✿✿✿✿✿✿✿

compared
✿✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿✿✿✿

distributions
✿✿✿

in
✿✿✿✿✿✿✿

GCMs
✿✿✿✿

and
✿✿✿✿✿✿✿✿

CTMs
✿✿✿✿✿

with
✿✿✿✿✿

data
✿✿✿✿✿✿

from

✿✿✿✿✿✿✿✿✿✿✿✿✿

observational
✿✿✿✿✿✿✿

studies
✿✿✿✿✿

such
✿✿

as
✿✿✿✿

the
✿✿✿✿✿✿✿

HIPPO
✿✿✿✿✿✿✿✿✿✿

campaign
✿

(Wofsy, 2011)
✿

,
✿✿✿✿✿✿

which
✿✿✿✿✿✿✿✿✿

provided
✿✿✿✿✿✿✿✿✿✿✿✿✿

observations

✿✿✿✿✿

from
✿

a
✿✿✿✿✿✿

large
✿✿✿✿✿✿✿

spatial
✿✿✿✿

area
✿✿✿✿✿

over
✿✿✿

the
✿✿✿✿✿✿✿✿

Pacific.
✿✿✿✿✿✿

They
✿✿✿✿✿✿

found
✿✿✿✿

that
✿✿✿✿

the
✿✿✿✿✿✿✿

models
✿✿✿✿

had
✿✿✿✿

too
✿✿✿✿✿✿

much
✿✿✿✿

BC
✿✿

at
✿✿✿✿✿

high

✿✿✿✿✿✿✿✿

altitudes
✿✿✿

in
✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿

regions,
✿✿✿✿

and
✿✿✿✿✿

that
✿✿✿

the
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿

lifetime
✿✿✿✿

was
✿✿✿✿✿✿✿✿✿✿

generally
✿✿✿✿

too
✿✿✿✿✿

long.
✿✿✿✿✿✿✿✿

Recent
✿

modifica-
tions to the convective scavenging scheme in HadGEM

✿✿✿✿✿✿✿

(which
✿✿✿

are
✿✿✿✿✿✿✿✿✿

included
✿✿

in
✿✿✿✿

the
✿✿✿✿✿✿

model
✿✿✿✿✿✿✿

set-up

✿✿✿✿

used
✿✿✿✿✿✿

here)
✿

were designed to reduce the amount of high-level BC, which waspreviouslytoo
large,andthis modelsetupgivesgoodagreementwith datafrom the HIPPOfield campaigns
in the Pacific ; however,in other areasthe resultscomparelesswell with observations,and
the amountof high-levelBC is probablytoo low in general

✿✿

to
✿✿✿✿✿

give
✿✿✿✿✿✿

better
✿✿✿✿✿✿✿✿✿✿✿

agreement
✿✿✿✿✿

with
✿✿✿✿

the

✿✿✿✿✿✿✿

HIPPO
✿✿✿✿✿✿✿✿✿✿✿✿✿

observations.
✿✿✿✿✿

The
✿✿✿✿✿✿

result
✿✿✿

of
✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿

changes
✿✿

is
✿✿✿✿✿

that
✿✿✿✿✿✿✿✿✿✿

HadGEM
✿✿✿✿

has
✿✿✿✿

less
✿✿✿✿

BC
✿✿

at
✿✿✿✿✿

high
✿✿✿✿✿✿✿

levels

✿✿✿✿✿✿✿✿

globally
✿✿✿✿

than
✿✿✿✿

the
✿✿✿✿✿

other
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿✿✿

(except
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM),
✿✿✿✿

and
✿

a
✿✿✿✿✿✿

much
✿✿✿✿✿✿✿

shorter
✿✿✿✿

BC
✿✿✿✿

and
✿✿✿✿

OC
✿✿✿✿✿✿✿✿

lifetime

✿✿✿✿✿✿

(Table
✿✿✿

1).
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

ECHAM-HAM
✿✿✿✿

also
✿✿✿✿

has
✿✿✿✿✿

less
✿✿✿

BC
✿✿✿

at
✿✿✿✿✿

high
✿✿✿✿✿✿

levels,
✿✿✿✿✿

and
✿

a
✿✿✿✿✿✿

short
✿✿✿✿

BC
✿✿✿✿✿✿✿✿

lifetime. In contrast,
NorESM andCAM4 probablyhavetoo much

✿✿✿✿✿✿✿✿✿✿✿✿✿✿

CESM-CAM4
✿✿✿✿✿✿

have
✿✿✿✿✿✿

much
✿✿✿✿✿

more
✿

high-level BC
comparedto theHIPPOcampaignobservations,which overestimates

✿✿✿✿

and
✿✿✿✿✿✿

longer
✿✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿

lifetimes,

✿✿✿✿✿✿

which
✿✿✿✿✿

may
✿✿✿✿✿✿✿✿✿✿✿✿

overestimate
✿

the direct forcing from anthropogenic BC, andthereforeexaggerates

✿✿✿✿✿✿✿✿✿✿

(consistent
✿✿✿✿✿

with
✿

Samset et al. (2014)
✿

)
✿✿✿✿

and
✿✿✿✿

may
✿✿✿✿✿✿✿✿✿

therefore
✿✿✿✿✿✿✿✿✿✿✿

exaggerate
✿

the impact of removing an-
thropogenic BC emissions.

✿✿✿✿

The
✿✿✿✿✿

true
✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿✿✿

distribution
✿✿

at
✿✿✿✿✿

high
✿✿✿✿✿✿

levels
✿✿

is
✿✿✿✿✿✿

most
✿✿✿✿✿✿

likely
✿✿✿✿✿✿✿✿✿✿✿

somewhere
✿✿✿

in
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✿✿✿✿✿✿✿✿

between
✿✿✿✿✿✿

these
✿✿✿✿✿✿

model
✿✿✿✿✿✿✿✿✿✿✿

estimates,
✿✿✿✿✿✿

while
✿✿

at
✿✿✿✿✿✿

lower
✿✿✿✿✿✿✿

levels
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

emissions
✿✿✿✿

are
✿✿✿✿✿✿

likely
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

underestimated
(Hodnebrog et al., 2014).

✿

A further feature influencing the results in this study is the contribution of changes in sea-ice
extent. Particularly for the OC and BC emissions perturbations, which give aweaker forcing
than theSO2 emissions perturbations, these sea-ice changes appear to be due to natural vari-
ability, rather than aforced response. However, they do contributea reasonableamountto the
total SW flux changes and surface temperature changes. This adds an extra element of natural
variability that is not an issue in atmosphere-only simulations, which have fixed SSTs and pre-
scribed sea-ice. This motivated our decision to perform three additional simulations, in order to
increase our sample size. It can be seen from these simulations that the sea-ice responds quite
differently to the BC perturbation in different simulations, even in two simulations from the
same model.

It is interesting to note the range of climate responses between models, and evenbetween dif-
ferent simulations run by the same model. This highlights the importance of using an ensemble
of simulations in studies such as this, where natural variability isrelativelylarge

✿

a
✿✿✿✿✿✿✿✿✿✿

relatively
✿✿✿✿✿

large

✿✿✿✿✿✿✿✿✿✿✿

contributor, and differences in the formulation of individual models can have alarge impact on
the results.

✿

It
✿✿

is
✿✿✿✿✿

also
✿✿✿✿✿✿✿✿✿✿✿

interesting
✿✿

to
✿✿✿✿✿

note
✿✿✿

the
✿✿✿✿✿

very
✿✿✿✿✿✿✿

similar
✿✿✿✿✿✿✿✿✿✿

behaviour
✿✿✿

of
✿✿✿

the
✿✿✿✿

two
✿✿✿✿✿✿✿✿✿

NorESM
✿✿✿✿✿✿✿✿✿✿

members

✿✿✿✿✿✿✿✿✿

compared
✿✿✿

to
✿✿✿

the
✿✿✿✿✿✿

quite
✿✿✿✿✿✿✿✿✿

different
✿✿✿✿✿✿✿✿✿

responses
✿✿✿✿✿✿✿✿✿

between
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

individual
✿✿✿✿✿✿✿✿✿

members
✿✿✿

in
✿✿✿

the
✿✿✿✿✿✿

other
✿✿✿✿✿✿✿✿

models.

✿✿

In
✿✿✿

all
✿✿✿✿✿✿

cases
✿✿✿✿

the
✿✿✿✿✿✿✿✿

different
✿✿✿✿✿✿✿✿✿✿

members
✿✿✿✿✿

were
✿✿✿✿✿✿✿✿✿✿

generated
✿✿✿

by
✿✿✿✿✿✿✿✿✿✿✿✿

initializing
✿✿✿✿✿

with
✿

a
✿✿✿✿✿✿✿✿✿

different
✿✿✿✿✿✿✿✿✿✿✿✿✿

atmospheric

✿✿✿✿

state
✿✿✿✿

but
✿✿✿✿✿✿✿✿✿

keeping
✿✿✿✿✿✿✿✿✿✿✿

everything
✿✿✿✿

else
✿✿✿✿

the
✿✿✿✿✿✿

same.
✿✿✿✿✿

This
✿✿✿✿✿✿✿✿

further
✿✿✿✿✿✿✿✿✿✿✿✿

emphasizes
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿

importance
✿✿✿

of
✿✿✿✿✿✿

using

✿✿✿✿✿

more
✿✿✿✿✿

than
✿✿✿✿

one
✿✿✿✿✿✿✿

model,
✿✿✿✿✿

since
✿✿✿✿✿✿✿✿✿

different
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿

have
✿✿✿✿✿✿✿✿

different
✿✿✿✿✿✿✿✿✿✿✿

sensitivity
✿✿

to
✿✿✿✿✿✿

small
✿✿✿✿✿✿✿✿✿✿✿✿✿

perturbations
✿✿✿

in

✿✿✿

the
✿✿✿✿✿✿

initial
✿✿✿✿✿✿✿✿✿✿✿

conditions.
✿

5 Conclusions

Air quality policies now and in the future will lead to reduced emissions of aerosols and other
SLCPs. This study aims to evaluate the possible climate impacts of these emissions reductions,
by considering aset of extreme idealised scenarios in which 100% of the land-based anthro-
pogenic emissions of individual aerosol precursor species (BC, OC and SO2) are removed. The
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experiments were performed
✿✿✿✿✿✿✿

mainly using three AOGCMs with interactive aerosols and chem-
istry, in order to capture the fast and slow responses to these emissions perturbations

✿✿

as
✿✿✿✿✿

well

✿✿

as
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿✿✿✿✿

uncertainties
✿✿

in
✿✿✿✿✿✿

these
✿✿✿✿✿✿✿✿✿✿

responses. We also included additional simulations from another
AOGCM (without interactive aerosols) for the BC experiments.

The results show strong impacts on climate of removingSO2 emissions, with an increase
in global mean surface temperature, focussed mainly in the northern hemisphere, and anorth-
ward shift in the ITCZ, driving changes in precipitationandrun-off patterns,

✿✿✿✿✿✿✿✿

patternspartic-
ularly in tropical regions.

✿✿✿

We
✿✿✿✿✿

note
✿✿✿✿✿

that
✿✿✿

the
✿✿✿✿✿✿✿✿

models
✿✿✿✿✿

used
✿✿

in
✿✿✿✿✿

this
✿✿✿✿✿✿

study
✿✿✿

do
✿✿✿

not
✿✿✿✿✿✿✿✿✿✿✿

respresent
✿✿✿✿✿✿✿

nitrate

✿✿✿✿✿✿✿✿✿✿

chemistry.
✿✿✿✿✿

This
✿✿✿✿✿✿✿

means
✿✿✿✿

that
✿✿✿✿✿

they
✿✿✿✿✿

may
✿✿✿✿

be
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

overestimating
✿✿✿

the
✿✿✿✿✿✿✿✿

climate
✿✿✿✿✿✿✿✿✿✿

responses
✿✿✿

to
✿✿✿✿✿✿✿✿✿

removal
✿✿✿

of
SO2

✿✿✿✿✿✿✿✿✿✿

emissions,
✿✿✿✿✿

since
✿✿✿✿✿✿✿✿✿

reducing
✿

SO4
✿✿✿✿✿✿

would
✿✿✿✿✿✿✿✿

increase
✿✿✿✿

the
✿✿✿✿✿✿✿✿✿

potential
✿✿✿✿✿✿✿✿

amount
✿✿

of
✿✿✿✿✿✿✿✿✿✿✿✿

ammonium
✿✿✿✿✿✿✿

nitrate

✿✿✿✿✿✿✿

aerosol
✿✿✿✿✿✿✿✿✿✿✿

formation,
✿✿✿✿✿✿✿✿✿✿✿✿✿✿

counteracting
✿✿✿✿✿

some
✿✿✿

of
✿✿✿✿

the
✿✿✿✿✿✿✿

effects
✿✿✿

of
✿✿✿

the
✿✿✿✿✿✿✿✿✿

reduced
✿

SO4
✿✿✿✿✿✿✿

aerosol(West et al.,
1999; Bellouin et al., 2011)

✿

.
The OC and BC emissions perturbations producedamuchweakersignal

✿✿✿✿✿

much
✿✿✿✿✿✿✿

weaker
✿✿✿✿✿✿✿✿

climate

✿✿✿✿✿✿✿✿✿

responses. In both cases the models were not all in agreement on the sign of the global
mean TOA SW flux change or surface temperature response. These results are different from
those obtained in other studies using prescribed-SST, atmosphere-only simulations(e.g.)(e.g.
Bellouin et al., 2015), where the forcing response to such emissions perturbations is more likely
to have the same sign in all models, since.

✿✿✿✿✿

This
✿✿

is
✿✿✿✿✿✿✿✿

because
✿

the design ofthese
✿✿✿✿✿

suchexperiments
removes much of the variability that we see in fully-coupled AOGCMsin

✿✿✿✿

due
✿✿

to
✿✿✿✿✿✿✿✿✿✿

responses
✿✿✿

in

✿✿✿✿✿✿✿✿✿✿✿

temperature
✿✿✿✿✿

and
✿✿

in
✿

ocean circulation, sea-ice, atmospheric circulationchangesandslow cloud
responses

✿✿✿✿

and
✿✿✿✿✿✿

cloud
✿✿✿✿✿✿✿✿✿✿

responses
✿✿✿✿✿

that
✿✿✿✿

are
✿✿✿✿✿✿✿✿

realised
✿✿✿

on
✿✿✿✿✿✿

long
✿✿✿✿✿✿✿✿✿✿

timescales. Overall the removal of
OC emissions leads to similar patterns of response to theSO2 experiments, but with much
weaker magnitude. There is aweak northward shift in the ITCZ, and corresponding changes
in run-off

✿✿✿✿✿✿✿✿✿✿✿✿

precipitation. The BC response is more complex, and due to the large disagreement
in response between two of the models, we includedthree

✿✿✿✿

five additional ensemble members.
Even between two ensemble members

✿✿✿✿✿

from
✿✿✿

the
✿✿✿✿✿✿

same
✿✿✿✿✿✿✿

modelthere are large differences in the
surface temperature and precipitation responses. From this study we conclude that, while BC
mitigation is unlikely to be detrimental to climate,

✿

(like in the case ofSO2 and OC mitiga-
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tion
✿

), the climate benefits are likely to be very small, and may not be discernable above natural
variability in the climate.

The Supplement related to this article is available online at
doi:10.5194/acpd-0-1-2015-supplement.
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Table 1.Summary of BCand
✿

, OC
✿✿✿

and
✿

SO4 burdens
✿✿✿

(Tg)
✿✿✿✿

and
✿✿✿✿✿✿✿✿

lifetimes
✿✿✿✿✿✿✿

(days)in the control simulation
for thethreemodels

✿✿✿✿

each
✿✿✿✿✿✿

model.

HadGEM ECHAM-HAM NorESM CAM4

BC burden(Tg) 0.080 0.102 0.163 0.144
OC burden(Tg) 0.734 0.769 1.047 0.601
SO4 burden(Tg) 3.355 5.345 1.813 1.918

✿✿✿

BC
✿✿✿✿✿✿✿✿

lifetime
✿✿✿✿

3.40
✿ ✿✿✿

5.17
✿ ✿✿✿✿

7.82
✿✿✿✿

6.28

✿✿✿

OC
✿✿✿✿✿✿✿✿

lifetime
✿✿✿✿

3.02
✿ ✿✿✿

4.95
✿ ✿✿✿✿

7.44
✿✿✿✿

4.83
SO4

✿✿✿✿✿✿✿

lifetime
✿✿✿✿

5.23
✿ ✿✿✿

4.02
✿ ✿✿✿✿

4.12
✿✿✿

3.51
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Table 2.Summary of global mean annual average climate responses.

Emission Model ∆ T ∆ SW ∆ P ∆ P ∆T/∆ SW ∆ P/∆ SW
pert. (K) (W m−2) (mm d−1) (%) (K/ (mm d−1/

W m−2) W m−2)

SO2 HadGEM 0.838 2.531 0.057 1.916 0.331 0.022
SO2 ECHAM-HAM 0.831 2.244 0.062 2.141 0.370 0.028
SO2 NorESM 0.396 1.001 0.029 1.047 0.396 0.029
SO2 Mean 0.688 1.925 0.049 1.701 0.366 0.026
BC HadGEM 1 0.085 0.108 0.013 0.431 0.781 0.118
BC HadGEM 2 -0.008 -0.057 0.004 0.123 0.145 -0.065
BC HadGEM mean 0.038 0.026 0.008 0.277 0.463 0.027
BC ECHAM-HAM -0.034 -0.164 0.003 0.097 0.209 -0.017
BC NorESM 1 -0.129 -0.555 0.005 0.171 0.232 -0.009
BC NorESM 2 -0.152 -0.548 0.004 0.135 0.277 -0.007
BC NorESM mean -0.141 -0.552 0.004 0.153 0.255 -0.008
BC CESM-CAM4 1 -0.084 -0.354 0.005 0.157 0.236 -0.013
BC CESM-CAM4 2 -0.008 -0.220 0.008 0.290 0.034 -0.039
BC CESM-CAM4 3 -0.031 -0.192 0.007 0.237 0.163 -0.036
BC CESM-CAM4 mean -0.041 -0.255 0.007 0.228 0.145 -0.029
BC Mean -0.044 -0.236 0.005 0.189 0.268 -0.007
OC HadGEM 0.250 0.572 0.019 0.653 0.438 0.034
OC ECHAM-HAM -0.025 -0.136 -0.004 -0.151 0.185 0.032
OC NorESM 0.172 0.456 0.012 0.442 0.377 0.027
OC Mean 0.132 0.297 0.009 0.315 0.333 0.031
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Figure 1. Emissions of aerosol and aerosol precursor species.(a, b): SO2; (c, d): BC; and(e, f): OC
emissions. Left column:

✿✿✿✿✿✿✿✿✿

ECLIPSE
✿✿✿✿✿✿

V4.0aanthropogenic emissions, which are perturbed in the respective
experiments. Right column: natural,

✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

non-anthropogenicbiomass burning (for the year 2008) and shipping
emissions, which are not perturbed in these experiments.
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(c) NorESM (d) CAM4

(b) ECHAM−HAM(a) HadGEM

Figure 2. Annual average zonal mean BC mass mixing ratio (µg kg−1) in the control simulation for each
model.(a) HadGEM,(b) ECHAM-HAM, (c) NorESM and(d) CAM4.
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Figure 3. Time evolution of global mean annual average temperature inthe control
✿✿✿✿✿✿✿✿✿✿

simulations.
✿✿✿✿✿✿

Solid

✿✿✿✿

lines
✿✿✿✿✿✿

show
✿✿✿

the
✿✿✿✿✿✿✿✿

member
✿✿

1
✿✿✿✿✿✿✿

control
✿

simulation for each model.
✿✿✿✿

and,
✿✿✿✿✿✿

where
✿✿✿✿✿✿✿

present,
✿✿✿✿✿✿✿

dashed
✿✿✿✿✿

lines
✿✿✿✿✿✿

show

✿✿✿✿✿✿✿

member
✿✿

2
✿✿✿

and
✿✿✿✿✿✿

dotted
✿✿✿✿✿

lines
✿✿✿✿✿

show
✿✿✿✿✿✿✿✿

member
✿✿

3.

41



D
iscu

ssion
P
ap

er
|

D
iscu

ssion
P
ap

er
|

D
iscu

ssion
P
ap

er
|

D
iscu

ssion
P
ap

er
|

Figure 4. Summary of global mean annual average changes in(a)
✿✿✿✿✿

(a–b) surface temperature,(b)
✿✿✿✿✿

(c–d)

✿✿✿✿✿✿

all-sky
✿

TOA SW flux , (c) precipitationand(d) run-off
✿✿✿✿

(e–f)
✿✿✿✿✿✿✿✿✿✿✿✿

precipitation.
✿✿

In
✿✿✿

the
✿✿✿✿

left
✿✿✿✿✿✿

panels
✿✿✿✿

the
✿✿✿✿✿✿

values

✿✿✿✿✿✿

shown
✿✿✿

for
✿✿✿

the
✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿

are
✿✿✿✿

the
✿✿✿✿✿✿

means
✿✿✿

for
✿✿✿✿

each
✿✿✿✿✿✿

model
✿✿✿✿✿✿✿

(where
✿✿✿✿✿

more
✿✿✿✿

than
✿✿✿✿

one
✿✿✿✿✿✿✿✿✿✿

simulation
✿✿✿✿

was
✿✿✿✿✿

run).
The

✿✿✿✿✿✿

values
✿✿✿

for
✿✿✿

the
✿✿✿✿✿✿✿✿✿✿

individual
✿✿✿

BC
✿✿✿✿✿✿✿✿✿✿✿

simulations
✿✿✿

are
✿✿✿✿✿✿

shown
✿✿✿

in
✿✿✿

the
✿✿✿✿✿

right
✿✿✿✿✿✿✿

panels.
✿✿✿✿

Theerror bars indicate the
95% confidence interval on the error in the mean (2σ/

√
n

✿✿✿✿✿✿✿

2σ/
√

n, wheren is 50
✿✿

the
✿✿✿✿✿✿✿✿

number
✿✿

of
✿✿✿✿✿

years
✿✿✿

of

✿✿✿✿

data
✿✿✿✿✿✿✿✿

included
✿✿

in
✿✿✿

the
✿✿✿✿✿✿

mean;
✿✿✿

i.e.
✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿✿

n = 50×number of ensemble members).
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(e)  Surface temperature change from SO2 perturbation
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(c)  Surface temperature change from BC perturbation
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(e)  Surface temperature change from OC perturbation
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Figure 5. Annual average change in surface temperature for(a, b)
✿✿✿✿

(a,b)
✿

SO2, (c, d)
✿✿✿✿✿

(c,d) BC and(e, f)

✿✿✿✿

(e,f)OC perturbations. Left column: multi-model mean maps. Right column: zonal mean. In(a, e)
✿✿✿✿✿

(a,c,e),
stippling shows points whereall three modelsagreeon the sign of the response. In (c) stippling
showspointswhere

✿✿

is
✿✿✿✿✿✿✿✿✿

significant
✿

at leastfive of thesix modelsimulationsagreeon thesign
✿✿

95%
✿✿✿✿

level

✿✿✿✿✿✿✿✿✿✿✿

(determined
✿✿

by
✿✿

a
✿✿✿✿✿✿✿✿

Student’s
✿✿✿✿✿

t-test
✿✿✿✿✿✿

using
✿✿

all
✿✿✿✿✿✿

years
✿✿

of
✿✿✿

all
✿✿✿✿✿✿✿

models).
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(e)  TOA SW flux change from SO2 perturbation
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(c)  TOA SW flux change from BC perturbation

-10 -8 -6 -4 -2 0 2 4 6 8 10
W m-2

(d)  Zonal mean TOA SW flux change

−2 −1 0 1 2
TOA SW flux change (W m−2)

−90

−60

−30

0

30

60

90

HadGEM
ECHAM
NorESM
CAM4
Mean

180W 150W 120W 90W 60W 30W 0 30E 60E 90E 120E 150E 180E
90S

60S

30S

0

30N

60N

90N

(e)  TOA SW flux change from OC perturbation
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Figure 6. Annual average change in
✿✿✿✿✿✿

all-sky
✿

TOA SW flux for (a, b)
✿✿✿✿

(a,b) SO2, (c, d)
✿✿✿✿

(c,d) BC and(e, f)

✿✿✿✿

(e,f)OC perturbations. Left column: multi-model mean maps. Right column: zonal mean. In(a, e)
✿✿✿✿✿

(a,c,e),
stippling shows points whereall threemodelsagreeon thesignof theresponse. In (c) stipplingshows
pointswhere

✿

is
✿✿✿✿✿✿✿✿✿✿

significantat leastfive of thesix modelsimulationsagreeon thesign
✿✿

95%
✿✿✿✿

level.
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(a)  Precipitation change from SO2 perturbation
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(c)  Precipitation change from BC perturbation
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Figure 7. Annual average change in precipitation for(a, b)
✿✿✿✿✿

(a–b) SO2, (c, d)
✿✿✿✿✿

(c–d) BC and(e, f)
✿✿✿✿✿

(e–f)
OC perturbations. Left column: multi-model mean maps. Right column: zonal mean. In(a, e)

✿✿✿✿✿

(a,c,e),
stippling shows points whereall threemodelsagreeon thesignof theresponse. In (c) stipplingshows
pointswhere

✿

is
✿✿✿✿✿✿✿✿✿✿

significantat leastfive of thesix modelsimulationsagreeon thesign
✿✿

95%
✿✿✿✿

level.

Multi-model meanmapsof annualaveragechangein run-off for (a) , (b) BC and (c) OC
perturbations.In (a, c), stipplingshowspointswhereall threemodelsagreeon thesign of the
response.In (b) stipplingshowspointswhereat leastfive of thesix modelsimulationsagreeon
thesign.
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