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Abstract. A simple model for turbulence kinetic energy able. Therefore, we use the model to discuss the low tur-
(TKE) and the TKE budget is presented for sheared een-bulence conditions that form first in the upper parts of the
vective atmospheric conditions based on observations fronbboundary layer during the afternoon transition and are only
the Boundary Layer Late Afternoon and Sunset Turbulenceapparent later near the surface. This occurs as a conseguenc
(BLLAST) field campaign. Itis based on an idealized mixed- of the continuous decrease of near-surface buoyancy flux
layer approximation and a simplified near-surface TKE bud-during the afternoon transition. This region of weak after-
get. In this model, the TKE is dependent on four budgetnoon turbulence is hypothesized to be a “pre-residual fayer
terms (turbulent dissipation rate, buoyancy productibeas  which is important in determining the onset conditions for
production and vertical transport of TKE) and only requires the weak sporadic turbulence that occur in the residual laye
measurements of three available inputs (near-surface-buoynce near-surface stratification has become stable.

ancy flux, boundary layer depth and wind speed at one height
in the surface layer) to predict vertical profiles of TKE and
TKE budget terms.

This simple model is shown to reproduce some of the ob-
served variations between the different studied days nger
of near-surface TKE and its decay during the afternoon tran-
sition reasonably well. It is subseyquentlg used to systenfat The daytime atmospheric boundary layer (ABL) is character-

cally study the effects of buoyancy and shear on TKE evolu-'zed by unstable stratification, turbu_lent mixi_ng of momen-
tion using idealized constant and time-varying winds durin tum, heat, scalars and buoyancy-driven eddies. These large

the afternoon transition. From this, we conclude that manyedd'es are generated by a strong surface heat flux but are

different TKE decay rates are possible under time—varyingalstO influtehnced fby wind shegr (Stull, 1988).' This is alf)lfl)ar-
winds and that generalizing the decay with simple scaffng®"t N€ar the Surtace as seen in our companion paper Niisson

laws for near-surface TKE of the forn¥ may be question- etal. (_2016)’ which we will refer o as Part 1
able. During the course of any day, atmospheric boundary layer

The model’s errors result from the exclusion of processesturbmenCe will naturally respond to different levels oesin

such as elevated shear production and horizontal advectior"fmd buoyancy production, directly influencing the level of

The model also produces an overly rapid decay of Shear5brot_urbulence kinetic energy (TKE). In addition, transportian

duction with height. However, the most influential budget dissipation of TKE can change substantially from hour-to-

terms governing near-surface TKE in the observed sheareB‘?lur as.wellhasi On|829|[t|§|; and Ion_%erhtlmi sqaler? ' tzg_eby
convective boundary layers are included, while only second" uen_cmgt e level ot T at specific heights in the '
order factors are neglected. Comparison between modeleMOde'Ing the time evolution of the boundary Iayerforgrowth
and averaged observed estimates of dissipation raterétest and decay phases of turbulence under unstable conditians ca

that the overall behavior of the model is often quite reason—be_ avery challengmg Fask, but it is important for many ap-
plications (e.qg. dispersion of pollutants).

1 Introduction
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2 E. Nilsson et al.: A simple TKE model

Several important earlier modeling studies of the day-Observation Period (IOP) days. These studies did not, how-
time unstable ABL should be mentioned. The early work of ever, cover the evolution of the TKE budget in the afternoon
Nieuwstadt and Brost (1986) and later studies of Pino ebaltransition.

(2006) considered a very abrupt instantaneous shutdown of Nadeau et al. (2011) managed to rather successfully model
sensible heat flux to zero in large-eddy simulations (LES),near-surface TKE decay in the afternoon for very convec-
which may best correspond to a modeling effort of unusualtive days using a simple heuristic TKE budget model. Their
solar eclipse events. Sorbjan (1997) instead considered usnodel’s only inputs are boundary layer depth and buoyancy
ing a cosine shaped surface heat flux forcing, which cas fitflux, and uses a simple parametrization for dissipation of
measurements relatively well for the afternoon time periodTKE. In Part 1, TKE budget calculations showed that a re-
(Nadeau et al., 2011). In Sorbjan (1997), a forcing timeescal alistic modeling of near-surface TKE for the observational
implying a length of the afternoon period of only about 1.4 h period during BLLAST requires accounting for shear pro-
was used, which can often be considered very short in midduction and vertical transport of TKE in addition to dissipa
latitudes. The study of van Driel and Jonker (2011) alsospertion and buoyant production.

formed idealized simulations for the unstable boundargiay  In this paper, we present a simple one-dimensional TKE
using LES with a variety of non-stationary surface heat fluxbudget model based on the analysis presented in Part 1 and
forcing functions and emphasized that mixed-layer modelin assumptions about approximate height dependencies of TKE
can be quite successful as long as the forcing time scales afaudget terms in the mixed-layer. We use this model to carry
not short in comparison to the eddy turn-over time scalewss out simulations for nine IOP days where near-surface mea-

Goulart et al. (2003, 2010) studied TKE using a theoret-surements and TKE budget estimates for both morning and
ical spectral model and LES data and showed a slower deafternoon periods were available. In this way, we can com-
cay of TKE during the afternoon transition when including pare our simulated TKE at different heights to observations
wind shear in their modeling attempts. This was also clearlyand discuss directly how the estimated budget terms act in
shown for TKE averaged over the boundary layer deptl inthe model to underestimate or overestimate TKE at specific
Pino et al. (2006). Beare et al. (2006) also studied aftertimes. We want to stress that this model has been developed
noon and evening transition leading up to the early morningwith the aim of aiding in the understanding of the most im-
boundary layer using LES and several studies (Brown et al.portant processes that govern TKE evolution for sheared con
2002; Kumar et al., 2006; Basu et al., 2008) also attempted taective situations, but it should not be regarded as a cample
model a realistic diurnal cycle using large eddy simulatien description of the complex reality. As will be discussed fur
These studies did not, however, specifically address the regher in the text, the model does not include processes such as
resentation of the evolution of TKE. Special attention waselevated shear production and horizontal advection of TKE,
paid to the evolution of the turbulent kinetic energy during which may be important at specific times. We use obser-
the Boundary Layer Late Afternoon and Sunset (BLLAST) vations from several different land cover-types to explore
field campaign. TKE was sampled by a combination of inde-the sensitivity of the modeled boundary layer dissipation
pendent instruments and this was a specificity and one of theates in relationship to those observed over the heterogsne
aims of the field campaign (Lothon et al., 2014; Couvreux BLLAST field campaign landscape. This heterogeneity chal-
et al., 2016). Rizza et al. (2013) studied TKE evolution with lenges some of our modeling assumptions. We insist on car-
LES and showed that boundary layer averaged TKE can obrying out the study with a simple model for near-surface TKE
tain exponents of the decay power lawfrom at least-215s and TKE budget terms because it is an important first step
to —6 as previously shown for surface layer TKE (Nadeau before more complexity and processes may be added. Com-
et al., 2011) using measurements. pared to the model proposed in Nadeau et al. (2011), which

For the BLLAST field campaign, several LES studies required a prescribed boundary layer depth and near-surfac
(Blay-Carreras et al., 2014; Pietersen et al., 2014; Darbie buoyancy flux, we add a prescribed near-surface wind speed
et al., 2015b) have been carried out on specific days afthéo carry out our modeling efforts.
field campaign. These studies have provided analysis of TKE The paper is structured as follows. Firstly in Sect. 2 we
evolution and turbulence structure (Darbieu et al., 208bld)  introduce the model main goal and description. Here we de-
have taken into account of external forcing effects such asscribe the different parts of the simple TKE model and illus-
for instance subsidence (Pietersen et al., 2014; BlayeGasr trate the height dependence of model terms. In Sect. 3, we
et al., 2014) and influence of the residual layer from a previ-guide the reader further to the relevant datasets used in the
ous day on the growth of the morning boundary layer (Blay-paper and further documentation about how the data were
Carreras et al., 2014). Model experiments for several dayselected and treated for our modeling effort. This is folow
of the field campaign, rather than specific case studies, arg Sect. 4 by evaluation of near-surface TKE and TKE bud-
also very beneficial for aiding in understanding the differ- get terms for nine simulated IOP days including discussion
ences between days better. In the context of BLLAST, Geu-of potential sources of errors in TKE prediction. In Sect. 5,
vreux et al. (2016) evaluated the ability of numerical weath we explore modeled dissipation rate for the boundary layer,
prediction models to predict TKE evolution for all Intensiv  using observed fluxes and winds from different surface land
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E. Nilsson et al.: A simple TKE model 3

covers and an area-averaged flux, in comparison to observed Given simple parametrization for the right hand side terms
dissipation rate and discuss the formation of a “pre-redigu of Eq. (1) and specified initial profile of the TKE, the budget
layer” during the afternoon transition. In Sect. 6, we use th equation can be used to solve for the evolution of turbulence
model to simulate near-surface TKE for a variety of idealize kinetic energyE(t). Our choice of using a simple parame-
afternoon conditions and discuss the results in relatiprtsh  terization of budget terms instead of first order closuremste
previously proposed “decay laws” of turbulence. Finallg w from us originally aiming at a simple surface layer parame-
conclude and summarize in Sect. 7. 225 terization, which still takes into account of simplified rade
layer effects. The eddy-diffusivity concept can be anotfer
fective approach for single-column modeling although typ-
2 Model main goal and description ical assumptions such as for instance relating transport of
TKE to the gradient of TKE can be questionable as shown in
In this section, we describe our simple model for the atjo-pyhales et al. (2013). Below we describe the simple model-
spheric boundary and surface layer turbulence kinetiagner ing of surface fluxes, the assumed flux gradient relationship
From inputs of time series of near-surface buoyancy flux,ireatment of the height dependence of the various budget
wind speed at one height in the surface layer and boundaryerms and the initial conditions. We also compare our model

layer depth estimates the model predicts vertical profifes 0tg the simple TKE budget model from Lenschow (1974) in
terms in the TKE budget equation as well as TKE. The mggdelsection 2.4.

is initialized in the morning transition and gives an approx

mate description of the surface and boundary layer evaiutio 2.2 Treatment of surface fluxes, flux gradient relation-

in terms of TKE and its budget terms during unstable con- ship

ditions until the end of the afternoon. Observations for one

BLLAST case (20 June) are shown as the model terms aré\n important driving force for the atmospheric boundary
introduced, even if the observations are described in mere d layer turbulence in unstable conditions is the surface buoy
tails in section 3. A more extensive evaluation of nearaefo  ancy flux, which controls near surface buoyancy production

TKE budget terms is given in section 4. in this simple model. In firstinstance, we will prescribesee
as determined in Part 1, from observations made at:3.23
2.1 The governing TKE equation from the ground (see later in the text for more details). In

Sect. 5, we will go on to use the preprocessed available time
In this work, we consider a simplified budget for TKE.gf series of sensible heat flux (SH), latent heat fliix £) and
the following form, assuming no advection and horizontal gbserved potential temperature time sefigsom the other
homogeneity: surfaces. The following relationship is then used assuming
there is no influence from liquid water flux:

aiE — _u/w/8£ 4+ gwlgl _ g —
ot 0z g " By = ——= (SH +(0.61c,0/L,)L,E) . )
<~ —_— —— pcpl
Tendency  Shear production: S Buoyancy production: B
OWE  ow'p/po 250 Here, By is the buoyancy production term used at the
T 0. o2 < 1) first grid point above the surface (or above the displacement
S —— Dissipation: D heightd in the case of the forest},, is the specific heat ca-

pacity of air, and’,, is the specific latent heat of vaporization.

L (=5 =5 = ., In Part 1, shear production was shown to be an impor-
Here, TKE (& F) denotes; (“ vt w ) whereu’, o', tant source of turbulence production, especially neartne s
andw’ are respectively the instantaneous deviations of alongface. To model shear production, we use an idealized Monin—
wind, cross-wind, and vertical wind components from their Obukhov similarity-based flux gradient relationship (Wits
respective mean values/ is the magnitude of the mean 2001) to determine the vertical gradient of mean wind speed
wind, which varies with height;; g is the acceleration of strictly applicable to a locally homogeneous quasi-stesey
gravity; 6 is mean absolute temperatui; is the instanz mospheric surface layer:
taneous deviation of virtual potential temperature from it

mean valuep, is the air densityp’ is the instantaneous de- U _ Egbm (i) . ?)
viation of air pressure; andis the mean dissipation rate of 9z  kz L
TKE.

L . ) , Here,u, is friction velocity, & the von Karman constant (set
The physical interpretation of the five terms in Eq. (1) from Bu?

left to right is: local time rate of change of TKE; shear pro- t0 0.4) andL is the Obukhov length scald (= _m)'
duction of TKE; buoyancy production of TKE; vertical di- in which (w@),), is the kinematic virtual temperature flux
vergence of the total transport of TKE; and dissipation #ateat surface. Based on fits to extensive data frofg$tom
of TKE. (1988), Wilson (2001) proposed the following functional
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form for the non-dimensional wind gradiegt,, :

o Measurements: u, from 3.23 m and U from 8.22 m
0.5 . . N 112 05 T
. _1/2 —CD curve relationship u, = (A,,"U, +B)*Uj))
¢m = (1 + 36|Z/L|2/3) , (4) o June 20, Stability corrected model u,
0.45r —&—June 24

*—June 25

which for unstable conditions integrates to the relatiwéy- 047]-o dune 25 °
. . *-June °

ple mean wind profile 0.35} = June 30

—*—July 1 o

2/3 03k lezz R o °
u z 1++/143.6|z/L | Ekys . oo °
U(z) = — [In— —3In |2/ L] . (5) '2 s o % 08 0 e
k| 2 14 /14 3.6|20/L|?/3 £ Ry
- . > 0ol . R o::°°§, g = oo«x

It should be noted here that a different functional form Fer t ont o8 L3 °
non-dimensional wind gradient was found in Part 1, but here ~ °'® o o //(,,? %,
we chose to keep the consensus value of von Karmans cor o1t T e
stant. We consider it may be other non-dimensional parame 005 g
ters tharnz/ L that is also needed to improve shear production °
estimates. As we shall see in Sect. 4 the chosen functione % o5 r 15 2 25 3 35 2
form provides a reasonable wind gradient and shear produc Uy, [ms™]

tion very near the surface, but less good at increasing heigh
TO. use the above \.de speed relgtlonshlp, we need to deI_:ig. 1.Measured hourly averaged from the 3.23n level is shown

termine au*,value WmCh also en'terts into the Obukhov length as a function of wind speed at 8.22in black circles. Here all

L. To do this, the wind speed is first extrapolated from the e asurements in unstable conditions for the studied 0P days are

measurement height, to z = 10 m using shown. The modei.. prediction from a simple CD curve relation-

ship with Acp = 2 x 107® sm™" andBcp = 5 x 10~ (unitless) is
In(10/20) ) (6)  shown as a blue line. The model stability correctedvalues for
In(2m/20) 9 IOP days are also shown in different colored lines with circles or

. - crosses as a function of the &0model wind speed for every 20 min
A simple drag coefficient or CD-curve approach (€D during the simulations.

u?/U%,) is then used to form an initial estimate of with
the following relationship (determined from measurements

UlO = Um

see Fig. 1): ground. Some variability is missed with this approach and it
_ may lead to systematic underestimation in the modeled
OD = AeplUio + Bep, ™ a0 when winds are higher tham2s—!. As will be evident from
where the empirical coefficients were computed tolg = time series presented in Section 4, some of_the high values
2x10~3sm~! andBcp = 5 x 103 (unitless). of measured, at 3.23m are, however, occurring very tem-

Using such au, value directly in Eq. (5) would, however, porarily and are not always cl_early Iinked_ to the mean wind
not produce a wind speed that is consistent with the mea@t 8 or 10m. Hence, they are likely not being well-predicted
sured mean wind speed at height. Therefore, an iterativé by the relgtlonshlp formed from the input of one mean wind
approach is used to determine a stability correetedalue ~ atone height.
in the following way. Firstly, a value for Obukhov length is ) o
calculated. Then, Eq. (5) is rewritten to solve fortaking ~ 2-3 Height variation of modeled TKE budget terms

into account the influence of stability:
y Here, we describe the vertical height dependence that is as-

sumed for each of the right hand side budget terms of Eq. (1).
(1 +/1+3.6[zm /L2 ) }20

At the same time, we will briefly discuss the behavior of the
1+ /14 3.6|z/L|?/3 corresponding measurements from the Divergence Site tower

(8) at four times during the afternoon of 20 June.

w, = (kU (2m))/ [znzm —3In
20

This newu, value is used to calculate a new Obukhov length2.3.1 Height dependence of the buoyancy term

and the process is repeated ten times so that convergat

L values are reached. Usually only two or three iterations arelo describe the height variation in the boundary layer, we

needed for sufficient convergence. s Use idealized linear profiles of buoyant production. These
In Fig. 1, the measured and modeledvalues are plotted profiles are in general agreement to the proposed shapes

as a function of wind speed. Measurements shown here com@gased on measurements) from Lenschow et al. (1980) and

from a set of IOP (Intensive Operation Periods) days duringthe model of Lenschow (1974) but some differences are dis-

the BLLAST field experiment, at 3.28 and 8.22n above  cussed in Sect. 2.4. We set an entrainment paranigtdn
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Fig. 2. The left panel shows the simple modeled height dependence for tigardyoproduction term in the TKE budget normalized by the
surface value (in red). A vertical green line is added-at15, which is the entrainment parameter value. A horizontal black line indicates
the boundary layer depth defined from smoothed lidar measurements whereas the horizontablightine indicates;o, the height of

no turbulence. The middle panel shows an example of the evolution ottiieal profiles during the afternoon of 20 June. Measurements
corresponding to the hourly averaged budget results for the fouintsedg the small tower are shown as colored dots. Boundary layer height
z; and height of no turbulence, for 12:30 UTC are shown as horizontal black and light blue line. The gghel corresponds to the middle
panel, but shows the model and data on a semi-logarithmic scale to bepteydise near surface behavior.

—0.15 by analysis of the large-eddy simulation results fok20 ear decay of the stress profile with height is assumed. More
June from Darbieu et al. (2015b). In Fig. 2, the normalized specifically, we assume that it decays to a value of 8@t
profile of buoyant production in the model is shown in the where there is no turbulence and hence no stresses. Assum-
far left panel. A linear decay is also assumed froyup to ing linear stress profiles may be very reasonable for very con
a height of no turbulence;,, which is defined from the ver-  vective conditions (Deardorff, 1972; Wyngaard, 2010) when
tical transport of TKE in Sect. 2.3.3. 35 their curvature is decreased to nearly zero and the contribu
In the middle and right panels of Fig. 2, we show the tion of v’w’ stresses may also be smaller (Wyngaard, 2010).
profiles of modeled buoyant production at four times dur- In more neutral conditions these assumptions may be more
ing the afternoon transition. Near-surface hourly budget e questionable, but keeping with our aim to formulate a sim-
timates centered on the corresponding times are also inple model, we keep the assumption of linear stress profiles
cluded. Boundary layer depth is prescribed from observed for all stability conditions. Also, Verkaik and Holtslagq@7)
smoothed lidar measurements and hence evolve in time, budbserved nearly linearly decaying momentum flux in slightly
for clarity only z; andz;o at 12:30 UTC are included as black unstable conditions from several wind sectors and inongasi
and light blue horizontal lines. It is clear that at 12:30 and momentum flux divergence with increasing stability in data
14:30 UTC the two upper measurement levels show highefrom the Cabauw tower in the Netherlands.
values of buoyant production than the model. It is possi- We multiply our stress profile with the wind gradient ex-
ble that some influence of large-scale sub-meso or mesogpression (given by Eq. 3) to calculate the shear production
scale fluctuations are causing higher values of fluxes a¢thesterm S at each height. Very close to the surface, any shear
heights in convective conditions. It is, however, uncldar i production term that involves a logarithmic wind dependenc
such features should be considered turbulence. We ignoreiill form a very high value. To address this, we replaced our
some of these higher values, which is, as will be shown laterfirst grid point value at in above the surface (or first grid
also not as consistent in time as the 3:2%vel measure- point above displacement height in the forest case) with-a li
ments. Itis, however, important to remember when intefpret ear extrapolation of the second and third model level values
ing these results that transport is calculated as a re<idunal In Fig. 3, we show the modeled and observed shear pro-
other budget terms as described in section 2.2.5 of Part 1. duction for the afternoon of 20 June. It is clear that even
s though the model has roughly the correct order of magnitude
2.3.2 Height dependence of the shear production term at 2.23 and 3.2&, the modeled shear production term de-
cays too quickly with height to a value of near zero at about
The shear production considered in this simple model is60m. The measured shear production may instead indicate
given by —uw/w’(z)2Z, where the wind gradient is given by that in the middle of the boundary layer, some mixed layer
the expression discussed in Sect. 2.2. For the profile afsstre shear production takes place, which is not accounted for in
we first form a surface value’w’, = —u2 and then a lin-  this model driven by only surface measurements and bound-
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6 E. Nilsson et al.: A simple TKE model

ary layer depthz;. The wind gradient expression we hawe We solve forT;, . by requiring that the transport terffi,
used is also only meant to be used in the surface layer, anghtegrates to zero over the depth of the turbulent boundary
our measurements may suggest that it works best only in théayer. That is, from the surface tqy. Given the transport

limit of low heights. fraction Tt, the termT}, can now be obtained, but this only
] makes up one part of the total transport term in the model.
2.3.3 Height dependence of transport of TKE ss  In accordance with Eq. (9), we will first describe the trans-

ort related to shear producti@. This term is given by the

Figure 4 shows the modeled and observed transport te”ﬁxpression:

of the TKE budget. The total vertical transport consists of

both pressure transport and turbulent transport (Stu8L9 T, (z,t) = —(TF — p)S(z,t)(1 — 2/ zi0). (14)

which often can be of different sign (Moeng and Sullivan,

1994). Here we will model only the sum of these two terms _5(2,1) is the height and time dependent shear production,

related to the available buoyancy and shear production of i the near surface transport fraction anis a small pos-

TKE. This is of course only an approximation of a more com- itive free parameter that is determined such that the trans-

plex reality but it is shown in Puhales et al. (2013) that alsoPOrt term7y integrates to zero over the depth of the turbulent

more advanced eddy-diffusivity closures using the velrtica Poundary layer. This produces a transport profile with a neg-

gradient of TKE can be questionable in comparison to LESative layer near the surface transporting some of the near-

data. s surface shear generated TKE to the upper parts of the bound-
The modeled transport term consists of both a transporf'Y layer and a positive layer above indicating the trartspor

due to buoyancy produced TKE and shear produced TKE!€rm as a source of TKE at these heights. It also implies that

Such an approach may of course be criticized as turbulencthe factorp alters the near surface transport fraction value,

in reality cannot be separated in such a way, but we are neyout usually only a few percent.

ertheless not the first (Mangia et al., 2000) to suggest sugh a  Finally, the transport fractiofft, defined as the ratio of

approach when attempting to simplify the situation for a-sim (minus) the total near surface transport and the sum of near

ple model. Based on studying vertical profiles of transport i Surface shear and buoyancy production, is givengs.ade-

sheared convective large-eddy simulations (Moeng and SulPendent function, based on our TKE budget analysis in Part 1

livan, 1994; Darbieu et al., 2015b), we adapt a very idedlize Where we determinedr,

transport term¥” which consists in one paft, more directly

related to the buoyant production and one transppthat is —br 0.542/L — 0.45

related to the shear production term. At each height they ar&;(z/L) 1+ 07— 152/ L) Vi — 2L

related as: P+ Om
465 (15)

o ) ) ) ) ) Equation (15) is compared to measurements in unstable
The termT;, is given by a linear increase with height with oo itions in Fig. 5, both for the afternoon and morning pe-

slopek; for heightsz up to the boundary layer depthas: riod with 4 orders of magnitude of variation in terms of the

Ty(2) = Ty, + k12 (10)  stability parameter/L. It is a good match to data for the
_ a0 morning period (blue circles and bin-averaged data with er-
At the boundary layer height, the term reaches a maxi- o1 pars) except possibly very close to neutral where tra err
mum valueTs,,, and above the boundary layer depth a Sym-pars are much larger mainly because of a specific time period
metric—k, slope is assumed so that tiigis given by: in the morning of 25 June with indication of transport to the
Ty(2) =T, —ki(z—2). (11)  near-surface layers either from above or through a horizon-
a5 tal advection of TKE. Also, in comparison to the afternoon
This also determines the height of no turbulengeas the  gata, the expression is a good match very near neutral, but it
height abovez; whereT},(z) becomes 0. The surface value potentially overestimates transport over the range-of L
Ty, needs to be specified and it is determined by a fractionhetween about 0.5 to 7. It is, however, within the one stan-
T of the total transport to the total near surface prOdUCtiondard deviation error bars. A differelayL expression’ which
and the time dependent surface buoyant production of JKEnay fit the afternoon data better, would still not be general
as as it would degrade the performance during the morning pe-
Ty, (t) = —T} Bo(t). (12) riod. Changing the near-surface transport fraction vad_xm t
constant of about 0.4 would also be possible and will only
We shall soon determing; from measurements, but first affect our simulation results slightly. Future work shoblel
to solve Egs. (10) and (11) we also need the slop@hich,:; aimed at understanding if the observed difference between

max

is given by: the build-up and the decay phases of turbulence are linked
Ty, .. —Th, to some other non-dimensional parameter combination. As
ki = i 0 (13)  afirst approximation, we apply the presented relationship a
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Fig. 3. (Left panel) Modeled (in lines) and observed (in dots) shear produdtiothe afternoon of 20 June. Red, green, black and blue
colors correspond to 12:30, 14:30, 16:30 and 17:30 UTC respecthelyzontal black lines correspond to boundary layer deptand
the light blue horizontal line to height of no turbulengg at 12:30 UTC. The right panel shows the model and data in a semi-lagéeith
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representation to better display the near surface behavior.
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Fig. 4. Same as Fig. 3 but for the transport term of the TKE budget.
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the first grid point Im above the surface in our model. In the proximated as abot4. The relationship fof;,,,, becomes

case of the forest, the relationship is instead appliedet throughlyT, = (0.4/v/2)B, which corresponds to approx-

first grid point above displacement height imately 28% of the near surface buoyancy production value.
The profile of total transport is shown in Fig.4. A coupie This value will also dominate the maximum value in the total

of things can be pointed out about the modeled profile. Dueransport profile because the transport due to shear produc-

to the symmetric assumptions the ratioz@f/z; is constant  tion is generally much smaller (at least for the wind speeds

and equal ta,/2 except for a minor adjustment related to us- encountered during the BLLAST field campaign).

ing fixed height levels in the model. The depth of the entrain-

ment zone is also constant and about 38.5% of the boundarg-3-4 Height dependence of the dissipation term

layer depth £;o) for our choice of an entrainment parameter o ) ) )

of —0.15 taken from LES simulation (Darbieu et al., 20158). The dissipation rate of TKE is (_:alc.ulated in the model using

The value ofT,, .. will depend onBy(t) and the specified the TKE length scale parametrization presented in Part 1:

near surface transport fractidi which, however, can be ap- 3
E3/? 2.2 0.00
D=-— = _E3/? (+ 6). (16)

le 2 z

The modeled profiles of dissipation for the afternoon of
1 , ‘ ‘ ‘ 20 June are shown in Fig. 6 as colored lines and shown with

- si5  both the near-surface dissipation as dots, UHF wind profiler

2 05 ! Lol ° ° coe oy 4 estimates from 17 as lines with circles and estimates from

8 J + T+ - 0 oo © . aircraft as crosses at two height intervals ofay$or 14:30

5 OJT °. and 17:30 UTC. Near the surface, it is clear that the modeled

@ ° dissipation decays more rapidly with height than it showd b

E -0.5] 1 s» cause of too rapidly decaying in the shear production term,
leaving to little shear produced TKE(F) at 8m. The mod-

eled dissipation in the boundary layer compares well to the
-z/L aircraft estimates of dissipation and in order of magnitude
to the UHF profiler estimates. However, the UHF profiler

o
o E
o
(2]
o
>

s estimates shows a maximum at some height around 500—
S 600m, which the model and aircraft measurements do not
"é 051 J show. It is not easily determined if this often seen featare i
:; ol UHF profiler estimates is realistic. Large-eddy simulagion
8 for this day did not show a pronounced maximum in dissipa-
% 05 s tion rate (Darbieu et al., 2015b,a). The only way our simple
= parametrization could produce such a maximum in dissipa-
> ‘ . ‘ tion rate is if the TKE itself have a maximum at these heights.

10 10 S 10 10 Vertical wind variance is well known to have a maximum at
h some height around 0.3-@,4 whereas LES often produce
s @ maximum of TKE closer to the surface (below 10)
Fig. 5. Near surface transport fraction defined as minus the ratioAlso, this simple model predicts such a feature on several
of the total transport term to the sum of buoyancy and shear pro-of the more convective days at around 40:50ut fails to
duction. Red circles show hourly averaged data from the afternoordo so on 20 June as we will see in a following subsection.
period from 12:00 UTC to zero buoyancy flux ferz/L > 5 when
data are sparse. Blue circles show the corresponding data from thg.3.5  Specification of initial neutral morning conditions
morning period from positive sensible heat flux up until 12:00 UTC.
The data coverage is successively better for more neutral stabilThe TKE budget equation is used to solve for the evolution
ities and we show averaged data with error bars correspondingf TKE from neutral morning conditions until the end of the
to +1 standard deviation for both afternoon and morning period afternoon. At the beginning of the simulation, for simplic-
data for different intervals of the stability parameter/L. The ity, we therefore assume the buoyant production t&n)
intervals used have sizes 0flz/L for —z/L < 1.0, 0.5z/L for to be zero at all heights. The shear production t&in) is
1< —z/L < 3 and one additional intervall < —z/L < 5 is also : . .
ﬁ)g_calculated as before. The transport term is in this case only

included. The lower figure corresponds to the upper, but with & ified f h f . d the sh
arithmic abscissa to better display the very near-neutral data and tgPecified from the transport fraction and the shear term as

also include a few hours with »/L values above 10. In both fig- —9(2)7% to avoid an uncompensated positive layer in the up-
ures, the model expression for transport fraction, which is appliedPer part of the boundary layer.

at the first gridpoint (in above the surface) is included as a black ~ Our treatment of initial conditions for dissipatiafi(z)

line. sso and turbulence kinetic energ¥(z) also differs from other
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1500 - ——12:30 UTC 103k
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Fig. 6. Same as Fig. 3 but for the dissipation term of the TKE budget. Here, sewbatiid hourly averaged dissipation estimates are also
included from the UHF wind profiler from 1734 (lines with circles). Estimates of dissipation from the Piper Aztec aircraftraaiuded

as colored crosses. Here, all aircraft flight legs during one hawersd on 14:30 and 17:30 UTC respectively were averaged for height
intervals of 75m.

1500 ——12:30 UTC| | 103F
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TKE [m?s7] TKE [m?s7?]

Fig. 7. Profiles of TKE during the afternoon period on 20 June. The colomselig the same as in earlier figures. The measurements on both
the small tower (2—&1) and the taller 66n tower (30-6Gn) were averaged and are shown wittl standard deviation. The data at times
14:30 and 16:30 UTC were displaced slightly in height to more easily seeadlEars. The vertical error bar denote upper and lower height

limits of data. Also included (at 12:30 and 17:30 UTC) is TKE from a tethemdbdin-borne 3-D sonic operating at about 70 and %20
respectively.

time steps since there is no history of the flow to take intolowing time step will not obtain a large sudden jump when
consideration at the first time step. Here, we first assunte thausing the profileF(z) to estimate dissipation using Eg. (16).
the initial TKE tendency is negligible (such th% =(0)andso It should be mentioned that height(or height above the
then solve forD(z) based on the shear production and trans-displacement height in case of the forest) is for simplicity
port term, hencd(z) = —(S(z) +T'(2)). Then, we use this ignored here, but model tests showed small differences in re
initial dissipation and estimate an initial TKE profile from sults for the evolution of modeled TKE at midday and after-

2/3
B(z) = (=22)"" such that the dissipation in the fol- """
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Our choices for initial conditions and modeling of morning at 16:30 and 17:30 UTC. However, the individual levels on
transitions should be recognized only as a very crude attempthe towers (2.23 and 614) will be shown in time series
to represent a much more complex reality. Angevine et alplots in a later section which have quite reasonable leviels o
(2001) for instance showed that during the morning transi-TKE for 20 June considering the large variability in 10 min
tion a shallow mixed layer develops within the stable bound-values that occurs during these convective conditions.
ary layer and deepens rapidly when its potential temperatur The model only predicts an increase of TKE from the first
attains that of the residual layer. This indicates much meremodel level to the second, due to the prescribed reduced
complexity for the growing phase of turbulence than what weshear production at the first grid point compared to the sther
assume here in our simple modeling. Initial conditions can,Otherwise, the model shows a decrease in TKE with height,
however, have limited influence on our results in midday andwhich is not necessarily true at all height ranges. The mea-
for afternoons if TKE remains close to its quasi-equililbniu  surements often show a small increase in TKE from 2.23 to
value and also because there are many hours from our typical.22m (as is clear from Table B3 in Part 1), but consistently

starting point around 05 UTC until midday. lower TKE levels at the 66 tower imply a maximum of
_ _ TKE somewhere close to the surface at a height on the order
2.3.6 Height and time dependence of TKE of tens of meters. As mentioned above, this simple model is

) ) ) . capable of predicting a maximum of TKE near the surface
The cglculatlon of TKE tenden_cy is essential for the time 4 3round 40—56 for some of the more convective days of
evolution of TKE. It was shown in Part 1 that TKE tendency ,q fie|d campaign. Then the model also often overestimates

Is typically much smaller than the other budget terms, but ify,o TKE |evel at the 61 tower. This could indicate that the
it would be completely zero there could not be any eVO"“ionmaximum of TKE should be placed even lower tham40
of the TKE so there is a difference between true steady-state

and quasi-steady conditit_:Jns. ) ) .. 2.4 Differences and similarities compared to the model
_ In our model the e_vo_lutlon ofTKE_ls de_termln_ed by aflrggge from Lenschow (1974)
difference (forward in time) calculation with 1 s time steqla

1m vertical resolution from the other budget terms using theFigures 2-4 and 6 show the general shape of our modeled

TKE budget equation. TKE budget terms which can be compared with another sim-
ple TKE budget model from Lenschow (1974). To ease the
E(z,tni1) — E(z,t) comparison we h{ive given a summary of the model from
A7 = S(2,tn)+B(2,tn)+T (2,tn)+D(2edn) Lenschow (1974) in Appendix A and also plotted the result-
(17) ing profiles for a convective case in Figure Al and a near-
neutral case in Figure A2. In these figures we have also in-
The model can be considered semi-analytical in the senseluded vertical profiles from our model for July 2 from times
that it contains only a numerical finite difference time- when the same strength of overall stratification in terms of
stepping scheme, but in all other ways is just a simple«pa-; /L of —1000 and —1 occurred. It should be said that
rameterization. was 980 m and950 m respectively for the 2 July cases and
The resulting vertical profiles of TKE are shown in Fig. 7 thus differ only 5% from the 000 m used for the model from
for the afternoon of 20 June. In this figure, TKE at the small Lenschow (1974).
tower (2.23-8.22n) was averaged and a standard deviation Concerning modeling of the buoyancy term in Lenschow
was calculated for each hour centered around 12:30, 14:3Q1974) the main difference is a further inclusion of some
16:30 and 17:30 UTC. The result is shown with a vertical er- more fitting parameters for the shape of the vertical prdfile i
ror bar indicating the minimum and maximum of the data. the normalized height interval87 < z/z; <1 in their case
The same procedure was applied for thenb@wer data, (see Eq. A3 in Appendix A). Also, they make no predic-
which consistently showed lower TKE levels compared totion of TKE budget terms above the boundary layer depth,
the near surface TKE. The procedure was also applied tavhereas we assume an entrainment zone that reaches above
limited 3-D-sonic anemometer data from a sensor suspendetthe height of minimum buoyancy flux.
from a tethered balloon (see Canut et al., 2016, for details) For the shear production term Lenschow (1974) explored
Data were available at 70 m and 520Gn above ground at both assuming a constant shearing stress (their model with
12:30 and 17:30UTC. At 14:30 and 16:30 UTC, the tower this assumption is repeated in Appendix A) or a linearly de-
data has been slightly vertically displaced to better shmsd caying shear stress in the mixed layer. Lenschow (1974) also
error bars without overlapping too much. used a slightly different normalized wind gradient than us,
It is clear that the model produces TKE of the right order but in general very similar results were obtained.
of magnitude and predicts the general reduction of TKE with  The profile of total transport shown in Fig.4 and Fig.A1
height from the smaller tower to the 60tower. The decay compares qualitatively quite well to the modeled transport
of TKE in time may, however, be somewhat to rapid in cem- term in Lenschow (1974) with a negative layer in the lower
parison to measurements, as indicated by the low TKE levelboundary layer and positive layer above. A linear profile
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shape in the mixed layer and a stronger curvature neasth8 Observational data and processing

surface due to the effect of shear production is also present

in both models (Figs. Al). The exact value of thisterm at spe-3.1 Description of data sets

cific heights differs, however, between these two models due

to our inclusion of TKE budget terms also above the bound-Our proposed model is based on a simplified TKE bud-
ary layer depthe; and because of our specified near-surfaceget including idealized height-varying terms for shear-pro
transport fraction. In near-neutral conditions the modetf  duction, buoyant production, transport and dissipatiois |
Lenschow (1974) obtains negligible transport in compariso driven with surface measurements (wind speed and fluxes)
to shear production and dissipation terms (see Fig. A2(b)and boundary layer depth. In this section, we describe the
whereas we retain more transport (most clearly seen neasbservational dataset that is used (see Table 1) to drive the
the surface) also in these conditions (with=: 0.36). For model, and to evaluate it on TKE budget term estimates.
very convective conditions we obtaindd = 0.46 whereas The BLLAST field campaign took place in June and July
Lenschow (1974) has a transport fractibns 0.57. This is;o  of 2011 in southern France at Plateau de Lannemezan, a
of course an uncertain parameter that could be investigateglateau of about 20@m? area, nearby the P§mées foothills,
more in future work. Data from Dupuis et al. (1997) may for at equal distance from the Mediterranean sea and from the
instance suggest a value as large as 0.69 in convective-condhtlantic ocean (about 200 km). The surface is covered by
tions. heterogeneous vegetation: grasslands, meadows, crops, fo

Qualitatively the vertical profile of dissipation is similas est. Several measurement sites were placed in the study area
in our model compared to the model from Lenschow (1974)to obtain information of surface fluxes and winds from this
in convective conditions, illustrated in Fig. A1, with high  heterogeneous landscape (Lothon et al., 2014).
dissipation closer to the ground but with some important dif ~ Firstly, we will use wind speed and buoyancy flux from a
ferences with increasing height. The dissipation appresich 8 m tower so-called “Divergence Site” angdestimates from
a constant value with height in the model from Lenschew lidar measurements (all described in Part 1) to drive model
(1974) whereas in our case it responds to the decreasing tusimulations for 9 IOP days. The lidar measurements were
bulence levels with increasing height. The exact level sf di chosen due to slightly less fluctuating estimates compared t
sipation in the two models close to the surface is also differ the UHF (Ultra High Frequency) wind profiler estimates. On
ent under different stratification, mainly due to our difflet 26 Junez; from the UHF profiler was used because no li-
approaches to model vertical transport of TKE. ns dar estimates were available. The hourly TKE budget results

From Fig.A2 it is clear that the overall dissipation in from the Divergence Site is also used to evaluate the model
our model can appear large in comparison to the model offKE budget terms and near-surface TKE. Furthermore, TKE
Lenschow (1974) at the end of the afternoon. Our modeledrom the 60m tower was computed at three measurement
profile is, however, taken from the very last minute before heights (29.3, 45.8 and 61u) with the same procedure as
buoyancy flux becomes zero, when all surface forcingssaredescribed in Part 1. Hence, 10 min TKE values were calcu-
quite small. The dissipation term in mid-boundary layer is lated before any further 1 h running mean procedure was ap-
in fact only about-2.6 10~° m?s~2 at this point, but in a  plied. For evaluation purposes also a limited set of data fro
relative sense it is larger than in the model from Lenschowa 3-D sonic anemometer suspended from a tethered balloon
(1974). The reason for this larger dissipation term in ourwas used, see Lothon et al. (2014). For evaluation of bound-
model in the overall boundary layer is because we linkedsourary layer dissipation rate we also use estimates from a UHF
dissipation to the level of TKE. This introduces a slight mem wind profiler and measurements from full aircraft flight legs
ory effect of conditions that happened earlier in the simula These data sets are all found on the BLLAST database, see
tion that is not present in the model from Lenschow (1974). BLLAST (2015).

It is worth to note again that TKE tendency is assumed Secondly, as an exploration of the sensitivity in model-
to be exactly zero in Lenschow (1974) and no predictiom.ofing results, we also use observed sensible and latent heat
TKE is therefore provided by this model. We included our fluxes along with observed wind speed and temperature from
TKE tendency term as blue lines in Fig.A1(b) and Figs.A2(a) 5 other land surface covers (moor, corn, grass, wheat and
and (b). In convective conditions it is clear that the terayen forest) to drive our TKE model. The fluxes are obtained
term is very small compared to the other forcings. For ourfrom the uniformly processed data set by De Coster and
very close to neutral case at the end of the afternoon the-&KBPietersen (2012) using the EC-PACK flux computation algo-
tendency is also small in actual unitsZ.5 10> m?2s~3 at rithm (Van Dijk et al., 2004). These flux time series are based
0.5z;) butis not a negligible term in comparison to other bud- on 30 min averaging periods and were also used by Hartogen-
get terms in mid-boundary layer. There it will be mostly de- sis (2015) to derive area-averaged fluxes for the Plateau de
termined by the available TKE that influences our modeledLannemezan area, based on the land use and complementary
dissipation term. 0 energy balance modeling for urban and bare-soil surfaces

where no measurements were available. We will also show
results for boundary layer dissipation rates based on such 2
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Table 1. Brief description of BLLAST measurement sites and data sets with thereglgbuoyancy flux, winds and temperature for the
modeling of TKE. Also listed are the roughness length) @nd displacement heightY values in the model. For additional details see
Lothon et al. (2014).

Name Height Height Sampling Aver. zo Disp. height
[ma.sl] [ma.g.l] rate [Hz] period [min]  [m] d[m]

Divergence site 591 (2.23, 3.23,5.27, 8.22) 20 10 0.02 0
60m tower 602 (29.3, 45.8,61.4) 10 10 - -
Grass site 580 2.55 20 30 0.02 0
Corn site 645 2.93 20 30 0.02 0
Moor site 641 2.93 20 30 0.02 0
Wheat site 582 3.0 20 30 0.02 0
Forest site (Pine) 620 31.55 10 30 0.2 % 20
2km x 2km - 8.22 (for wind speed) - 30 0.02 0

by 2km area-averaged fluxes centered on then@@wer ins:0  smoothing of the data. This procedure was adopted as we,
Sect 5. The specified data set including both observed timespecially for wind speed at these sites, found rapid vari-
series, area-averaged fluxes, land use maps, documentatiations in time and our intention is to attempt to model the
and quick-looks are found at the BLLAST website under the more general slow decay of turbulence kinetic energy rélate
section “Area-averaged flux maps” in the BLLAST database.to persistent changes in surface flux forcing and the slower
In Table 1, we briefly summarize information about #he trends observed in wind speed.
surface datasets used. Here we also list the roughnesf lengt For boundary layer depth estimates, a 1 h running mean
2o used in model simulations for the various sites. A value oftime series was formed in a similar way. Here, before linearl
2 cm was estimated for the Divergence Site based on a periodhterpolating, a representative boundary layer depthevidu
of reasonably steady winds in near neutral but slightlylstab the morning at the start of each simulation was subjectively
data (not morning or afternoon transition data). This valueestimated from the observed growing trend:pfater in the
was also used for simplicity at all other sites and data setsnorning. This was done despite of sometimes sparse obser-
except over the forest where it was increased by a factor ofational estimates in the early morning. For the 9 consitlere
10 and a displacement height of 2/3 of an estimated averagdays starting at 20 June and ending at 5 July the following 9
tree height of 2@n was used (Garratt, 1992). initial values ofz; were specified: (150, 250, 200, 150, 200,
We will show results from 9 of the 10 IOP days previously 150, 100, 200, 20Gh. This was needed to have a full time
considered in Part 1. This is because on 19 June there wergeries of smoothly varying boundary layer depth evolution
no measurements available from the Divergence site beforé.e., z;(t)) for the full time period of simulation, as required
10:00 UTC and we chose to consistently do simulations con-by the model.
strained by observations from the time of positive sensible
heat flux in the morning until the end of the afternoon, de-3.3 Treatment of dissipation rate from UHF wind pro-
fined from zero-buoyancy flux. This choice is to allow fgr filer
the turbulence to build and decay during a long time period
of sheared convective atmospheric conditions for each day. gy evaluation of our model the data set of UHF wind profiler
data described in Part 1 also includes estimates of TKE-dissi
3.2 Description of data time series treatment pation rate. It was available at an average temporal résalut
of 5min and a spatial resolution of b starting at a height
The data sets described above all consist of estimates-e&difof 175m. We used the UHF profiler data from Site 1 (closest
ferent parameters, wind speed, buoyancy flux (or sensibleéo the Divergence Site tower and iDtower, Lothon et al.,
and latent heat flux plus potential temperature that can b&014). These estimates of dissipation rate were based on
used to estimate buoyancy flux) andat different temporal  Doppler spectral width following Jacoby-Koaly et al. (2002
resolutions. Before using these data to drive our TKE modeBest estimates were formed from the median of the four
we formed time series ofdltemporal resolution in the folw obligue beams. We used the same software as described in
lowing manner. Part 1 from Garcia (2010) to gap-fill and smooth the data set.
The time from positive sensible heat flux until zero buoy- The data were placed on a uniform time-height grid by obser-
ancy flux was estimated for each day and time series manuvational minute and using the Tibvertical resolution. Then,
ally checked. A few suspicious values in various times serie a smoothing parametef of 10~! was used with 5 repeated
were removed in this process. Then, a linear interpolationiterations and an extra smoothing in time using a 15 min run-
to 1s values was applied followed by a 1 h running meanning mean value for each vertical level.
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Fig. 8. The upper row shows the modeled stability corrected friction velocity (biaely and observations at 3.23 (red line with dots)

for 9 simulated days. The simulations are performed only for unstabidittons whereas measurements are shown between 05:00 and
19:00UTC on all days. The middle row shows the measured wind graaien?3, 4.23, 6.7 as thin blue, black and red line with dots
and the corresponding modeled wind gradients is shown as full bluds afatred line for the 3, 4 andrid model levels. The lower row
shows the modeled shear production interpolated to the measuremeristidithe three upper levels on the small tower as full lines. The

corresponding hourly budget shear production values are showluasblack and red filled circles when available under the conditions
discussed in Part 1.

For evaluation, we also compared model estimates withdiverse set of conditions that occurred on these 9 daystéespi
UHF estimates and aircraft estimates of TKE dissipatioa rat its deficiencies. The second aim is to discuss why the model
from the Piper Aztec research airplane (Lothon et al., 2@34) produces unreasonable results. This indicates poteatakf
For that comparison, a further averaging of the UHF data forareas for future model improvement.
the same observational times as the corresponding flight leg

followed by interpolation to the average height of the flight 4.1 Evaluation of near-surface TKE budget terms
leg was performed.

To display the slower trends and evolution of TKE dissipa- The upper row of Fig. 8 shows the model’s stability corrected

tion rate in a height time representation, the 5 or 15 MIN-AVeTr triction velocity u, as black lines and observations at 3u23

aged datasetsl was fconsidhe red still quitel_sgafttered and &8s red lines with dots. It is clear that our approach gives rea
ning mean vaiue of oneé hour was applied 1or comparsong, e estimates of. on many occasions, but also it misses

\gith the modeled dissipationhra(;e. Tr(;is iz rea?onak?lle hfaresome low and especially high values that occur for periods
ecause we use a 1h smoothed wind and surface flux tim f 1 or 2h. Further, the modeled friction velocity, based on

series as input to forpe thg ".‘Ode' and hence do not model thf3r1ainly the mean wind speed, does not always reflect this ob-
more temporary rapid variations of TKE budget terms. s Served variability and produces a smoother evolutiom.of

for each day.
The middle row of Fig. 8 shows the measured wind speed
4 Evaluation of near surface TKE and budget terms: 9  gradient based on 10 min values as thin colored lines with
IOP days dots and the modeled wind speed gradient as thicker colored
sss  lines. In this case, it is clear that wind gradients shifidgp
In this section, we compare the simple model to measureand the model, as a consequence of our simplifications, cap-
ments for 9 IOP days studied in Part 1. The first objectivetures only some of the low frequency variability of the ob-
is to investigate the simple model’'s ability to predict a-rea servations. This is, however, not always the case (see e.g.,
sonable near surface TKE and TKE budget evolution for the27 June as well as 2 and 5 July). The too rapidly decaying
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Fig. 9. The upper row shows the observed hourly averaged buoyancygiiod at 2.23, 5.27, 8.22 (filled blue, black and red circles) and
the corresponding model buoyancy production (lines). The middlestmws the corresponding observed and modeled values for transpor
The lower row shows the observed and modeled values of dissipation.

shear production term with increasing height in comparisonwas already noted in Fig. 3. On 30 June, which had vari-
to measurements stems from both deviations in the assumeable cloud cover, similar errors are also seen, but otherwis
wind gradient and height dependence of frictional stress.  in most cases the differences between model and measure-
The observed hourly shear production is shown in thements are smaller for this more directly forced budget term.
lower row of Fig. 8 with colored dots. The model (thick  The middle row of Fig. 9 shows the modeled and observed
lines) does capture some of the day to day variability.buttransport, which show significantly larger scatter in olsdr
the smooth model results do not capture all of the individualvalues compared to the buoyant production and larger indi-
hourly variability seen in the measurements. Furthermoreyidual discrepancies between model and measurements. Par-
shear production tends to be underestimated at times withicularly on days with more wind, the scatter is larger such
higher shear production such as on 25 and 26 June. Thias on 20, 25-27 June. As discussed, it is challenging for the
underestimation is more severe anh&s a consequence®f model to capture the shear production well on an hourly ba-
the shear production height dependence, which decays tosis and also the modeled transport has a smoother evolution
rapidly with height. This is seen on 25 and 26 June, at thein time than the observations.
end of the afternoon of 27 June and to some extent, on 20 The lower row shows the observed and modeled dissipa-
June and in the middle of the day on 1 July. Underestimatiortion. The model captures much of the day to day as well as
of the generation of TKE from missing periods of high wind hourly variability, but at times of strong shear productiin
speed is natural because the source of TKE depends.on underestimates at the 8.22level. This is observed on 25,
The importance of these excursions will, however, also de26 and the afternoon of 27 June as well as in the middle of
pend on how quickly departures from quasi-equilibrium arethe day on 1 July. The model also overestimates dissipation
damped. somewhat on 2 July and during the morning period of 5 July
The observed and modeled near surface buoyant presuaintil around 12:00 UTC.
tion is shown in the upper row of Fig. 9 and is in gen- All these observed errors in the modeled TKE budget
eral a good (albeit smoothed) representation of the measurderms, which may at times be considered quite small, can
ments. On 20 June at 12:30 UTC, the model underestimatelead to problems in the prediction of the TKE as any sys-
the measured buoyancy production at 5.27 and 8.2%
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tematic errors can cause an accumulated effect for the TKbbserve that the model underestimates the TKE especially

prediction. when the wind in the lower CBL and near the surface is from
East, rather than typically from North or North-East for the
4.2 Evaluation of near-surface TKE o5 rest of the time. The easterly flows happen on 25 and 26

June, in the late afternoon of 27 June and in the morning

We find the modeled results of TKE at the 2183evel and  of 5 July (see wind direction close to the surface in Part 1,
61.4m level presented in Fig. 10 quite encouraging and in-Fig. 3). All these periods correspond to an underestimated
dicative that our reported budget term expressions caw+epr TKE in the model at 61.4. This could be linked with the
duce well the overall level of observed TKE. There are, haw-presence of a band of forest to the East and the Lannemezan
ever, obvious discrepancies between the model and measureillage behind, and that either the flux or the shear produc-
ments that need to be discussed further. tion that we use do not represent their effect. It could akso b

For the 2.23n level, shown in the lower row of Fig. 10, due to advected TKE from the East. These effects related to
the model underestimates the TKE on 8 out of 10 days aheterogeneity in the landscape in combination with shgftin
the beginning of the simulation up until around 08:0@.0r wind direction also causes the reconstructed flux (at the 60
09:00UTC (at least). This is probably mostly related to un- tower) to have a variable contribution from different sada
certainty in the way we define initial profiles of TKE for neu- land covers both on a daily and hourly basis. A flux footprint
tral morning conditions. The level of TKE at2 during mid-  analysis may, however, not be directly translated to apply f
day is relatively well-captured on many of the days but too a variable such as TKE. Therefore we mainly conclude that
low on 2 and 5 July. On 2 July and the morning of 5 duly the model performs reasonably well at 2i2&nd less well,
this could be due to a slight overestimation of near surfacebut still with the right order of magnitude for TKE at 6 n#l
dissipation. On 5 July there are also a few hours of an ob-
served positive transport term at some heights (and small at
other heights), implying a potential import of near surface 5 Sensitivity test of surface boundary conditions: influ-
TKE, which if it did occur cannot be captured by the sim- ence on boundary layer dissipation rate and the for-
ple model. This was also observed very temporarily on 27  mation of a pre-residual layer
and 30 June, which as discussed in Part 1, could be related
to variable cloud cover and/or uncertainty in dissipatisme As an exploration into the sensitivity of model results tb di
timates. With this one dimensional model, it is difficult to ferent observed fluxes and winds over different surfacesype
draw conclusions regarding the import of TKE from above we show in Fig. 11 modeled dissipation rate for 30 June from
or by horizontal advection. On the morning of 25 June, how-five simulations over corn, moor, forest, wheat and grads wit
ever, there are several hours with observed positive valies available measurements. Also shown are model results for
the transport term at all measurement heights and thissanatghe Divergence site and using a 2 bR area-averaged flux,
have additionally contributed to an underestimation ofrnea as well as the observed dissipation rate from a UHF wind pro-
surface TKE in the morning of this day. filer. On this day, there was no distinguishable bias between

At 61.4m, the TKE level is underestimated on 25 and 26 dissipation rates from the UHF profiler and aircraft measure
June and at the end of the afternoon on 27 June. It is likelyments (not shown here) and therefore a comparison of the
a consequence of too rapidly decaying shear productiomwittoverall modeled boundary layer dissipation with the obser-
height. The model also tends to overestimate TKE on somevations from the UHF profiler is reasonable to make.
days with higher buoyancy production (e.g. 24, 30 June, 1 The Divergence Site tower measurements show very sim-
and 2 July). It is unclear, however, to what extent the ob-ilar low fluxes as observed over grass and moor, and for this
served differences at 6 should be related to issues with the day, also corn. This is in contrast to the higher observed
model or related to differences in fluxes and wind that aecurfluxes over forest and wheat. The surface flux over the grass,
at different surfaces in the landscape surrounding the1 60 moor, corn and Divergence sites yielded the most similar lev
tower. It may of course be that the observed flux and wind atels of dissipation rate compared to the observations on this
the Divergence Site is not always representative for a heighday, whereas other surface types lead to higher levels of dis
of 60m. A flux footprint analysis (Hartogensis, 2015) for the sipation rate. Based on energy balance modeling, fluxes of
60m tower indicates that grass and moor (with relatively:dew urban and bare soil land covers were also determined to be
fluxes similar to those observed at the Divergence Site) domhigh, corresponding roughly to the forest level (Hartodggns
inate the fluxes in unstable conditions at thex6bwer, usu-  2015). Especially, we believe that the urban land cover used
ally accounting for about 65 to 85 % of a reconstructed flux. likely overestimate the real flux from the villages consid-
With the remaining reconstructed flux related mainly to for- ered here, which have much vegetation between the houses.
est, urban and bare soil land surfaces. When the wind ceimegherefore, using area averaged fluxes oveka x 2km or
from the North or North-East the flux is especially dominated 10km x 10km area of the surroundings lead to higher esti-
by grass and moor conditions (Hartogensis, 2015), but thisnates of boundary layer TKE and dissipation rates compared
changes when the wind comes from East. Interestingly weto using the Divergence Site observations.
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Fig. 10. The lower row shows the modeled TKE interpolated to 2n2@3ull lines) and observations (thin lines with dots). The upper row
shows TKE at the 61.4 level.
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Fig. 11.Modeled boundary layer dissipation rate for 30 June for six simulatioesdifferent surfaces with available near-surface measure-
ments during the BLLAST field campaign, as well as a simulation driven®blyra x 2km averaged flux. The lower right figure shows the
observed dissipation rate from the UHF wind profiler between 175 an@:20The red line or dots indicate model and observed boundary
layer depth, green line the model height of no turbulence and an iscelifE equal to 0.3n s~ 2 is included as a white line. A horizontal
gray line is also included at 17h to show the lowest level available from the UHF wind profiler.

We note that the model may overestimate boundary layefiler. The simple model presented here lacks elevated wind
s dissipation somewhat for 30 June and turbulence may not behear in the entrainment zone, which may lead to an under-
as capped in value in the model as indicated from UHF pro-estimation of dissipation rate and TKE in the upper parts of
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the boundary layer. Elevated shear may, however, also af6 Parameter exploration for near-surface TKE

fect the entrainment process and the entrainment parame-

ter which here has been simply taken as a constant vahge df this section, we first discuss the setup and results of mod-

—0.15 based on a study for 20 June. Model tests changingled near-surface TKE for the afternoon based upon comple-

this value to—0.3 showed reduced levels of TKE and dissi- mentary idealized numerical simulations in sections 651-6

pation rate in the upper parts of the boundary layer, but withSecondly, we comment upon our results in relationship to

otherwise similar results and only a small impact in the lowe turbulence decay laws in section 6.6. We also compare our

part of the boundary layer. 0 Nhumerical model results to a simplified analytical expra@ssi
An apparently important result from this study is that the assuming quasi-stationary turbulence in section 6.7. keze

modeled decay of dissipation rate and TKE occurs first atalso illustrate and discuss the added value of our modeting e

the upper part of the boundary layer during the afternoon adorts taking into account variations in wind ar. compared

a response to the diminishing surface buoyancy flux forcingto only taking into account ofv, as a scaling variable for

This may, of course, in reality be prevented by the presencd KE.

of elevated wind shear, but on most of the days it is also ob- . )

served by the UHF profiler. Grimsdell and Angevine (2002) 6.1 Setup of different scenarios

and Lothon et al. (2014) also revealed, with remote SENSINGH o sensible heat flux used in these model runs are provided

observations, a decay of TKE _d|55|pat|0_n rates from top tOby a cosine function as in Sorbjan (1997) and several other
bottom (although not systematically). This was also used as

X . rlier an n ies:
a way to define a top of the turbulent boundary layer in theea er and subsequent studies

afternoon transition in numerical weather prediction nisde , !

(Couvreux et al., 2016). In Fig. 11 the white line shown i§°an Heos(t) = Himazcos <7T7-CO§> : (18)
iso-line for TKE (corresponding to 0182s~2), which is of _ ) _ _ _
course an arbitrarily chosen value, but it indicates lovedur Here, Hrax defines the maximum sensible heat flux in

lence levels. It is instructive from a conceptual point giwi ~ Midday and the decay time scaigs defines the length of the
to consider these conditions with low turbulence levels dur Period with positive sensible heat flux (half of which covers
ing the afternoon transition as a pre-residual layer. Iinfor the aﬁerqoon peri'od). .For sirnplicit.y, we chose a zero laten
when the boundary layer turbulence adjusts to the wigkepeat fluxin these idealized simulations. _ _
buoyancy flux forcing from the surface. It is capped by the For boundary layer depth, we specify a very simple sine
mixed-layer inversion and does not reach the surface excegt/nction increase of; from a neutral morning value;,,, to
possibly very near neutral stratification at the end of theraf & Midday value;,, by
noon or the beginning of the evening transition. It is useful o/
introduce this concept of a pre-residual layer as we considezi(t') = Zi,.., + (Zipas — Ziin ) SiN0 ( > ;
that it is an important part of explaining the onset turbaéen
conditions for the nocturnal residual layer. us  Which is then kept constant for the afternoon. This presdrib
The residual layer is defined as the statically neutral layerevolution is of course a simplification, as discussed inisect
characterized by weak sporadic turbulence, that lies abov@.3.5 the morning transition can have much complexity as
the stable boundary layer and below the capping inversionshown in Angevine et al. (2001). Our results for midday and
separating the boundary layer flow from the free atmosphereafternoon was however relatively insensitive to this mivdgl
By definition, it begins to develop only after the surface:ke- choice.

(19)

TrTCOS

gins to stably stratify. Therefore, it is useful to also nahe The complementary idealized numerical simulations have
region of weak turbulence that exists during unstable condi been performed by systematically varying a studied parame-
tions preceding the residual layer as fire-residual layer. ter while keeping all the other variables specified accardin

It is within these continuously weakening afternoon turbu- to a reference simulation. We begin by providing the details
lence conditions that many things characterizing the tusbu of the reference simulation. For this simulation, we keep th
lence are changing, such as the shape of spectra of vertivind speed constant atn2s~' throughout the whole sim-
cal wind velocity and integral length scales (Darbieu et al. ulation. However, this does not mean a constantvalue
2015b). Darbieu et al. (2015b) showed with LES and mea-in the case of unstable stratification because of the sabili
surements that change occurs first in the upper part of theorrection ofu, and flux gradient relationship described in
boundary layer during the later stages of the afternoomtranSect. 3.2. A mean temperature of ZDwith a corresponding
sition, and the higher within the ABL the stronger the spec-density of airp = 1.205kgm~ and specific heat capacity is
tra changes. These observations may hence be consideredused, as well as a roughness lengfh= 0.02 m and entrain-
have taken place in thpre-residual layer and may poten- ment parameteBg = —0.15. The morning boundary layer
tially provide other ways to define and characterize it moredepthz; . was kept at 15@ in all simulations. The values
exhaustively in the future. uso  Of the specific parameter settings which we vary for the ref-
erence simulation are given in Table 2 column 3.
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Table 2. Simulation settings for model experiment test runs.

Name Parameter Reference run AL runs BLD runs
Afternoon length Teos [N] 6 (2, 4,6, 8,10) 6
Maximum sensible heat flux Hmax [Wm™?] 200 200 200
wind speed at b~ Usjp [ms™!] Umean= 2.0 Umean= 2.0 Umean= 2.0
Afternoon boundary layer depth  z;,,,, [km] 1.0 1.0 (0.4,0.6,0.8,1.0,1.2,1.4,1.6)

Table 3. Simulation settings for model experiment test runs.

Parameter SH runs U. runs Uine runs — Ugece FUNS
Teos [N] 6 6 6 6
Humax[Wm™2] (0, 50, 100, 150, 200, 300, 400, 500) 200 200 200
Uro [ms™] Umean= 2.0 Ux=(0,05,1,15,2.0,25,3.0) U1 =Ucx U= Ucx
Zimax [KM] 1.0 1.0 1.0 1.0

We conduct six different types of model experiment testthey may be a result of the simple explicit time-stepping rou
runs denoted by: AL (afternoon length), BLD (boundary tine or other modeling aspects (e.g., rounding the presdrib
layer depth), SH (sensible heat fluk), (constant mean wind smoothed boundary layer depthto the nearest grid level
speed),Uinc (Increasing wind speed), arléye. (decreasingo Vvalue). This is not contradicting the result of van Driel and
wind speed) runs. For each of these one variable of intereslonker (2011) considering that the afternoons studied here
is changed. For the AL, BLD and SH, it is simply the vari- are 2 h or longer, and hence long in comparison to the large-
ablesteos, 2, and Hmax that is systematically varied. For eddy turn-over time of turbulence.
the Uneanruns, it is a specified constant wind speed through-
out the entire simulation that is varied. For ttig; runs, we 6.3 Results from varying the boundary layer depth
instead keep the wind speed at zero until midday and then
increase it linearly to a specified val@g at the end of thes Our BLD runs showed an increase in midday TKE from
afternoon (that is a normalized time of 1 after dividing with about 0.8 to 1.8%s~2 for a change of prescribed bound-
the afternoon length). In this way we study one of the sim-ary layer depth from 400 to 16G0 and smaller differences
plest cases of a time-varying wind speed for the afternoonwere observed at the end of the afternoon. Normalization of
Similarly, in the Ugec runs we instead let the wind speed be the modeled TKE with the mid-day TKE value (TKJEcol-
constant for the morning period until mid-day at a value:de-lapsed the data very well (not shown here, but to within 1 %)
notedU, and then specify a linear decrease of wind speed taand therefore differences due to boundary layer depth (when
a value of zero at the end of the afternoon. In columns 4 andabout constant during the afternoon) are small in such a rep-
5 of Table 2 and continued in Table 3, we list the parameterresentation.
settings for our model experiment test runs. For shortening
of the table, we denote olF, andU, settings byU. *, which 6.4 Results form varying the sensible heat flux
means the same numerical values from 0 t@a3' were
used as in our constant mean wind speed fndt shoulgs  In the lower row of Fig. 12, we show the TKE from the test
be noted that these settings represent a range of conditiortsins listed in Table 3 and in the upper row the results af-

encountered during the BLLAST field experiment. ter normalization with afternoon length and midday TKE.
From left to right the SH{J., Uinc andUgec runs are shown.
6.2 Results from varying the afternoon length Starting with the SH runs, testing the variation in TKE due

120 t0 changed sensible heat flux forcing, it is clear (from the
Only 2m results from our idealized modeling will be dis- lower left plot) that higher TKE levels are found in midday
cussed since the model compares well with measurementas a more convective boundary layer is modeled. From the
of TKE at 2.23m in the previous section and less well at upper left figure, it is also clear that the turbulence main-
other heights. Our AL runs indicated that varying the after-tained by wind shear at the end of the afternoon becomes
noon length played a small role on the near-surface TKhksrein percentage a smaller amount of the midday TKE value
sults (not shown here). After normalization with the after- for increasingly convective conditions. Due to slight mem-
noon length, the results collapsed to within 1-2 % of eachory effects, the actual TKE level at the end of the afternoon
other with a slight tendency that longer afternoon lenggis r can, however, be slightly higher in the convective simolzdi
sulted in lower TKE. The differences are small enough thatthan in the completely neutral case with constant wind speed
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Fig. 12. The lower row shows the evolution of modeled TKE ahZor the afternoon period in four sets of numerical simulations. In the
upper row, the same simulation results are shown after dividing the TKEthétmidday TKE value for each simulation and normalizing
time with the length of the afternoon (her&)s From left to right the simulation results shown are from the 8H,Uinc andUgec NUMerical
experiments and the legends show the relevant variable value setcfosieaulation. The legends shown apply to both upper and lower
figures.

(full black line). The neutral case have a steady state TKE Results from the slightly more complicated situation of
level due to a balance of shear production, transport and disTKE evolution in the case of a linearly increasing wind speed
sipation maintained throughout the simulations. This mem-during the afternoon from zero to a specified value at the end
ory effect caused by convectively generated turbulence noobf the afternoon {{’i,c runs) are shown in the lower second
being completely dissipated at the end of the afternoea iglot from the right in Fig. 12. The midday TKE level is the
however small. In this case and this close to the surface it isame as for the zero wind speed simulation, and successively
less than 15 % of the TKE in the neutral simulation. increasing the wind speed decreases the turbulence dacay fo
the afternoon. For the two windiest cases, an increase of TKE
during the afternoon is observed instead of a decay. At the
6.5 Results from varying the wind speed s very end of the simulations, a slight drop in TKE can be seen
even for these cases. This is due to a decrease in the stabilit
correctedu, value as we approach neutral conditions, but this
effect is small compared to the general increase of TKE due
to the increasing shear production. Normalization of these
th&ases using a midday TKE value is shown in the upper figure.

corresponding upper figure, it is also clear that percentagé;]he n%r(;nahzano? doles not ﬁollapse theddgta S'mﬁly bhecause
decay of TKE during the afternoon decreases with increas-the midday 1d—KdE eve hwas% the sami and it Wﬁs; ed.c;f;nges
ing wind speed. In the limit of very high and constant wind that occurred during the aiternoon that caused the diiteren

speed, we would (using this normalization) approach the!™ TKE levels atthe end of the afternoon.

neutral steady state solution where buoyancy flux no Iditger Fnally, in the plﬁ.tshon thg right we sh%w the r(;a_?ults flrom
matters (corresponding to the zero buoyancy flux case of th€@!" deec runs in WI'C Wﬁ, hecreaﬁel(\;vm spee mea}lry _t(;’
upper left figure). Hence, it is the relative amount of shear2€"© from some value (which was held constant up until mid-

and buoyancy that determines this decay percentage in thgay). A decrease of wind speed is often the typical situation
case of constant wind speed for variation of surface layer wind speed during the aftermo

Turning now to the cases @éf. simulations where the wind
speed is systematically increased from 0 ta8™! (second

plot to the left in the lower row of Fig. 12), TKE levels in-
crease with increasing wind speed, as expected. Frofi¥
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Fig. 13.The figure shows a comparison between the numerically modeled TKEharsimplified analytical quasi-stationary expression of
Eqg. (20). The numerical model simulations correspond to those shofig. 12 with SH runs shown in upper leff. runs in upper right,
Uinc in lower left andUgec runs in lower right. Each simulation is identified in the legend of each figuiitstset variable value.

(Wingo and Knupp, 2015). In this case the midday value forand discuss the turbulence decay in terms of a decay expo-
TKE is the same as in our. runs, where wind speed was nent parametet such that a time dependence of normalized
held constant throughout the entire simulation. The differ TKE is related tot*. Whereas early LES studies (Nieuw-
ence is that shear production decreases continuouslygdurinstadt and Brost, 1986; Sorbjan, 1997) lead to decay expo-
the afternoon and hence at the end of the afternoon thete isents of—1.2 and—2, surface layer measurements (Nadeau
no wind to maintain turbulence and significantly lower turbu et al., 2011) and recent LES (Rizza et al., 2013) pointed
lence levels are found at the end of the afternoon. In this,cas out the existence of a range of exponents (e-@.through

a normalization with the midday TKE value will of course at least—6). In the case of a linear change of TKE with
cause a gathering of the curves, but the most windy middayime such that TKE= kt+ TKE, we obtainy = In(TKE) =
situation (black full line), which has the largest change:sof In(ke®* +TKE,) with x = In(¢) and the decay parameter then
production of TKE from midday until the end of afternoon, becomesw = 9% =1— Re=t . This shows that becomes
clearly has the fastest percentage decay of TKE. This sita function of time for the simple case of a linear change of
uation was faster than the approximately linear decay see@KE with time. Furthermore, two values of observediur-

for the simulation withU; = 2ms~! marked with a dashed ing a single afternoon such as2 and—6 can occur with-

black line. 1o OUt necessarily implying a different decay rate of TKE in
terms ofm?s~3 at those times. Therefore, and in the light
6.6 Comment upon turbulence decay laws of the above simulation results, which show both faster and

slower than linear decay rates (and even increasing TKE for

The result of an approximately linear decay of TKE in time &fternoons with increasing wind speed), we conclude that at
can be very instructive to consider in relationship to pyesis heights near the surface there is unlikely any general simpl
modeling results from Nadeau et al. (2011), Sorbjan (1997)d€ca@y exponent value for turbulence kinetic energy.
Nieuwstadt and Brost (1986). They chose to describe theirre  All results presented here concerns the TKE decay near
sults with a logarithmic representation for both TKE andgim the surface during the afternoon transition with still ase
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conditions. Nadeau et al. (2011) pointed out the necessity f TKE is interesting, but we should bear in mind that by using
LES simulations to confirm if their observed surface layer prescribed functions of for each term. We thereby force all
results persists after averaging over the boundary layshde levels of the boundary layer to respond together. It is fixbssi
This was done in Rizza et al. (2013) and in addition Darbieuthat we therefore underestimate the role of time-deperelenc
et al. (2015b) studied the height variation of TKE using LES in the real boundary layer.

and measurements. Our conclusions about the limitations of For a convective boundary layer with little shear pro-
simple decay exponent values for near-surface TKE could . . 2 ( 0.61. 2/3
similarly be tested with LES. Pino et al. (2006) showed for d-UCtIOI‘] our e_xpressmn redugesEb: b (7 which
bulk-averaged TKE that shear-generation can give redficed''®s @ relatively |°2W TKE in the surface layer of about
TKE decay and we showed with near-surface measurementy 179wy and0.413w;, assuming a 1000 m boundary layer
(Part 1) that with significant shear the TKE in the afternoon dePth- This is low in comparison to earlier studies, e.g.
can even increase or stay more or less constant. These typg;:,""ughey and Palmer (1979) gives expressions for about

2 2 i
of situations emphasize the limitations of simple exponent’-329ws and0.544w;. Our model can, however, also give
decay laws. 1o Some higher TKE when shear production is present.

In Fig. 14 (left panel), the simplified analytical expressio

6.7 A simple equilibrium model is used to illustrate the dependence of TKE@rfor five dif-

ferent values ofi,. (green colored lines) and a fixed boundary
To better understand our numerical model results for TKE,layer depth of 75@h. The plot also shows hourly data from
near the surface we can compare our numerical resuits tthe afternoon period with different colored symbols for the
a simple analytical expression for TKE which comes from different days. The color scheme for the data is consistent
assuming quasi-stationarity such tHgt ~ 0 in Eq. (1). Ad-  with Part 1. That is, windier afternoons are shown in ma-
ditionally, we simplify the transport fractiofi; as 0.4, ig-  genta, while the lowest wind speeds are shown in light blue.
noring the weak dependence on atmospheric stratificatiof he results indicate that the simple expression for TKE-vari
such that about 0.6 times the total near-surface produetiortion is consistent with the observed trend of increasing TK
is balanced by local dissipation. We use Egs. (3) and (4) tofor increasing wind speed and and reverts back to a.
gether with the definition of friction velocityuf = —u/w’) only expression for zera,. Included in the figure is also
for the shear production term, and the definition of convec-a simple linear fit between observed TKE andas a dashed
tive velocity scale ¢ = £ (w’'f))) for the buoyancy pro-  black line ignoring the observed trendiin.
duction term. Then, rearranging the TKE budget termssand The middle panel of Fig. 14 shows TKE calculated by

solving for TKE from our dissipation parametrization (Eq. this simple linear fitted expression (TKEO.1w?+0.75) us-
16) yields: ing the observedv, compared to the observed TKE. This

is done to provide a very simple reference model (or fit) to
have something to compare calculated evaluation metrics fo
) 2) —1/2 1o EQ. (20) with. Itis seen that the variability of calculateldH
_%

0.6l.u3 N\ fw . . . .
E3/2 = % 1+ 3.6k2/3 () (* from our simple linear fit is lower than in the observed data.
4

“i s For days with low wind the model over predicts TKE, while
0.61 w3 for days with stronger winds the model under predict TKE.
- (20) The right panel of Fig. 14 shows TKE calculated from

s s EQ. (20) and observed TKE. Here, we used the obsetyed

Here, alsoz/L in the wind gradient expression has been andw, in addition to the observed, (as was also done for
rewritten in terms ofw, andw. using % = —k_zvéﬁ (Stull,  thesimple linear fitted model). The figure shows that the-vari
i ability of predicted TKE is larger than the observed TKE.

1988) as it may be more instructive to consider how TKE <% ; - -
in this simplified analytical expression is influenced bysthe EVidently, sometimes, observations have large hourly vari-
ability, which is not always linked to a large increase or de-

governing velocity scales. This equation becomes a funitfio i ) )
of .., = andz; whenw, is small and conversely a function of crease in TKE. For example, on 20 June (Fig. 8) there is one

w,, = andz; whenu, is small, which seems reasonable. The hour with observed.,. > 0.3 that is significantly higher than
influence ofz; on near surface TKE may be questionable, but (€ surrounding hours when. ~ 0.22. This is the hour that

it is consistent with our findings from Part 1 andused by leads to the highest predicted TKE value when using Eq. (20)
Nadeau et al. (2011). A comparison is shown in Fig. 13%e-and has the largest individual hourly error. It is also possi
tween numerically modeled TKE and TKE determined from ble that the analytical model is somewhat overly sensitive t

Eq. (20) for the simulation results shown in Fig. 12. Itisale SOMe Of the input parameters, contributing to variability i
that the simplified equation is within about 10 % of the nu- TKE that exceeds the observations. Windier afternoons ap-

merical model results for TKE (at worst and often better) at Pear to be associated with an over prediction of TKE, while

this near-surface height ofi2. This success of simplificatitif those with very weak winds under predict TKE somewnhat.
and ignoring the time dependence for the very near-surface
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Fig. 14.(Left panel) Observed? as a function of observed TKE using hourly afternoon data. Hereg(2Byjis illustrated with green colored
lines for five different values ofi. andz; = 750 m. A dashed black line is also shown as a fit to all the data. The hourly dataldesn
assigned different colored symbols for different days as destiib¢he legend and the same symbols are used in the middle and right
panels. (Middle panel) TKE calculated from the simple linear fit plotted asetifon of the observed TKE. (Right panel) TKE estimated
from Eq. (20) plotted against observed TKE. Here, the obseuved; andw. values have been used together with Eq. (20).

These trends, however, are not as clear as for the simplsurements at 614). The height dependence of each budget
linear-fit model which takes into account of only. term and therefore TKE can be challenging to model cor-
It is not possible to conclude with the evaluation metrics rectly. This was illustrated by the shear production term be
used here whether the TKE prediction was improved hy.dn-ing rather well predicted near the surface, but its perforrea
cluding u, compared to an expression that only uses degraded with height. This height dependence of shear pro-
However, since Eq. (20) is based on relevant scaling vari-duction proved difficult to infer from a single height wind
ables, we consider it preferable to the empirical lineaffie ~ measurement and further work is required to improve upon
model presented here is also consistent with the observethis model deficiency. Also, the model is unable to capture
TKE budget at the Divergence site during the BLLAST field all the hourly variability observed in TKE budget terms and
campaign, but should obviously be further tested on othefTKE. As long as no large systematic errors occur over ex-
sites and data before any conclusion on general validity catended periods of time, the mean TKE level is, however, quite
be made. well-predicted by the model in many situations for these 9
days. As discussed in Part 1, the nine studied days include
uss @ variety of atmospheric stability conditions. The factttha
7 Discussion and conclusions the model is able to simulate roughly the right magnitude and
temporal variations of near surface TKE, both on more con-

This study presents a simple one-dimensional model to inVective days and in more sheared conditions (e.g. 26 June),
vestigate atmospheric turbulence kinetic energy in sliearesuggests that the budget relationships presented in Peet 1 a
convective boundary layers. Similar to a previously prepps realistic and can be used for atmospheric modeling applica-
heuristic model for the surface layer TKE decay (Nadeautions and explorations.
et a|_, 2011), our model uses boundary |ayer depth and buoy_ The Simple TKE model with all its discussed deficiencies
ancy flux as input variables. However, we also include near-still often yields quite realistic predictions of the oviéevo-
surface wind speed to handle less convectively forced sitlution of boundary layer TKE and dissipation rate throughou
uations. The model is based on a simplified TKE buegetthe ABL depth. Further evaluation and investigation inte th
including idealized height-varying terms for shear produc differences between the model and observations (as well as
tion, buoyant production, transport and dissipation, Wiz differences between different instrument estimates) ney b
gether with initial conditions, provides a basis for thelavo ~ needed. Currently, the model tends to predict quite high TKE
tion of TKE during the unstable part of the day until the start dissipation rates when forced by observations from a forest
of stable conditions. urn  Site and wheat field. Also, using Zkm x 2km area aver-

In the present work, the model was first run constrained byaged flux gives modeled TKE dissipation rates, which are
observations from the BLLAST field campaign for nine IOP high compared to observations. This is probably partly due
days with re|ative|y successful results for a near-surfdace to modeling uncertainties of urban and bare-soil condstion

observed at 2.2 Further above the ground, results were Where no measurements were available. Observed dissipa-
not as good, but still quite reasonable (illustrated by mrea-tion rates are often lower than in the model. Elevated shear
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and the effects of different entrainment rates on diffedays ~ horizontal advection and elevated wind shear which remains

may also be very important. to be included. In addition, TKE also has some memory of
The model was used to illustrate its usefulness in underthe history of the flow that we neglect when using Eq. (20).

standing afternoon transition physics.The simple model wa It should therefore be used with caution for prediction of tu

used to identify a region of reduced turbulence that staets i bulence kinetic energy. There is also no reason to be cer-

the upper parts of the boundary layer (but below the cap+ain that for instance the near-surface transport fractibn

ping inversion), which moves down with time toward the about 0.4 determined from our measurements need to apply

surface. This phenomena was conceptually described as t@ other datasets. The methodology from which our model

pre-residual layer. Thepre-residual layer is consistent with  originates we argue, however, is reasonably general and may

the conclusions from Darbieu et al. (2015b) who notedsthatbe attempted in future work also on other sites and in other

changes occur first in the upper part of the boundary layerconditions.

during the later stages of the afternoon transition. Inpitee

residual layer, there is evidence that turbulence characteris- )

tics change as the layer forms with weak turbulence aloft/APPENdiX A

while the surface is still unstable. The process occurring d

ing this time period influence the onset conditions for the

actual residual layer, which resides entirely above thelsta

boundary layer. Further work should attempt to better under I . . L
stand the role of there-residual layer. 145 FOr a qualitative comparison to our proposed height vaati

2 . . . of TKE budget terms we provide here the simple model from
The model was further used in idealized setting to illus- . L
: Lenschow (1974). They discuss a turbulence kinetic energy
trate the effects of relative amounts of shear and buoyanqé Lation normalized by buovancy flux. and express it as
for near-surface TKE at a height ofn2 It was illustrated q y yancy ’ P

that many different decay rates can exist in the afternoonH+TT +S—-D=0, (A1)
Both faster and slower than linearly decaying TKE was pos-

sible when the model was driven with a simple time-varying where H and S are the buoyancy- and shear-generation
wind. For a linearly increasing wind speed throughout theterms, T, the divergence of the vertical transport of turbu-
afternoon, TKE may increase during the afternoon despitgence energy and pressure fluctuations, Britie dissipation

a decrease of buoyancy production during the afternoon dergte.

pending on shear production levels. This was also observed Their expression for buoyancy production is given by
on 27 June as discussediart 1. We also found that a linear

Summary of model of height variation of TKE budget
from Lenschow (1974)

decrease of TKE during an afternoon leads to a decay sxpoH =1 —1.15(z/z;), (A2)
nent value that is time-dependent and that no unigue scaling _
law exponent exists in this situation. for 2/21 < 0.87, and for0.87 < 2/21 <1 they instead use

We simplified our numerical model results to an analyt- ) s
ical expression for quasi-stationary near-surface teme = —13.81+49.96(2/2i) — 58.78(2/2i)" +22.53(2/2:)".

in Eqg. (20). It compared well with the numerical results and (A3)
was shown to reduce to an expression involving anlyas

the relevant velocity scale in the case of zero friction gitjo For shear production they use

And, conversely to an expression involving onlyas the rel- _1/a

evant velocity scale in the case of zerp. Both these cases _ L (1 . 152;2' Z) (A4)
are somewhat irrelevant for the atmospheric case in genera % Lz '

because there will usually be some small amount of shegrand
buoyancy present. The fact that our numerical and analyti- For gissipation rate their expression is
cal results compared relatively well indicates the usefs$n
of the quasi-stationarity assumption when describingthe o - 0.57
served slow trends in the evolution of near-surface TKE: Fur D=043+ (S)+3.75 ((5) =5+, (A5)
ther studies are, however, needed about the more rapid vari-
ations of TKE that occur on shorter time scales when also Where (S) is an integrated shear production over the
forcing time scales becomes comparable to large eddy turnboundary layer depth given Ky) = —£ [ln% — wl(x)},
over time scales (van Driel and Jonker, 2011). In future werk l
we should also confront our model with an LES model that under the assumption of a constant shear stress throughout
uses the same measured fluxes as lower boundary conditionthe surface and mixed layer. Here
In reality, atmospheric turbulence kinetic energy is gov-
erned by many parameters some of which have been included z = (1 — 15z;/L)'/%,

in the presented numerical model for TKE and others sueh as
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Fig. A2. Normalized terms in the turbulence kinetic energy equation from Lens¢h®%4) (in black) and our model (in red) for a very
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