Response to Reviewer #1.:
Review

First of all, we thank the referee for his positigeneral comments about the paper. We
acknowledge him for his useful corrections and ssggns, which have helped us clarifying
several points and improving the manuscript.

Below we provide our point-by-point responses ts mdividual comments. Before each

response, the reviewer comments have been quoteedre[]. Corresponding information and

corrections have been added to the revised verdidine manuscript. Technical comments are
also included in the revised version.

General Comments:

[1) The paper also discusses the use of daily wtimy ozone median averages in the trend
analysis. This is a less frequently used approéchas its positive and negative sides for
understanding short and long-term variability imei series. The advantage of using daily
median ozone values in the upper stratosphere nshese as there is a physical process that
relate Solar flux (SF) and ozone variability on taly bases, but it cannot be clearly separated
in layers below upper stratosphere. It will be gtmtiave discussion on significance of the daily
vs monthly SF contribution to the trend analysesafblayers (section 4.3.1 discusses only upper
stratosphere layer trends).]

We thank the referee for pointing out this missasgpect of our analysis. It is true that most of
the solar cycle variation of ozone occurs in thhatesphere, even in the lowermost stratosphere
(e.g. Soukharev and Hood, 2006). However, the Giskity median ozone values in the layers
below (UTLS and MLT) is justified in our analysiy bhe coarse vertical resolution of IASI
(full-width at halfmaximum of the averaging kernels) which is sucht tipgper and lower
atmospheric levels contribute to each other.

As expected, the use of daily medians mainly help®ducing the uncertainty associated with
the trends (i.e. in discriminating between a linfand and the solar flux effect) in the UST
column where the ozone hole recovery is clearlytified, but it also reduces the uncertainty in
the lower layers (cfr Table 2 of the manuscript)jng@pally in the MLST and the UTLS where

the solar cycle is an important driver (cfr Fig@&ef the manuscript). This is now specifically
mentioned in Sections 4.3.2 of the revised version:

“We show that the daily and monthly trends in alfdrs and all latitude bands fall within each

other uncertainties, but that the use of daily meditrongly helps in reducing everywhere the
uncertainty associated with the trends for the aesgliscussed above (Section 4.3.1). This is
particularly observed in the UST where the ozonke mecovery would occur, but also in the

MLST and the UTLS where the solar cycle variatiérorone is the largest (see Figure 8). As a
consequence, ...”

This result is important as it tends to indicatat ttiaily data should be preferred to monthly data
for deriving significant trends. This gives in oopinion convincing evidence of the benefit of
IASI in terms of frequency sampling for the assessnof Q trends.



[2) The paper proposed the use of daily data fpaisgion of the Solar signal from the trend
contained in the 6-years long time series, bus ihat clear from the text that it improves the
model fit in all layers and latitude bands (i.esigeials). This should be discussed in more details
in the paper, including showing results in othemttyS layers.]

In the example provided in Figure 9 of the manycfUST in 30°S-50°S), we show that the
daily data considerably improves the regressionehodterms of residuals (44% in dailsg
60% in monthly data) and of trend uncertainty (.47 in daily vs1.21+1.30 in monthly data).
This translates to larger relative differences leetwthe regression with and without the linear
term in daily data (17%) than in monthly data (10%hich indicates a larger compensation
effect in the latter. The averaged relative redglase now indicated in the middle panels in the
revised Figure 9, which also illustrates the déferes between the two regression models (with
and without the linear trend term), as suggestethéyeferee in one of the technical comments.
The offset between the two models is observed fostnof layers and latitudinal bands
particularly where either £xecovery or solar effect signal is important, vwhis consistent with
the decrease in trend uncertainty.

We present in Figure 1 below (same as Figure Shefrhanuscript) one additional example
(MLST in 30°S-50°S) characterized by a large sigaiit negative trend in both daily and
monthly data (see Table 2 of the manuscript) witlarge offset between the two regression
models. With this example, we show that even ihb@isiduals and trends are similar in daily
and monthly data (-2.17+0.58DU/Yr in daily data2s36+1.80 DU/Yr in monthly data, see
Table 2 of the manuscript), the higher co-lineaofythe linear and the solar flux terms in
monthly data in comparisons with daily data trateslato a much larger trend uncertainty (a
factor of ~3 in this example).

This is now better explained in Sections 4.3.lhefrevised version:

- “This effective co-linearity of the linear andettmonthly solar flux terms translates to larger
model fit residuals (44% in daily averages 60% in monthly averages), to larger relative
differences between the two regression models (anith without the linear term) (17% in daily
vs 10% in monthly data), and to larger uncertaimythe trend coefficients when using the
monthly data in comparison with the daily data.”

- “The same conclusions can be drawn from thaditsther layers and latitude bands, especially
those where the solar cycle variation of ozonaigdst (MLST and UTLS) or where the ozone
recovery occurs (UST). A larger trend uncertairggaiated with monthly dats daily data is
found in all situations (see Table 2, Section 4.3.2

[3) One note, the “US” abbreviation for upper sisgthere in the text was confusing to me, as it
is typically used for geographical domain of theitgleh States. | would have preferred to have
the “UST” abbreviation. “MLS” is also an acronymnemonly used for the satellite (Microwave
Limb Sounder) ozone data, it therefore it wouldbb#ier to change it to “MLST".]

We thank the referee for pointing that out. Thesmm@yms have been changed to UST and
MLST throughout the revised version of the manyxcri

Specific comments:



[1) P. 12, lines 260-261. Can you please provideenuetails on how the correction for the
autocorrelation is applied to uncertainties offit®§

We calculated the uncertainty of the fitted pararseby computing the standard error with an
effective sample size (n*) of independent informatibased on the lag-1 autocorrelation

coefficient correlation of the noise residuar & nB;—i) as in Santer al. (2000).This is now

better explained in Section 3.1 of the revisedivers

“The constant term@st) and the coefficients,,b,,x; are estimated by least-squares method

n?’™~n?
and their standard errorg() are calculated from the covariance matrix of ¢hefficients and

corrected to take into account the uncertainty tdude autocorrelation of the noise residuals as
discussed in Santer et al. (2000) and referenegsith

> [0, - yyF
o= (YY) ¢ 3+ 3)
n-m 1-o
WhereY is the matrix with the covariatetrénd,cosfat),sin(nat), X, ;
y is the vector of the regression coefficients cqroesling to the columns of , n is the number

of daily (or monthly) data points in the time serien is the number of fitted parameters, and
the lag-1 autocorrelation of the residuals.”

) sorted column wise,

[2) P.14, lines 301-303. It is clear from the pajhet the IASI has information in the MLT layer,
which is between surface and _ 8 km. On the oth@dhlIASI sensitivity to ozone variability
below 4 km is not clearly discussed. Figure 4 satgy20-40 % total error of the retrieval at the
bottom of each of 3 plots for different atitude danFigure 5 shows that about 20-40 % ozone
variability is observed in the lowest 4 km, witletaxception of tropical region. AKs for 0-4 km
altitude likely have large contribution from layeabove. Is it possible to discern actual day-to-
day ozone variability below 4 km and trend thaat®ve the retrieval noise? The information on
the AP contribution in MLT (similar to the Figured2scussion) can be discussed in this section
to help with the sensitivity assessment. This sactheeds to expand the discussion on
information in the MLT.]

The referee is right; AKs below 4 km altitude sugjge large contribution from the upper layers.
Based on AKs profile shapes, one should generatieb not consider analyzing the ground-
300hPa tropospheric column separately in sub-laggrse each of them contributes to each
other, nor analyzing the lowermost troposphere lise@af the sharp decrease of sensitivity down
to the surface which is inherent to nadir thermrRakbunding in cases of low surface temperature
or low thermal contrast (see Figure 4 of the manpgcAs a result, the variability can hardly be
discussed independently below 4 km and this is mhiytrends were given for the lowermost
troposphere.

However, one exception is found in spring-summeéN3B0°N latitude band where the detected
variability below 4 km (between ~30% and ~45%, Begire 5 of the manuscript) is larger than
the retrieval error (lower than 25%, see Figurdo¥df the manuscript). As mentioned in the
paper, this variability could potentially be linkéal photochemical production of;@ssociated



with anthropogenic precursor emissions. The a pemmtribution in the ground-700hPa column,
as suggested from Figure 2 of the manuscript mgttound-300hPa column, is the lowest in this
region and during that period. It has been estichaiel0-20% over the continental regions.

This is now better explained in both the revisedti®a 2 and Section 4.1, and some words of
caution about the detectable ozone variabilityhalbwer troposphere have been added as well.

[3) P.14 lines 314-315. Please clarify the statdrfieime fact that the patterns are similar in _10
km mainly reflects the low sensitivity of IASI that level compared to the others.” This is in
regards to Figure 6. It would be good to explabitanore about the patterns. Otherwise reader
is left to guess if it is about seemingly no vailiabin the tropics (blue color indicates low
concentrations), or similarity to results at 20 lonsomething else. Figure 5 shows high relative
ozone variability at 10 km level, but the rangabsolute ozone concentrations might be small.]
This sentence has been changed to “The fact tegpdtterns in ~10km are similar to those in
~20 km mainly reflects the low sensitivity of IARI that level compared to the others”

[4) P. 21,

a) lines 452-456, statement that “. . .linear tasnmot compensated by solar flax in daily
averages” is not completely true, because the & fsignal from the model with and without
the liner term (blue and orange lines shown inktbgtom left panel of Figure 9) are not exactly
the same (positive and negative coefficients).

b) Also, the difference between the orange and Skisignal can be fitted with the linear slope.
c) Besides Figure 8, it will be useful to have aulated summary of the variables in the
statistical model that were kept after iterativekvaard selection, and fitting uncertainties for all
layers and latitude bands. Otherwise it is hargebthese numbers from the figure. It can be
added in the Supplemental materials.]

a) The sentence has been corrected.

b) Exactly. This results from the exclusion of timear term trend in the regression model. This
is precisely what we expect from using daily datd daily solar signature instead of monthly
ones: the offset when using daily data correspaveldsto a trend over the IASI period. It results
from the fact that, in daily data, the solar fluxnaot completely compensate the linear trend
(LT) term in the regression model because of itengt daily signature, while it largely
compensates the LT in monthly data. See respoesesmiment 5a) and b) below. We now
better explain Figure 9 in the revised Sectionl4.3.

c) We now provide in the revised version of the Bementary Materials and here below, the
Table S1 which summarizes the proxies retainetienstepwise backward elimination approach
that are significant at the 95% level for eachtuake band and for each partial column.
Summarizing in one Table the fitted uncertainties éach retained fitted parameters, each
latitude band and each layer is difficult and wevehgreferred to keep Figure 8 as it is.
Nevertheless, to help the readers, the proxieslwb&come statistically non-significant when
accounting for the autocorrelation in the noisedwess at the end of the elimination process
(with an uncertainty larger than its associatedrese; i.e. larger than 100% corresponding to an
error bar overlapping the zero line) are indicdietiveen parentheses in Table S1. This has been
now mentioned in the revised version in Section 4.2

[5) Additional Figure 9 comments:



a) The information in the middle panel is not velsar. It is stated that the deseasonalized IASI
ozone data are plotted. Can you please explaiprbeess of deseasonalization for data, such as
how the seasonal cycle was derived — from dateagesror from the model fit?

b) Whereas the model fit with the linear term imgd (light blue line) seems to follow the de-
seasonalized IASI ozone data (dark blue), the mittdslthout the linear term (orange) is clearly
low-biased from the data (dark blue line). It ig nkear how the model fit can be done with the
resulting mean offset from the data. Is it possithiat the wrong constant term is used to
calculate the model time series (orange) for thos. ply understanding of the discussion is that
two separate models were used to obtain the datarfe is with (blue) and another one is
without (orange) the linear term. Please make cboes to the text if the single model is used,
but the model result is plotted with and withoug timear term.

c) On the other hand, in the case of the modelithout the linear term the SF signal
contribution to the model fit for monthly mean dé&tanuch larger as compared to SF term in the
daily data fit model. Is it due to the fact thatasdlux seems to increase from 2008 to 2013, and
for the analyzed time period seems to be compfiselioer trend and the day-to-day variability
that has significantly increased by 20117?]

a) Deseasonalized IASI data were obtained by sadisig from the 1ASI ozone time series the
seasonal cycle derived from the model fit. This I@sn now mentioned in the revised version.

b) and c) See responses to general comment 2).

As discussed in Section 4.3.1, two separate mduele indeed been used, one with and one
without the linear term. The offset (which is adlpaot constant but increasing over the time
period, i.e. representative of a trend) betweerbtith models precisely results from the fact that,
in daily data, the solar flux cannot completely pamsate the linear term trend because of its
strong daily signature. In monthly data, the solax and linear trend terms are less
distinguishable and we observe a much larger cosgtiem effect: the SF signal is indeed much
larger and the offset is consequently not as hggimalaily data. This is now better explained in
Section 4.3.1 of the revised version.

[6) p.22, lines 486-488. When comparing to the janev publications of the trend analysis,
please mention the difference in the time periodlyaed. | would replace “in agreement with
previous studies” with “comparable to the resuliblshed in the previous studies”]

Thanks for pointing that out. It has been changed.

[7) p. 22,line 497 “change ‘was’ to ‘werdllhas been changed.
[8) p.23, line 506, change ‘conducting’ to “leading has been changed.

[9) p.23, line 507-508, add at the end of the se@ein winter (Table 3)”. Remove the next
sentence.lt has been changed.

[10) P. 23, lines 508-510 add “NH” after “in sumrheand “SH” after “in winter”.]It has been
changed.

[11) P. 23 lines 511-512. The discussion of thea# of the upper stratosphere temperature
trends is important for the trend analysis. Can plmase comment on the correlations between
daily ozone and Solar flux, ozone and temperatare] possibility to discern temperature
contribution to ozone variability from Solar flux upper layers.]



Previous studies have shown that the various cla&mproduction and loss mechanisms respond
to the annual cycles of temperature and of diffeteate gases (i.e. stratospheric temperature is
the main driver of ozone loss within the polar esrtand this chemical destruction further
favours low total ozone and thus less ozone radiatieating and lower stratospheric
temperatures) and that all these effects are edeal Temperature changes are linked to changes
in the frequency of stratospheric warmings (e.ge tim QBO-induced secondary circulation,
decreasing C@ cooling,...); Solar cycle plays a very clear inflaenon both ozone and
stratospheric temperatures variations that are etscelated with the QBO. Please refer for
example to Steinbrecht et al. (ACP, 2006) whichorggd results from a multiple linear
regression analysis of both long-term total ozo®@MB observations and long-term temperature
reanalyses, accounting for the 11-year solar cyateQBO effects amongst others.

As mentioned throughout the manuscript, the coniplegf the dynamical and chemical
processes makes it difficult to unambiguously defsimple and independant predictors in a
statistical model (e.g. Mader et al., 2007; Hamisal., 2008). We now mention in the
conclusions that effects of changing stratosphengperatures as well as changes in the Brewer-
Dobson circulation should be investigated in aHfertstudy.

[12) P.25, lines 553-556.

a) This section discusses the MLT layer (ground-B8P@). Please clarify what is meant by “As
for the upper layers, . . .."”. It is possible ttta subject of the discussion has changed, andtthen
would be better to have a new paragraph.

b) Also, Tables 2 and 3 show negative trend inA& MLT layer , but it is stated here that it is
in agreement with increases in ozone found in Ar@tivi et al, 2007) following changes in
Arctic Oscillation. This statement needs furtheplaration how the negative ozone trend is
related to the Arctic Oscillation during 2008-2QirBe period.

c) Table 3 title has missing information about seeond row of trend results. Please add after
daily “ (top) and monthly (bottom)”, similar to thile in Table 2.]

a) and b) We thank the referee for pointing thagtakie. This sentence has been deleted in the
revised version.

c) "Same as Table 2" has been indicated in the migtead of repeating the description of Table
2 to shorten the Table 3 title.

[13) Supplemental material: The discussion on topdspheric ozone variability (MLT) is
largely concerned with the stratospheric origintteé tropospheric ozone which is tracked by
means of the difference between total and ozorgethy modeled NOx tracer (Figures S2 and
S3). And this is a wonderful addition to the datalgsis. However, the reader would also like to
understand the contribution of the stratospheramezdue to the shape of the AK, which is not
discussed at all. It should be possible to as$esgdtrieval error by using truncated AK (zero
weights for stratospheric ozone) for smoothing M®ZA-4 profiles and then comparing it to
the full IASI AK smoothed profiles.]

As suggested by referee #3, we now illustrate énrdvised Supplement (Figure S4(a)) the fit of
MOZART-4 O; and of Q®99-N%time series, in addition to the stratospheric @bation
(Figure S4(b)), without accounting for the IASI siivity, to evaluate the effect of the
smoothing error from the observational system. Wefgp to adopt this approach instead of
truncating the AK in the stratosphere, since reaidiratospheric contributions will still be



reflected in AK from lower layers. Note also thhetsmoothing error [(A-)Sa(A-I) can be
evaluated from the a priori contribution [Xa- (AXayovided in Figure S5(b) since they are both
correlated; i.e., if the 1ASI sensitivity is low ite MLT, the smoothing error will be large as
well as the contributions from the a priori andnfrthe upper layers. When comparing Fig. S4(b)
and Fig.S5(b), the differences suggest that théddnvertical sensitivity of IASI contributes a
smaller part (~10%-20%) to the IASI stratosphentabution than the natural stratospheric
influence (~20% to 45%). In addition, the contribatof the real natural variability (originating
from both the troposphere and the stratosphereughrdSTE processes) into the MLT; O
columns is also now illustrated in an additiongufie (Fig. S6(a) and Fig.2 here below) and is
estimated to be larger than 50% everywhere. Fampieg we interestingly show that in the 30N-
50N band where the DOFS is the largest (See Fig,2tlos contribution reaches ~85% from
which only ~30% originate from the stratospheregg(F34(b)) and ~55% from the troposphere
(Fig. S6(b)). This is now specifically mentionedtire last paragraph of Section 2 of the revised
manuscript and in the Supplementary materials.

This further supports the findings that IASI isebb detect a large part of the real variability of
Oz in the N.H. troposphere, and that the increagbarobserved concentrations and variability in
the mid-latitudes N.H. during spring-summer likéhgicate a photochemical production of O
associated with anthropogenic precursor emissiofrs $ection 4.1 of the manuscript).

Technical comments:

[Figure 1 — add a few minor ticks to the altituces]|
It has been added.

[Figure 5 — “1*sigma” — is it correct expressiom,ioshould be defined as sigma/ (median ozone
value)*1007?]

It should indeed be defined aso{tlaily median @)/(daily median @*100]. This has been
corrected.

[Figure 9. It would be better to separate middlegbanto two — for the model fit with and
without the linear term. It would then allow forage in the plot to show the residual for both fits
separately.]

We prefer to keep the middle panel as it is to neasly compare the regression models with the
linear term trend included or not in the regressizodel and to highlight the increasing offset
between the both models. But as suggested by theeeg we have added in the revised Figure 9
a panel illustrating the difference between the tegression models and the averaged relative
residuals (%) have been indicated as well.



Table 1 List of the proxies retained in the stepwise baakivelimination approach which are
significant at the 95% level (see text for detafts) each 20-degree latitude bands and for each
partial column. Proxies are indicated for Solaxfliolue), QBO10 (green), QBO30 (orange),
ENSO (red) and NAO (pink)/AAO (purple). Symbols icated between parentheses refer to

proxies which are not significant statistically wahaccounting for the autocorrelation in the

noise residuals.

Proxies Ground-300hPa 300-150hPa 150-25hPa 25-3hPa Total columns
(Troposphere) (UTLS) (MLST) (UST)

7°N-9C°N | (0)(0)0 O | 0(0)0O (0) | 0(0)(0)00 | (0)0(0)0 0(0) 000
5°N-70°N | O (0) (0)0 (0) | 00 (0)0 0(0) (0)0 0 (0)(0) 0 (0) (0)0 0
30°N-5C°N | (O) (0) (0)O 0(0)(0)0 0(0) O 0(0) 0 (0) (0)©0) | 0 (0) (0)0 O
10°N-30°N (0) (0) (0) | (0)O(0)0 (0) | (0)(©O)©)0 0 0 (0) (0) 0(0)00
10°S-10N | (0) O (0) (0)©) | 0O 0O 0 O (0)00(0)©)| 0O O |(0)00O0()O)
30°S-10°S | (0) (0)(0) (O) | (0)O(0)0(0) | O(0)0O0 (0) | (0)0OO (0) | (0)(0)0OO ©
50°S-30°S | (0) (0)(0)0 (0) | (0)0(0)0 O | 00 O (0)| (0000 (0) | (0)(© 00 (O)
70°S-50S | O (0) (0) (0)0(©) O |(0)0)0(©) O (000 (0) | (0)(0)00 ©
90°S-70'S (0)O0 O (0)O(0) © (0)(0)(O)(0)(O) O(0) O | (0)(©O)(O)©O)O)
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Figure 1. Daily (a) and monthly (b) time series of @easurements and of the fitted regression
model in the UST in the 30°S-50°S latitude bang (w), of the deseasonalised @” row), of

the difference of the fitted models with and withole linear term (Brow), and of the fitted
signal of proxies ([regression coefficients*ProxypF (blue), QBO (QB& + QBO™ green),
ENSO (red) and AAO (purple) (bottom) (given in DOhe averaged relative residuals are also
indicated (%).
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(troposphere and stratosphere) and (b) from thpo#ohere.



Response to Reviewer #2:
Review

First of all, we thank the referee for his positigeneral comments about the paper. We
acknowledge him for his useful corrections and ssggns, which have helped us clarifying
several points and improving the manuscript.

Below are developed our point-by-point responsesisoindividual comments. Before each

response, the reviewer comments have been quoteedre[]. Corresponding information and

corrections have been added to the revised verdidine manuscript. Technical comments are
also included in the revised version.

General Comments:

[1) This investigation is well done in general Wiails to account for lags between the
geophysical quantities such as QBO and ENSO angleozariability in non-local regions.]

A typical time-lag relation between ozone and EN&n 0 to 4 months was examined before
the submission of the paper, but it did not show emprovement in terms of residuals and
uncertainty of the fitted parameters. We interpinét by a weak apparent contribution of ENSO
to the IASI ozone time series in zonal bands oats@ Nifio region 3.4. This is now specifically
mentioned in Section 3.2.

Optimizing the regression model by including tinags in different geophysical variables could
be investigated in the future but this is beyoreldbope of this study.

We acknowledge, however, in the revised SectioritaRthe missing representation of time lags
in the proxy times series may lead to underestmgathe influence of some geophysical
parameters on thesQariations, in particular that of ENSO and QBQzonal bands outside the
regions where these geophysical quantities are urnedigi.e. Nifio region 3.4 for ENSO and
Singapore for QBO). The fact that the regressiodehcould be improved this way is now also
mentioned in the Conclusion.

[2) Following this analysis, the authors make ayatonvincing argument that the density of the
IASI measurements allows for trend analysis evesr ghort timescales, though the comparison
between FTIR instruments and IASI should be morefady done. |

We thank the referee for his suggestion. As one @gmect from the FTIR measurements
illustrated on Figure 10 of the manuscript, IASh&i series with the same sampling as the ones
of the FTIR leads to non-significant trends. Thes lbeen tested by applying the regression
models on a subsampled IASI dataset with the s@mgdral resolution as that of the FTIR
datasets. In all cases, we observe that the fiterdls inferred from IASI and FTIR are within
the uncertainties of each other and that the umictéies associated with the subsampled 1ASI
datasets are significantly larger than the onel thi¢ full daily dataset. These trend values have
been added in Table 4 of the manuscript and thigeistioned in the revised Section 4.3.3.

We now conclude this section 4.3.3 with:



“Even if validating the IASI fitted trends with iegendent datasets is challenging due to the
short-time period of available IASI measurementsl dhe insufficient number of usable
correlative measurements over such a short pethedresults obtained for trends inferred from
IASI vs FTIR tend to confirm the conclusion drawn in sutiess 4.3.1 and 4.3.2, that the high
temporal sampling of IASI provides good confidemt¢he determination of the trends even on
periods shorter than those usually required fromeiobbservational means.”

[3) The paper includes supplementary informatiothvei model analysis aimed at quantifying
how much the tropospheric ozone signal seen by I&Siontaminated” by stratospheric ozone.
It is unclear to me, however, that their approacamifies how much of the tropospheric ozone
that IASI sees is stratospheric due to the “smearai the averaging kernels (what they are
trying to quantify) versus stratospheric air thashactually been transported into the
troposphere.]

There are indeed two combined effects in the fpdteric contribution as seen by IASI in the
troposphere: 1) the stratospheric influence singaligulated as the difference between the total
simulated @ and the @*99*-N%and 2) an additional part due to the limited veitgensitivity of
IASI in the troposphere; the latter is accountadofp applying the IASI averaging kernels on the
MOZART4 stratospheric contribution. This simulatkes stratospheric part as observed by IASI
in the troposphere. This is now better explainethexSupplement.

In addition, as suggested by both referees #1 andi& now illustrate in the revised Supplement
(Figure S4a), the fit of MOZART-4 Dand of Q29 N*{ime series, in addition to the
stratospheric contribution (Figure S4b), without@mting for the IASI sensitivity to evaluate
the effect of the smoothing error from the obseovetl system (effect 2)). Note also that the
smoothing error [(A-)Sa(A-I] can be evaluated from the a priori contributiota] (AXa)]
provided in Figure S5(b) since they are both catedl; i.e., if the IASI sensitivity is low in the
MLT, the smoothing error will be large as well &g ttontributions from the a priori and from
the upper layers. When comparing Fig. S4(b) andSkidp), the differences suggest that the
limited vertical sensitivity of IASI contributes amaller part (~10%-20%) to the IASI
stratospheric contribution than the natural stygitesic influence (~20% to 45%). In addition,
the contribution of the real natural variabilityrigpnating from both the troposphere and the
stratosphere through STE processes) into the MkTc@umns is also now illustrated in an
additional figure (Fig. S6a) and is estimated tddvger than 50% everywhere. For example, we
interestingly show that in the 30N-50N band whére DOFS is the largest (See Fig.3b), this
contribution reaches ~85% from which only ~30% iovége from the stratosphere (Fig. S4b) and
~55% from the troposphere (see Fig. S6(b) or Fidefe below). This is now specifically
mentioned in the last paragraph of Section 2 ofrélvesed manuscript and in the Supplementary
materials.

This further supports the findings that IASI iselbb detect a large part of the real variability of
Os in the N.H. troposphere, and that the increaséhé observed concentrations and in the
variability in the mid-latitudes N.H. during sprisgimmer likely indicate a photochemical
production of @ associated with anthropogenic precursor emiss{@fis Section 4.1 of the
manuscript).

Specific comments:



[1) Abstract

a) Page 27576, Line 3: Should there be a “the”feefbetOp-A?

b)Page 27576, Line 5: “time development” is aditiwkward — “temporal evolution” would be
better.

c) Page 27576, Lines 15-19: The attribution ofttie@ds is somewhat overstated in the abstract
as compared to the paper. Perhaps “which is cemsisvith other studies suggesting a
turnaround for stratospheric O3 recovery” and “gagslinked to the impact of decreasing
ozone precursor emissions” would be more appraptiat

a), b) and c) All corrections have been made.

[2) Introduction

a) Page 27577, Line 7: Suggest replacing “preseitt “undergoes”.

b) Page 27578, Lines 17-18: The wording is diffidol follow. | suggest “by the possibility of
using IASI measurements to discriminate O3 distidns.”]

a) and b) All corrections have been made.

[3) Section 2

a) Page 27579, Line 16: Given IASI's 9:30 / 21:3@npass time, | would not expect it to be as
sensitive to changes in precursor emissions asimsnts with afternoon overpass times. Have
you used a model to assess this and what implitatitze overpass time might have in terms of
guantifying the true trend associated with decreas@recursor emissions?

b) Page 27581, Lines 8-17: Please see commentseasupplementary material. It is unclear to
me whether the model analysis the authors perforawtdally quantifies how much of the
tropospheric ozone that IASI sees is stratosplaerecto the “smearing” of the averaging kernels
(what they are trying to quantify) versus stratesphair that has actually been transported into
the troposphere.]

a) The overpass time should not have such an inthacto the long lifetime of £n the mid-
and upper troposphere where the 1ASI sensitivithéslargest.

b) See general comment 3). This is now better exgdain the Supplement.

[3) Section 3

a) Page 27581, Lines 20-21: Why just ODS-drivendsehere? The authors are not specifically
talking about stratospheric ozone, and in fact esklirtropospheric ozone trends driven by
precursor emissions. Also, in both instances is ggntence, “trend” should be preceded by
“the” or should be plural.

b) Page 27582, Lines 9-14: It would be very helpfithe authors could provide more detalil
here. Why was the time lag for the autocorrelatbrihe residuals assumed to be 1 day or 1
month? Given the lifetime of ozone, might it notlbeger? What method was used to correct the
coefficient estimates by accounting for this autoglation?

c) Page 27582, Lines 14-15: “robust” would be naweurate than “adequate”

d) Page 27583: In the analysis using geophysia@éblas, the zonal wind at 10 and 30hPa are
used to represent the QBO. However, it is the QB&asrather than the zonal wind itself that
strongly affects the zonal distribution of ozondijet responds primarily to the anomalous QBO
thermal wind circulation cell driven by the zonaha gradient. While the temporal evolution of
the shear is generally consistent with the temparalution of the zonal wind itself, there can be



important differences when the descent of a pdaicQBO phase is delayed or occurs faster
than usual. The authors may want to compare the senies of the shear to that of the individual
wind components to determine whether using therstie® series might make an important
difference in their results.

e) Page 27583, Line 17: What is meant by “both comepts” here?

f) Page 27583, Line 27: “there is a” is needed tefpredominance of easterlies”

g) General comment on Section 3: For many of tleplggsical variables considered here, there
may be important lags between the geophysical gyemd the ozone response in particular
parts of the atmosphere. Lower stratospheric ozomaidlatitudes, for example, does show a
QBO signal, but it lags the QBO winds in the tr@pity a few months. Likewise, midlatitude
ozone does not respond within a month to ENSO dawang the tropics. Optimizing the
regressions including the possibility of time lagay be too involved for this paper, but the
authors should at least acknowledge that they neayralerestimating the role of geophysical
variables in regions outside the location of thegg/sical quantity for QBO, ENSO, NAO, and
AAOQ.]

a) This sentence has been rewritten:

" In order to characterize the changes in ozonesorea by IASI and to allow a proper
separation of trend, ...”

b) We calculated the uncertainty of the fitted paggers by computing the standard error with an
effective sample size (n*) of independent informatibased on the lag-1 autocorrelation

coefficient correlation of the noise residuat & nGl'_—i) as in Santer al. (2000).This is now
+

better explained in Section 3.1 of the revisedivearsiith the Eq. (3).

The autocorrelation coefficients at various lagsemexamined for each layer in each latitude
bands (cfr example for the 30N-50N band providediable below) and lag 1 appeared to be the
most important in all cases. As a consequencana liag of one day (or one month) has been
preferred to account for the correlation of theseaiesiduals.

30N-50N lagl lag2 lag3 lagd lag5
MLT 0.65 0.54 0.49 0.47 0.44
UTLS 0.62 0.48 0.40 0.36 0.29
MLST 0.75 0.64 0.56 0.50 0.44
usT 0.80 0.68 0.62 0.56 0.49

TOTAL 0.78 0.69 0.62 0.58 0.54

c) This has been changed.

d) We thank the referee for his suggestion.

However, to the best of our knowledge, the timdeseonf monthly averaged wind speed
measurements done by the ground-station in Singaigothe most widely used proxy for the
guasi-biennial oscillation (QBO). Previous studa@s QBO have shown that the longitudinal
differences in the phase of the QBO are small @addwin et al., 2001 and references therein),
and, as a consequence, the dataset used in tHisistsupposed to represent well the equatorial
belt.



We agree with the referee that analyzing the strecdvf the QBO by comparing the QBO shear
with the zonal wind would be interesting. We feelever that this is beyond the scope of this
study.

[Baldwin, M.P., L.J. Gray, T.J. Dunkerton, K. Hatoit, P.H. Haynes, W.J. Randel, J.R. Holton, M.&xahder, I.
Hirota, T. Horinouchi, D.B.A. Jones, J.S. Kinneysl€. Marquardt, K. Sato, and M. Takahashi, 200ie Quasi-
Biennial Oscillation. Reviews of Geophys., 39, 2723.]

e) This is now specified: “The difficulty in disaninating solar flux and linear trend terms...”.
f) It has been added.
g) See responses to General comment 1).

[4) Section 4

a) Page 27587, Line 16-18: Why don’'t we see ozag@etion in the Southern hemisphere
stratosphere?

b) Page 27587, Lines18-19: There appears to biesatice between the Northern and Southern
hemispheres in terms of how similar the 10 km paseb the 19 km panel. Is this the case?
What is the reason for the asymmetry?

c) Page 27587, Lines 10-26: What is the sourchehbise at high latitudes?

d) Page 27588, line 3: It would be much clearesayp “color contours” rather than “colorscale”

e) Page 27588, lines 8-14: High midlatitude loweatespheric ozone values in 2010 have been
linked to the combined Easterly shear QBO and BobNNeu et al., Nature Geosci., 2014), and
the failure to reproduce them with the regressiay miso be due to 1) the use of the zonal wind
as a QBO proxy rather than the shear in the zoimal and / or 2) the failure to account for lags
between the QBO and ENSO and the response of rtudlat tratospheric ozone.

f) Page 27589, Lines 20-21: Is it clear that thengpmaxima solely reflect STE, or is there also
a seasonal dependence of the averaging kernelmtiags the lower atmosphere more sensitive
to the layers above during spring?

g) Page 27591, Lines 5-14: The QBO results fontigiatitudes may differ substantially if a lag
were considered. The authors should at least adkdge that by using zonal winds rather than
shear and not considering a lag, they likely ursterate the QBO’s importance in regions not
directly impacted by the QBO winds.

h) Page 27591, Lines 15-22: The negative ENSO icosit in the tropical UTLS is consistent
with results from Neu et al., Nature Geosci., 2015.

i) Page 27592-27593, Lines 24-1: | don’'t understahdt the percentages refer to here.

J) Page 27594, Line 14: need an “increase” in “repa factor of two in”

k) Section 4.3.3: | am not sure | agree with theabasions presented here. The authors show that
total column trends from FTIR data and from IASkodifferent time periods do not agree and
use this to argue that the sampling of IASI prosidenfidence in the determination of trends.
However, to actually reach this conclusion, theyldoneed to show that trends between IASI
sub-sampled at the same times and locations dsTiffemeasurements are consistent with those
from the FTIRs (i.e. non-significant) for the oagsping period of the data (2008-2012). Only by
doing so can they demonstrate the advantage of $a8ipling and show that it explains the
difference between IASI and the FTIR measurements.]

a) As mentioned in Section 2, only daytime obséowst which are characterized by a good
vertical sensitivity to the troposphere are usethis study. As a result, we do not include in this
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study the variations due to the ozone hole formataso mentioned in Section 4.2), which is
otherwise well monitored by IASI using night-timeeasurements.

b) We observe indeed an asymmetry between theilsotion of the MLST into the UTLS in the
N.H. and the S.H. A deeper analysis of the corigidbetween the MLST and the UTLS layers
as a function of IASI sensitivity and dynamics slddoe investigated to explain this observation.
The stratosphere-troposphere exchanges could befhe answer since they are expected to be
larger in the N.H. than in the S.H. There are agmificant hemispheric differences in the
strength and behavior of the Brewer-Dobson circortatwhich is usually the largest in the N.H.,
because of hemispheric differences in wave forcifige use of a stratospheric chemical and
transport model could help in quantifying this efféout this is beyond the scope of the study.

c) This is because of the low temporal samplindayftime IASI measurements in high latitudes.
d) It has been changed.

e) We thank the referee for pointing that out. Ehegssible explanations have been added in the
revised paper.

f) It is more probably related to the STE proces3éere is indeed a seasonal dependence of the
averaging kernels but the sensitivity is the lowesthe winter (implying more information
coming from the stratosphere), not in spring.

g) See responses to General comment 1). This isspewified in this Section 4.2.

h) We thank the referee for pointing this referewbéch has been added.

i) The percentages represent the averaged fittedehrm@sidual relative to the IASIGime
series. This is now better explained.

J) It has been changed.

k) The influence of the FTIR temporal sampling &%l is now tested in the revised paper. See
general comment 2).

[5) Tables and Figures

Table 2: Caption is very unclear — it should sagséd on daily (top values) and monthly
(bottom values)”]

It has been changed.

[6) Supplementary Material

a) Lines 19-21: Why use constant emissions, paatiguwhen the goal is investigate variations
in ozone with time? Also, it is not clear whethlee missions are truly constant or simply have
no interannual variability.

b) Lines 30-32: Are representative averaging kerngded, or scene-dependent averaging
kernels?

c) Lines 37-40: This goes back to the previous tjpes- if the averaging kernels underestimate
the stratospheric influence on the partial coluhia tould produce a bias.

d) Lines 47-48: One might expect the model to pernfbetter in the southern hemisphere since
the fire emissions do vary with time, but it isoféar that this is the case. Why not?

e) Section S.3: Given the large difference betwibenmodel and IASI, are the IASI averaging
kernels (which must depend on ozone amount) giplieable to the model profiles? Also, the
authors are using the difference between total ®@zmd the tagged ozone in MOZART (with the
IASI averaging kernels) as a measure of the sphttc influence on tropospheric ozone as
seen by IASI. However, this term includes bothtesgheric air that has been transported to the
troposphere and the “smearing” of the stratosplsgial into the troposphere by the averaging



kernels. | understood the point of this analysisb® to understand how much the IASI
tropospheric column is “contaminated” by stratosgh®@zone due to the averaging kernels
rather than to understand how much stratospheranezmatters for tropospheric ozone
variability. In this case, wouldn't a better measie the difference in the difference between
total ozone and tagged ozone with and without A% bveraging kernels?

f) Line 76: The sentence beginning “This methodwadl” should be reworded.

g) Line 110: Again, | am confused as to whether én@ssions have no variability at all or
simply no interannual variability.

h) Lines 120-122: | don't think it's clear from ghianalysis that the decrease in tropospheric
ozone is “much more important than what we estirfrat@ IASI”. The emissions-driven portion
of it may be, but tropospheric ozone is a mixturéhe emissions-driven ozone and ozone that
enters through STE, and the authors have not coimgly shown that the “true” trend in this
mixture of air is significantly larger than thats#sved by IASI (because they have not fully
separated the influence of STE and the averagingels)]

a) As mentioned in the Supplement, the anthropagemissions have no variability at all, they
are constant over years. On the contrary, biomassirig and biogenic emissions vary
seasonally. This is now clearly mentioned in theised supplement and a reference for the
biogenic emissions has been added.

We have preferred the POLMIP emission dataset im $hudy because it has been built to
represent as well as possible the anthropogenissemns, particularly in the N.H.. The use of the
POLMIP dataset in POLMIP models, amongst with MOZA®R has also been extensively
evaluated recently (Monks et al., ACP, 2014; Arnetdal., ACP, 2014; Emmons et al., ACP,
2015). The description of the dataset has beenneetk in the Section S1 of the revised
Supplement.

b) We used the scene-dependent averaging kermelgai$/ to Wespes et al. (2012), the AvK of
the different IASI observations contained in eac®ZART grid have been considered to
smooth the gridded MOZART profile interpolated & tASI profile. This is now indicated in
the Supplement.

c) See general comment 3). Because the IASI sehgiis excellent in the stratosphere and
smaller in the troposphere, the averaging kerradtser overestimate the stratospheric influence
on the MLT column. This is now better explainedhie Supplement and illustrated with Figures
S4 and Sb.

d) Large fire emissions are also observed in thd. Ne.g; the fire NO emissions in the N.H.
represent more than 60% of the global NO fire eimissin the POLMIP dataset; Siberia, South-
East Asia and China regions account for ~30% oftth@ NO fire emissions). We relate the
large positive bias of MOZART-4 in the MLT in equoatl belt (~25%) and extra-tropical
regions in the Supplement to possible issues withizbntal transport in the model or
overestimated ozone production efficiency at tHaseides.

e) See general comment 3). The stratospheric mdkiewithout accounting for the IASI
averaging kernels is now shown in Fig. S4 of thepgkement and the MLT variability
originating from the troposphere as seen by IASiaw quantified and illustrated in Fig. S6 and
in Fig.1 here below.

f) This has been changed.

g) See comment 6a) above.



h) See general comment 3) and specific commenalé@ye. The conclusions in the Supplement
have been rewritten accordingly.



Figure caption
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Figure 1. Contribution to the IASI MLT @ columns (%) (a) of the natural variability
(troposphere and stratosphere) and (b) from thpogphere.



Response to Reviewer #3:
Review

We thank the referee for his useful comments, wheve helped us clarifying several points and
improving the manuscript. Below are our point-byrporesponses to his comments and
suggestions. Before each response, the reviewemeoits have been quoted between [].
Corresponding information and corrections have badded to the revised version of the
manuscript.

General Comments:

[1) The motivation for the choice of conducting alltivariate regression to understand the
variability observed is not very clearly explainddguess its main purpose is to be able to
eventually extract trends from the full signalthst right? Section 4.2, providing the detail of

each fitting parameter, is missing conclusion comis\¢o guide the reader through the interest
of all this work on large datasets. For exampleatndmount of variability is explained by each

process included/fitted. Can it be a way to effiiganalyze controlling processes without using
model simulations?]

The use of a multivariate regression model is amnonly and widely used method for analyzing

variations in ozone columns records. The goal efitiethod is to attribute inter-annual, seasonal
and non-seasonal variations in ozone measuremenhysical processes that are known to
affect the ozone records, and, as a consequenedpto a proper separation of a trend. This is
mentioned in the first paragraph of Section 3.1.

Section 4.2 relies on the fact that the multivariggressors patterns, uncertainties and residuals
errors have first to be examined to evaluate thopeance of the model before drawing any
conclusions on processes controlling the variation$ASI ozone record, including a trend
analysis. This is now clearly mentioned in thetfparagraph of Section 4.:

“The performance of the multiple linear model isaksated in subsection 4.2 in terms of
residuals errors, regression coefficients and dessat uncertainties determined from the
regression procedure (Section 3) to properly cliarae the physical processes that are expected
to affect the IASI ozone records”

Numbers quantifying the contribution of the variqig/sical processes on the measured IASI O
records have been added in the description of &ifb) in Section 4.2. A conclusion on the
model performance is also given at the end ofSeistion:

“Our results demonstrate the representativenesieofitted models in each layers and latitude
bands. These good performances of the model akammming the adjusted linear term trends in
Section 4.3 below.”

[2) The authors have chosen to provide an anabfsseveral altitude levels, chosen according
to the IASI sensitivity profiles (provided by thevemaging kernels). In Section 2 the IASI

retrieval, the AK and associated DOFs are discysazedvell as the correlations between the
observed concentrations and the a priori infornmatieed as an initial constrain. Although this



contribution is around 20-30Also, in Figure 1 theeraging kernels for the selected layers show
significant overlap, so that all levels are notapdndent. This is mentioned throughout the paper
but it would really be helpful to provide informati on the vertical correlations between vertical
levels in 1ASI. The authors discuss this problentha supplemental material but I think that
there are 2 effects combined in their discussiba:rtatural influence of the stratosphere on the
tropospheric levels through STE, which has to beoawsted for to understand observed
variability of tropospheric O3 from any type of mseeement; and the smoothing from the
observational system used here. It is the laterithparticularly critical because it may cause
artefacts in the trends compared to what would b&ioed using in situ observations for
example. | guess it would be quite easy to evaltlageeffect using the MOZART simulations
and the stratospheric O3 tracer with and withouphyapg the IASI AK. Another related
guestion: could correlations in the observationsnitaken for dynamical processes (strat-trop
exchanges) in the trend analysis? Because thisgpaonfusing, the fact that tropospheric ozone
from IASI can be used for trend analysis is stlinewhat questionable after reading this paper...
I think this could be easily improved.]

As mentioned by the referee, there are indeed tanmbmned effects in the stratospheric
contribution as seen by IASI in the tropospherethg) stratospheric influence calculated as the
difference between the total simulategl@®d the @*9%4-N%and 2) an additional part due to the
limited vertical sensitivity of IASI in the tropobpre; the latter is accounted for by applying the
IASI averaging kernels on the MOZART4 stratosphetimntribution. This simulates the
stratospheric part as observed by IASI in the tsppere. This is now better explained in the
Supplement.

In addition, as suggested by referees #1 and #3omeshow in the revised Supplement (Figure
S4a), the fit of MOZART-4 @and of Q®9%4N*time series, in addition to the stratospheric
contribution (Figure S4 b), without accounting fbe IASI sensitivity. This is done to evaluate
the effect of the smoothing error from the obseovetl system. Note also that the smoothing
error [(A-1)Sa(A-1)'] can be evaluated from the a priori contributiota{ (AXa)] provided in
Figure S5(b) since they are both correlated; ifghe 1ASI sensitivity is low in the MLT, the
smoothing error will be large as well as the cdmittions from the a priori and from the upper
layers. When comparing Fig. S4(b) and Fig.S5(bg thfferences suggest that the limited
vertical sensitivity of 1ASI contributes a smallpart (~10%-20%) to the IASI stratospheric
contribution than the natural stratospheric infleee~20% to 45%). In addition, the contribution
of the real natural variability (originating fronoth the troposphere and the stratosphere through
STE processes) into the MLT;@olumns is also now illustrated in an additiongufe (Fig.
S6(a) and Fig.2 here below) and is estimated tardger than 50% everywhere. For example, we
interestingly show that in the 30N-50N band whére DOFS is the largest (See Fig.2(b) in the
manuscript), this contribution reaches ~85% fromicWwhonly ~30% originate from the
stratosphere (Fig. S4(b)) and ~55% from the tropesp (Fig. S6(b) and Fig.1(b) here below).
This is now specifically mentioned in the last gaegph of Section 2 of the revised manuscript
and in the Supplementary materials.

This further supports the findings that IASI iselbb detect a large part of the real variability of
Oz in the N.H. troposphere, and that the increagbarobserved concentrations and variability in
the mid-latitudes N.H. during spring-summer likéhglicate a photochemical production of O
associated with anthropogenic precursor emissiofrs $ection 4.1 of the manuscript).



Nevertheless, and as mentioned at the end of $e2taf the manuscript and in conclusions of
the Supplementary materials, we acknowledge thah Ioe apriori and the stratospheric
contributions resulting from the limited sensitwiobf IASI partly mask the variability of
tropospheric ozone measured by IASI and may biasdal trend in tropospheric;O

[3) Regarding the general performance of the fitpinocedure: the figure (Fig. 4) is hard to read.
Later in the study, the residuals are shown toadlgtioe quite large (Figs 9 and 10): does this
mean that significant processes are not consideraderformance should be better described
and discussed at the beginning of section 4.2, avdbdicated figure.]

The figure has been provided at a high resolutiod & in our opinion fully readable. The
performance of the model is described throughoaitnianuscript, in Section 4.2 in terms of the
covariates with the associated uncertainties, ¢ti@®4.3.1 in terms of temporal sampling effect
(daily vs monthly) and in Section 4.3.2 in termgrehd uncertainties.

As mentioned in Section 2, model residuals aretless 10% of the 1ASI @measurements and
good correlation coefficients between the IASI #imel regression model time series (0.70-0.95)
are obtained for all layers and all latitude bantse residuals represent generally around 30-
60% of the deseasonalised tdne series. This is now specifically mentionedSiection 4.3.1.
This might seem quite large but this has to begaiéd by the fact that the non-seasonal
variations are only minor contributors. Similaridegls have been reported in previous studies,
suggesting that the regression model and the metpptied here on IASI time series perform
generally well.

We acknowledge however, that the model could berorgd in several ways (e.g. including
Eliassen-palm flux, EESC proxies) to further reduttee regression residuals. Further
investigations on the regressors uncertaintiestlaadotal error on ozone measurements should
be performed as well. This is now indicated in@anclusion.

[4) Another point that needs to be improved: thioug the paper, the authors attribute enhanced
lower tropospheric ozone to ozone production frarthepogenic emissions. But there are not
only anthropogenic emissions that will contributeldwer tropospheric production, biogenic
emissions and fires, for example, will also emgngicant O3 precursors. This attribution to
anthropogenic activities is not really demonstrafdte comparisons to MOZART-4 simulations
in the supplemental material is not that convincic@nstant anthropogenic emissions are used,
but with daily fire emissions. For the ’realism arfithropogenic emissions’, the authors should
provide some numbers on previous model evaluaggasnst surface networks. Are there more
uncertainties on anthropogenic emissions than daradaemissions? What about stratosphere-
troposphere exchanges: is it well simulated by rfefddas it been evaluated?]

Previous studies showed good evidence for an iserea tropospheric ozone downwind
industrialized areas of the N.H. with a summer mmaxn and argue that this is due to high
photochemical activity associated with anthropogesissions of NO, hydrocarbons and CO
from combustion of fossil fuels (e.g. Logan et &B85; Fusco and Logan, 2003; Dufour et al.,
2010; Cooper et al., 2010; Wilson, et al., 201XjeSdine et al., 2013). Even if it is hard to
reconcile the trends in tropospheric ozone withnglea in emissions of ozone precursor, trends
in emissions have already been able to qualitgtiezplain measured ozone trends over some



regions although the magnitude of the trend isawmoisistent with that from model simulations
(e.g. Cooper et al., 2010; Logan et al., 2012; wvilet al., 2012). This has been specifically
added in the last paragraph of Section 4.3.2.

The anthropogenic emissions for N@nd CO are much larger than the fires and biogenic
emissions, and they have the largest contributiomsdustrialized regions of the N.H. (Europe,
US, China). In the POLMIP emissions used in thigdgt the anthropogenic NGemissions
represent 72% of the total N@see Emmons et al. ACP, 2015) while the fire aoidl IO
emissions only represent 11% and 12% of the to¢sipectively. For CO, the anthropogenic
emissions are also larger than the biomass anditgenic emissions (~60%s ~30% and
<10%, respectively). On the contrary, the biogeNigVOC (non-methane organic volatile
compounds) emissions represent the largest cotibibto the total NMVOC (~80%). This is
added in Section 4.1,

The MOZART4-GEOS5 model has been evaluated agaungace, ozonesondes and aircraft
measurements in previous studies (e.g. Emmons,e2l0; 2013; 2015; Pfister et al., 2008;
Wespes et al., 2012). Result indicated that MOZARi$-slightly biased low by around 5-15%,
but that it reproduces generally well the variapilbf observations in space and time. This is
now indicated in the Supplement.

The stratosphere-troposphere exchange is well kntovbe a common problem in global
chemistry-transport models. However, we showed an Bl of the supplement that the
concentrations, the amplitudes of the seasonaksyahd the timing of the maxima are well
captured in MOZART4 in the UTLS region for all banldetween 50S-50N. We also note that
the stratospheric contributions are calculatedegdhe lowest in the bands south of 50° of the
N.H. (~20% in summer in 30°N-50°N; See Fig. S4(lf)tlee Supplement) and that the
stratosphere-troposphere exchanges are usuallywakest during the summer. As a
consequence, this even reinforces the conclusictenabout the ability of IASI to detect the
variations in @ MLT columns, particularly in mid-latitudes of thé.H. This has been now
specifically mentioned in Section 4.1.

[5) My final main comment is that the discussiomnerally lack quantitative comparisons to
other studies. It is generally written that theseai’good agreement’ in trends but it would be
interesting to provide orders of magnitude: maylite & final table comparing results depending
on the method chosen?]

As suggested by referee#1, when comparing to téeiqus publications of the trend analysis,
“in agreement with previous studies” has been egudy “comparable to the results published
in the previous studies” throughout the paper. @taive comparisons cannot be made
considering the different time period in our stwdth respect to others.

In addition, as suggested by the referee in hiciBpecomments below, trend values and
temporal resolutions of measurements from prevgiudies have been added in the discussion
in Section 4.3.2 and we also now provide compassbetween trends inferred from a
subsampled IASI dataset to match the temporal sagpf FTIR. The results are added in Table
4 of the revised manuscript. These new results sthaivfitted trends inferred from IASI and
from FTIR are within the uncertainties of each otlad that those associated with the



subsampled IASI datasets are significantly largemtthose obtained from the daily ones,
leading to statistically non-significant trends.ig gives further evidences for the ability of IASI,
thanks to its high temporal sampling, to detedisteally apparent trends even on short periods.

Specific comments:

[1) Introduction:

a) P. 27577, I. 21: Why are there warnings? Onlgabse too many unknowns or are their
specific reasons?

b) P. 27578: 1st paragraph: It would be helpfuptovide a few numbers for trends identifies in
previous studies. Are the signs consistent? Whae weese studies based on? Observations at
what resolution? etc.]

a) Warnings are mostly related to possible undienasibn of the true uncertainties in the ozone
trends that can be attributed to decreasing EE&{S.Has been added in the revised text.

b) It has been added. Numbers for trends from pusvipapers are now given later in the
manuscript in Section 4.3.

[2) Section 2: Cf. main comment: a better evaluatibvertical correlations is the observations is
required. Also provide information on the a priased for the retrieval. The last sentence is
disturbing and does not really help the readett would be good to confront each result to the
identified sources of uncertainties in the disausgarts.]

See responses to general comment 2) above. Thedat#nce has been changed accordingly.
The apriori and stratospheric contribution are riscussed as well in the discussion Section
4.1.

Information on the a priori has been added in $ack

“The a priori information (a priori profile and aipri covariance matrix) is built from the
Logan/Labow/McPeters climatology (McPeters et 2007) and only one singlesG priori
profile and variance-covariance matrix are used.”

[3) Section 3:

a) Define ODS

b) 1.12-13, P.27582: | am not an expert in thisety statistical analysis but | just don’t get what
this means. Maybe a little bit more explanationsildde helpful.

c) Table 1 and corresponding text: the source efdidta used should be detailed for all proxies:
are they from model simulations? reanalyses? oagsens?

d) Sentence btw P. 27584-P. 27585: Would be goatktail briefly why harmonic and linear
trends are appropriate for these effects, sinceetlage among the main targeted features of the
analysis.]

a) ODS is defined in Section 1.

b) We calculated the uncertainty of the fitted paggers by computing the standard error with an
effective sample size (n*) of independent informatibased on the lag-1 autocorrelation

coefficient correlation of the noise residuaF & nG;—z) as in Santer al. (2000).This is now

better explained in Section 3.1 of the revisediverwith the Eg. (3).
c) Details for the proxies have been added ingke t



d) The choice of using “statistical’” harmonic amehr terms instead of “physical” proxies in the
backward elimination approach is widely appliedprevious ozone regression studies (e.g.
Mader et al., 2007; 2010). Physical proxies for Hrpiivalent Effective stratospheric chlorine
(EESC) and for the Eliassen-Palm (EP) flux couldused for describing changes in ozone
depleting bromine and chlorine substance and inBifesver-Dobson circulation instead of the
linear trend and harmonic terms. As explained ictiSe 3.2, the use of the EESC proxy could
be an interesting alternative, in particular foe timeasurements starting before the turnaround
point for the ozone hole recovery in 1996/1997.sTould avoid adjusting two LT terms (one
before and one after the turnaround).

[4) Section 4:

a) Also, the discussion should include remindersualexpected uncertainties (that had to be
kept in mind). For example P. 27586, last paragepbut the results in the tropics: what about
the large contribution from the a priori? Does dtter in this discussion of the variability?

b) Several mention of the impact of anthropogemigssions that has not been demonstrated:
what about other sources? (Cf. comments above)

c) Section 4.2: Cf comments above about the rekidubt of the processes have already been
identified in the previous description of the O3Jriahility. This description could be a lot
shorter, avoiding repetition. More importantly,wbuld be helpful to clearly explain why the
regression is performed and what we learn withctiefficients plotted, what we learn in terms
of O3 variability.

d) P.27589, last sentence: this statement seenly stong and is not well demonstrated.
MOZART4-GEOSS5 has probably already been comparedr@ace observations of O3 and NO2
in many regions, very probably providing a bettesleation of the quality of the anthropogenic
emissions. Authors could provide a few numbers fthenliterature here.

e) P.27590, I. 13-14: Unless | missed it, thishis 1st mention of these numbers regarding the
performance of IASI. This should be in section 2dAn this section, the authors should explain
if the findings are still relevant considering thiscertainty (bias in this case).

f) It would be helpful to add a short conclusiortte end of section 4.2 to clearly explain how/if
the multivariate regression approach provided palginformation, or if it is mainly used to get
rid of other factors than the trends the authoesaaming at identifying.

g) Section 4.3.1: Results only discussed herehferdS layer. What about other layers? Similar
conclusions (I guess) or less critical to have ydabs? What about previous studies cited
throughout the paper: what temporal resolutionlaeg using?

h) Section 4.3.2: Provide numbers for trends obthim the literature (cf general comment
above).

i) Section 4.3.3: Are trends consistent if the 451 dataset or IASI at the FTIR location is
used? Hence: do we really need such high covemgericlude? For regions where trends are
insignificant if inferred from FTIR: same result IASI used only when FTIR observation is
available?]

a) We thank the referee for pointing that out. Thecussion related to Fig.4 has been now
extended to include the effect of the a priori cdwottion:

“A lower tropospheric column (e.g. ground-700 hlah generally not well be decorrelated
because of the weak sensitivity of IASI in the lomest layers (Section 2). However, the
measurements in northern mid-latitudes in springyeer are characterized by a larger



sensitivity. In the ground-700hPa columns, we fihdt the apriori contributions do not exceed
40% and they range between 10% and 20% over th@eatal regions....”

“This certainly helps in detecting the real varispiof Oz in the N.H. troposphere, and, the
increase in the observed concentrations and thabiitly may likely indicate a photochemical

production of @ associated with anthropogenic precursor emissions.

b) Cfr responses to general comment 4) above. fifadl sontributions from fires and biogenic
emissions are now mentioned in the revised Sedtibn

c) Please refer to responses to general commentsdl}).

d) Cfr responses to general comments 2) and 4).

e) Actually, this bias was already mentioned inti®ac2. The bias is supposed to only affect the
constant terms by ~10-15% in UTLS in the mid-latés and in the tropics, not the ozone
variations. The sentence has been rewritten.

f) This has been added. Please refer to respomaitocomment 1) above.

g) We thank the referee for this comment. Secti@mldand Figure 9 have been revised to clarify
the discussion. The averaged relative residualsnave indicated in the middle panels in the
revised Figure 9 which now also includes the défexes between the both models (with and
without the linear trend term) to highlight the st which corresponds well to a trend over the
IASI period. We also note that this offset is olbser for most of layers and latitudinal bands
particularly where either £recovery or solar effect is important, consistemiith the decrease
in trend uncertainty. This is illustrated in Figu2ebelow (same as Figure 9 of the manuscript)
which shows one additional example (MLST in 30°S&0of model adjustment, characterized
by a large significant negative trend in both dasllgd monthly data (see Table 2 of the
manuscript) and, as a result, by a large offsetvéen the two regression models.

We add in the text: “The same conclusions can be/alifrom the fits in other layers and latitude
bands, especially those where the solar cycle tiami@f ozone is largest (MLST and UTLS) or
where the ozone recovery occurs (UST). A largardrencertainty associated with the monthly
datavs daily data is found in all situations (see Tahl&&ction 4.3.2).”

Thanks to the high temporal sampling of the insegntnobtaining daytime daily measurements
from IASI in the other layers is not critical atl,aéxcept for polar regions where daytime
measurements are not possible during the polat (ifgtta are only available during February-
October and October-April over 70N-90N and 70S-9@Spectively; See Table 2).

To the best of our knowledge, the previous studieEh focused on an analysis of inter-annual
variability and long term trend in {Q(total, stratospheric or tropospheric columnshegiton
regional or global scales) have all applied a regjom model on monthly time series, not on
daily measurements.

h) Cfr responses to General comment 5) and to fpemmment 1b). Trend values from
previous studies have been added in the revisédaezomparison.

i) We thank the referee for this comment.

As one can expect from the FTIR measurementsiiditest on Figure 10 of the manuscript, IASI
time series with the same sampling as the oneef#IR leads to non-significant trends. This
has been tested by applying the regression modelubsampled IASI dataset with the same



temporal resolution as that of the FTIR datasetsalll cases, we observe that the fitted trends
inferred from IASI and FTIR are within the uncentas of each other and that the uncertainties
associated with the subsampled IASI datasets grdfisantly larger than the ones with the full
daily dataset. These trend values have been add@dble 4 of the manuscript and this is
mentioned in the revised Section 4.3.3.

Even if validating the 1ASI fitted trends with inglendent datasets is challenging due to the
short-time period of available 1ASI measurementsl ahe insufficient number of usable
correlative measurements over such a short peodresults in Section 4.3.2 give convincing
evidences for the ability of IASI to measure change O records and sustain the need for
continuous and high temporal frequency measurements

[5) Conclusions:

a) P. 27598, I. 19: ‘reasonably independent’ isiague considering that it is critical. It needs to
be better evaluated.

b) Last sentence: | have not really seen this cmmmh clearly appearing in the results.

c) P. 27599: | do not really agree with the condin®n anthropogenic emissions as well since it
is not really demonstrated here, and not refereihced

a) Cfr general comment 2) and 4). The IASI vertisahsitivity in the MLT has been better
evaluated throughout the manuscript.

b) As indicated in Section 1, only the MetOp-A m&asnents have been used. The extension of
the & records with the successive IASI instruments -B1@) and —C (2018), and with IASI
successor on EPS-SG after 2021, will allow assgssinsistent trends in the different
atmospheric layers.

c) See responses to General comment 4).

[6) Supplemental material

a) Information on the O3 tagging technique sho@dbefly provided in the S.1 section.

b) I do not agree with the conclusions providedo Inot see how the authors conclude that it's a
problem due to anthropogenic emissions.

c) 2: The contribution from STE exchange does matly help with the problem of IASI’s
vertical resolution (Cf. comment above). A compamisof simulated contributions with and
without smoothing would provide some indicationbtmth aspects.]

a) Detailed information on the tagging procedure alhthe photolysis and kinetic reactions used
in MOZART4 for the tagged species can be found mntons et al. (2012). This has been
mentioned in Section S1 of the Supplement.

b) Please refer to General comment 4) above.

c) Please refer to General comment 2) above.

Technical comments:

[1) Table 3: why ‘Feb.-Oct’ and ‘Oct-Apr’? What dddank lines correspond to? (only *-*)]

These time periods correspond to periods of aVaildaytime IASI observations for the polar

zonal bands. Because only daytime IASI observat{datermined with a solar zenithal angle to
the sun < 80°) are used in this study since theycharacterized by a better vertical sensitivity to



the troposphere, we do not have measurement diréngolar night (indicated by ‘-’ in Table 3
of the manuscript). This is now mentioned in thased text.

[2) Figure 4: No (a) and (b) in this Figure. . .€Times for the partial columns are hard to read, |
suggest adding a specific figure. Small black gitle the figures are hard to read, real titles
would be clearer.]

Titles have been enlarged and (a) and (b) have d@@ed. A higher resolution of the figure has
been provided.

[3) Figure 6: Color scale could be adjusted forlib&om plot since magnitudes change for each

plot.]
It has been scaled

All the other technical corrections have been idelliin the revised version.
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(troposphere and stratosphere) and (b) from thpo#ohere.

—
N

-
—_
(=)
-

IASI O, meas.

Regre

2

160~ IASIOs meas.

Regression Model w/o LT

yression Model

Ozone [DU]
888 38

20-1a81 03 meas. Regression Model w/o LT

0, [DU]

Deseasonalised

Residual = 52% Residual w

Relative differences = 20%

- Relative differences = 20%
o2 1 L ]
w o
§ é 3 (S 0- d
e § =
g & -5 1 -5+ 1
10 T T T T T 10 - - - -
_5 | SFQBOENSO AAO SF in regres. model w/o LT 5F QBO ENSO'AAO SF in regres. model w/o LT
4=
g:' 5 50
s
E g0 0t ]
c v
° st . . . . . i -5k . . ) . \ 3
Jan-0f Jan-09 Jan-10 Jan-11 Jan-12 Jan-13 Jan-08 Jan-09 Jan-10 Jan-11 Jan-12 Jan-13

Figure 2. Daily (a) and monthly (b) time series of @easurements and of the fitted regression
model in the UST in the 30°S-50°S latitude bang (@w), of the deseasonalised @° row), of

the difference of the fitted models with and withde linear term Brow), and of the fitted
signal of proxies ([regression coefficients*Proxy§F (blue), QBO (QBH + QBTG green),
ENSO (red) and AAO (purple) (bottom) (given in DOhe averaged relative residuals are also
indicated (%).

10



List of relevant changes in the manuscript and intie supplement:

- USSUST and MLS> MLST have been changed throughout the manuscmgk the
supplement. Cfr reviewer#1 (general comment 3).

Abstract:

- 118: time developmen® temporal evolution; cfr reviewer#2, specific commib.

- 128: ... consistent with “other studies suggesting’has been added. Cfr reviewer#2 (specific
comment 1c).

Introduction:

- 146: “present’™> “undergoes”. Cfr reviewer#2 (specific comment 2a).

- 159: “for various reasons® “because of possible underestimation of the tmeertainties in
the ozone trends attributed to decreasing Effediigaivalent Stratospheric Chlorine (EESC)”.
Cfr reviewer#3 (specific comment 1a).

- 171: “(mostly from ground-based and satellite evations)” has been added.

- 175: “GCOS”—> “a Global Climate Observing System (GCOS)”.

- 185-86 has been rephrasexd “This is further strengthened by the possibilifyusing 1ASI
measurements to discriminatg @stributions ..."”. Cfr reviewer#2 (specific commetit).

Section 2:

- 1122-124 has been added: “The a priori infornrat{a priori profile and a priori covariance

matrix) is built from the Logan/Labow/McPeters ciitnlogy (McPeters et al., 2007) and only
one single @a priori profile and variance-covariance matrig ased.”. Cfr reviewer#3 (specific

comment 2).

- 1135: “... (determined with a solar zenith angletb@ sun < 80°)" ... has been added. Cir
reviewer#3 (technical comment 3).

- 1150-152: “The sharp decrease of sensitivity daavthe surface is inherent to nadir thermal IR
sounding in cases of low surface temperature or tloevmal contrast and indicates that the
retrieved information principally comes from thep@ori in the lowest layer.” has been added;
Cfr reviewer 1 (specific comment 2).

- 1170-179: the last two sentences have been tewrit‘We show that the stratospheric
contribution to the MLT columns measured by IAStiga between 30% and 60%, depending on
latitude and season (Fig. S5). The limited vertsamhsitivity of 1ASI contributes to this by a
smaller part (~10%-20%) than the natural stratosphefluence (~20% to 45%) (See Fig. S4
and S5). In addition, we find that the contributiohthe natural variability (from both the
troposphere and the stratosphere) on the MEEdumns is larger than 50% everywhere. In the
30N-50N band where the DOFS is the largest (Sef Kig), this contribution reaches ~85%
from which ~25-35% originates from the stratosphemd ~55% from the troposphere (Fig.S6
(a) and (b)). Nevertheless, the contamination @IIMLT Os with variations in stratospheric;O
has to be kept in mind when analyzing IASI MLE"QCfr reviewer#1 (Supplemental material),
reviewer#2 (General comment 3 and specific comr8bhtand reviewer#3 (General comment 2
and specific comment 2).



Section 3:

- The first sentence has been rephrased: “In dodeharacterize the changes in ozone measured
by IASI and to allow a proper separation of trem&, use a multiple linear regression model
accounting for a linear trend and for inter-anngahsonal and non-seasonal variations related to
physical processes that are known to affect then@zeecords”. Cfr reviewer#2 (Specific
comment 3a).

- 1197-203: Details on how the correction for theagorrelation is applied to uncertainties have
been added: “ ... as discussed in Santer et al. j20@0references therein:

> o, -y

o2 =(YTY) ! 3+ @3)
n-m 1-o

WhereY is the matrix with the covariatesr¢nd, cosat),sin(nat), X, ) sorted by columry
is the vector of the regression coefficients cqroasling to the columns of , n is the number of
daily (or monthly) data points in the time serigsis the number of the fitted parameters, and
is the lag-1 autocorrelation of the residuals”. &viewer#1 (Specific comment 1), reviewer#2
(specific comment 3b) and reviewer 3 (specific caenti8b).

- 1205: adequate> robust; cfr reviewer#2, Specific comment 3c.

- 1225-229: “The F10.7 cm solar radio flux is ancebkent indicator of solar activity and is
commonly used to represent the 11 year solar cytls. available from continuous routine
consistent measurements at the Penticton Radior@iteey in British Columbia which are
corrected for the variable Sun-Earth distance tesuffrom the eccentric orbit of the Earth
around the Sun.” has been added. Cfr reviewer#&ifsipcomment 3c.

- 1233: “both components® “the solar flux and linear trend terms”. Cfr rewer#2 (Specific
comment 3e).

- 1244-246: the sentence has been rephrased: “.ogwtial zonal winds measured at 10 hPa
(Fig.3a; orange) and 30 hPa (Fig.3a; green) bygditweind-station in Singapore have been
considered here ...”. Cfr reviewer#3 (Specific comtrgxn).

- 1247-254: This sentence has been added: “Theifid/Southern Oscillation is represented by
the 3-month running mean of Sea Surface Temperé88&) anomalies (in degrees Celsius) in
the Nifio region 3.4 (region bounded by 120°W-1708kd 5°S- 5°N). Raw data are taken from
marine ships and buoys observations. The North nidaand Antarctic Oscillations are
described by the daily (or monthly) NAO and AAOQ icek which are constructed from the daily
(or monthly) mean 500-hPa height anomalies in tA&N290°N region and 700-hPa height
anomalies in the 20°S-90°S region, respectivelytailz information for these proxies can be
found in http://www.cpc.ncep.noaa.gov/”. Cfr revea3 (Specific comment 3c).

- 1262-265: This sentence has been added: “We haxiBed that including a typical time-lag

relation between ozone and the ENSO variable froo @G months did not improve the
regression model in terms of residuals and unceytaof the fitted parameters. As a
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consequence, a time-lag has not been taken intuatm our study”. Cfr reviewer#2 (General
comment 1).

Section 4

- 1300-306: The first paragraph has been rewrittenThe performance of the multiple linear

model is evaluated in subsection 4.2 in terms efdt&ls errors, regression coefficients and
associated uncertainties determined from the regmegprocedure (Sect. 3). Based on this, we
characterize the principal physical processes d#ffect the IASI ozone records. Finally, the

ability of 1ASI to derive apparent trends is exasdnin Sect. 4.3.”. Cfr reviewer#3 (General

comment 1).

- 341-355: This paragraph has been added: “... ther lbeing larger than the total retrieval error
(less than 25%, see Fig. 4 (b)). The lower tropesphcolumn (e.g. ground-700 hPa) can
generally not well be discriminated because of wleak sensitivity of IASI in the lowermost
layers (Section 2). However, the measurements ithao mid-latitudes in spring-summer are
characterized by a larger sensitivity. In the g@@O0hPa columns, we find that the apriori
contributions do not exceed 40% and they range deiwi0% and 20% over the continental
regions. In addition, the stratosphere-tropospke&ohanges are usually the weakest in summer.
The stratospheric contributions into the IASI MLdlumns are estimated to be the lowest in the
summer mid-latitudes N.H. (e.g. ~35% in the 30°NMbOband; See Fig. S5 (b) of the
Supplement) and, as mentioned in Section 2, thenagaral contribution originating from the
troposphere reaches ~55% (cfr Fig. S6 (b) in Supele). This certainly helps in detecting the
real variability of Q in the N.H. troposphere, and, the increase inotb&=rved concentrations
and in the variability may likely indicate a pholb@enical production of ©associated with
anthropogenic precursor emissions (e.g. Logan.el@85; Fusco and Logan, 2003; Dufour et
al., 2010; Cooper et al., 2010; Wilson, et al., 20%afieddine et al., 2013).”. Cfr reviewer#3,
(General comment 4 and Specific comment 4a).

- 1355-360: This has been added: “Changes in bisraad biogenic emissions of NGCO and
non-methane organic volatile compounds (NMVOC) rabsp play a role. However, they only
represent a small part of the total emissions f@y Nand CO (e.g. ~23%s 72% for the
anthropogenic NQemissions and ~40%s 60% for the anthropogenic CO emissions from the
emissions dataset used in the Supplement), whilébithgenic emissions of NMVOC represent
the largest contribution to the total (~80%)”. Géviewer#3 (General comment 4 and Specific
comment 4b).

- 1369: The sentence has been rewritten: “Thetfzatt the patterns at ~10km are similar to those
at ~20 km mainly reflects the low sensitivity of $Ato that level compared to the others”. Cfr
reviewer#l (Specific comment 3).

- 1386-389: This has been added: “The regressiodeinexplains a large fraction of the variance
in the daily IASI data over the troposphere (~858869 and the stratosphere (~85%-95% in all

O.(O;itted model (t))
a(0,®))
standard deviation relative to the fitted regrassioodel and to the IASI £time series”. Cfr

reviewer#3 (General comment 1).

cases, except for the UST with ~70-95%), as estichéitom where o is the




- 1396-397: this has been added: “ ... or with thessimg time-lags in the regression model
between the QBO and ENSO variables and the respoihgad-latitude lower stratospheric
ozone (Neu et al., 2014)". Cfr Reviewer#2 (Genemhment 1 and Specific comments 4e and

49).

- 1449-452: The sentence has been rewritten: “Nlode the constant terms in the UTLS region
in the mid-latitudes and in the tropics are cetyamffected by the fact that the FORLEO
profiles are biased high by ~10-15% in this layed datitude bands ...”. Cfr reviewer#3
(Specific comment 4e).

- 1461-467: This has been added: “A positive (agateve) sign of the coefficients indicates that
the associated variables are correlated (or anteladed) with the IASI @time series. Note that

if the uncertainty is larger than its associatedresde (i.e. larger than 100%, corresponding to an
error bar overlapping the zero line), it means tthe estimate becomes statistically non-
significant when accounting for the autocorrelationthe noise residuals at the end of the
elimination process. This is summarized in Table &1the Supplement”. Cfr reviewer#1l
(Specific comment 4c).

- 1467-469, this has been added: “The contributidrthe fitted variables into the IASI O

ol\la ;b : x. |{coshat);sin(net); X .

variations is estimated as (la“ . J“ fat);sin(nat) "O”“'J)
a(0y(1))

deviation relative to the fitted signal of harmooicproxy terms and to the IASI;@ime series.
From Figure 8, we ...". Cfr reviewer#3 (General coming).

where ¢ is the standard

- 1475-480 has been added: “The annual term carngthimportantly around 45%-85% of the
observed @ variations, except in the 10°N-30°N and equatdomhds (10%-30%), while the
influence of the semi-annual variation og i® smaller (10%-25%) and highly variable between
the bands. In the UST, the amplitudes vary onghsly (around -5% to 5%) and account for the
weak summer maximum. The contributions of the ahhaemonic term are estimated between
5%-30%". Cfr reviewer#3 (General comment 1).

- 1486-487: “... (scaled coefficients of 10%—15% ilLs and contributions up to 75% and 21%
for QBO and SF, respectively)” has been addedr&¥iewer#3 (General comment 1).

- 1494-496: the sentence has been rewritten: “(<188d <5%, respectively), with scaled
coefficients lower than 5%, and, in many casesttier NAO/AAO proxies, they are even not
statistically significant when taking into accouiné correlation in the noise residuals (see Table
S1 in Supplement)”. Cfr reviewer#3 (General comnignt

- 1498-499: this sentence has been added: “ThetineddNSO coefficient in the tropical UTLS
is consistent with results from Neu et al. (2014Qfr. reviewer#2 (Specific comment 4h).

- 1504-507: This sentence has been added: “We thatethe non-representation of time-lags in
the proxy time series may be underestimating the od some geophysical variables og O
variations, in particular that of ENSO and QBO onal bands outside the regions where these

4



geophysical quantities are measured (i.e. Nificore§i4 for ENSO and Singapore for QBO)”.
Cfr reviewer#2 (General comment 1 and Specific cemidg).

- 1513-515: This sentence has been added in thelusion of the Section 4.2: “As a general
feature, the results demonstrate the representasegeof the fitted models in each layer and
latitude band. This good performance of the regowasprocedure allows examination of the
adjusted linear trend term in Section 4.3 belowfr @viewer#3 (General comment 1 and
Specific comment 4f).

- 1536-537: We have added: “... calculated by sulbingcthe model seasonal cycle from the
time series, ....". Cfr reviewer#1, Specific commbat

- I537-539: “The averaged residuals relative todbseasonalised IASI time series strongly vary
with the layers and latitudinal bands and usuatlyge between 30% and 60%” has been added.
Cfr reviewer#3, General comment 3.

- 1543: “not compensated® “only partly compensated”. Cfr reviewer#1, Specdfomment 4a.

- 1543-552: this part has been rewritten for claafion: “This leads to an offset between the
fitted O; time series resulting from the both regressione®(vith and without the linear term),
which corresponds well to a trend over the IASligeerand, consequently, to larger residuals
(e.g. 80% withouws 44% with the linear term for this example and 94&thout vs 58% with
the linear term for the 30°S-50°S band in the MLfJstrated in Fig. S1 of the Supplement).
This offset is observed for a lot of layers andtudinal bands. On the contrary, the linear term
can largely be compensated by the solar flux terrtheé monthly averages: the offset is weak
and the difference between the both fitted modelsmaller (averaged differences relative to the
deseasonalised IASI time series of 10% in monthlads 17% in daily data for this example) .”
Cfr reviewer#1 (General comment 2, Specific commeitt and 5a,b) and reviewer#3 (Specific
comment 4q).

- 1I554-559: This sentence has been rewritten farfatation: “This effective co-linearity of the
linear and the monthly solar flux terms translat@darger model fit residuals (44% in daily
averageys60% in monthly averages in UST, relative to theedsonalised IASI time series), to
smaller relative differences between both regressiodels (with and without the linear term)
(17% in daily vs 10% in monthly data), and to largacertainty on the trend coefficients when
using the monthly data in comparison with the dddya”. Cfr reviewer#1 (General comment 2)
and reviewer#3 (Specific comment 4g).

- 1563-566: This paragraph has been added: “The samclusions can be drawn from the fits in
other layers and latitude bands, especially thdservthe solar cycle variation of ozone is large
(MLST and UTLS, see Fig. 8) or where the ozone vecpwould occur (UST). A larger trend

uncertainty associated with monthly datdaily data is found in all situations (see Table 2
Section 4.3.2 below)”. Cfr reviewer#1 (General coamin2) and reviewer#3 (Specific comment

49).



- I577-579: This has been added: “In the northerd southern polar regions, the polar night
period is not covered because only IASI observatiuring sunlight (over Feb-Oct and Oct-Apr
for N.H. and S.H., respectively) are used in thiglg (See Sect. 2)". Cfr reviewer#3 (Specific
comment 4q).

- 1584-587: We have added: “ ... the use of daily imedtrongly helps in reducing everywhere
the uncertainty associated with the trends forrd@sons discussed above (Sect. 4.3.1). This is
particularly observed in the UST where the ozonke mecovery would occur, but also in the
MLST and the UTLS where the solar cycle variatiérorone is the largest (see Figure 83.a
consequence, the UST ...". Cfr reviewer#l (Generairoent 1).

- 1604-612: Numbers and kind of observations hasenbincluded: “... Kyrola et al. (2013) and
Laine et al. (2014) report for instance a changepofo 10%/decade ing@rends between 1997-
2011vs.1984-1997. Positive trends in the UST are consisti¢h many previous observations
if one considers the fact that the period coverngdASI is later than those reported in previous
studies and that the recovery rate seems to heigtiteee the beginning of the turnaround
(Knibbe et al. (2014) reports a factor of two irase in the recovery rate between 1997-2010
with ~0.7DU/yr and 2001-2010 with ~1.4DU/yr in tBeH.) They could indicate a leveling off
of the negative trends that were observed sinces#oend half of the 1990’s mostly from
satellites and ground-based monthly mean data .fr'r&viewer#3 (General comment 5 and
Specific comment 1b).

- 1611: “was™>"were”. 1620: “conducting™>"leading”. 1623: “in Table 3" “in winter (Table
3)”. L625: “in summer N.H.... in winter S.H.”. Cfr veewer#3 (Specific comments 7,8,9,10).

- 166-674: This paragraph has been rewritten: “...aAsonsequence, it is hard to reconcile the
trends in tropospheric ozone with changes in eomssof ozone precursors. However, trends in
emissions have already been able to qualitativeplagn measured ozone trends over some
regions but with inconsistent magnitude betweenentagions and model simulations (e.g.

Cooper et al., 2010; Logan et al., 2012; Wilsoalgt2012). It is also worth to keep in mind that

due to medium sensitivity of IASI to the troposphethe a priori contribution and ozone

variations in stratospheric layers may largelyuefice the trends seen by IASI in the MLT layer
(cfr. Sect. 2 and Supplement)”. Cfr reviewer#l (Spectiomments 12a,b) and reviewer#3

(General comments 4).

- 1691-692: Numbers have been included: “These eslare consistent with those reported in
Knibbe et al. (2014) for the 2001-2010 period inrgpin the Antarctic (around 3-5 DU/yr)...".
Cfr reviewer#3 (General comment 5 and Specific ceminib).

- 1713-719: This paragraph has been added: “Inrotdebetter characterize the effect of the
temporal frequency on determining statistical tegrile 1ASI time series have been subsampled
to match the temporal resolution of FTIR. The asged trend values are also indicated in Table
4 (Z row). In any cases, we observe that the fitteddsdnferred from both IASI and FTIR with
the same temporal samplings are within the unceitai of each other and that those associated
with the subsampled IASI datasets are significalghger than those obtained with the daily



ones, leading to statistically non-significant teri Cfr reviewer#2 (General comments 2 and
Specific comment 4k) and reviewer#3 (General conim®rand specific comment 4i).

- 1721-723: This sentence has been added in theluzian of Section 4.3.3: “Even if validating
the IASI fitted trends with independent datasetshallenging due to the short-time period of
available IASI measurements and the insufficienmber of usable correlative measurements
over such a short period, ...". Cfr reviewer#2 (Gaheomments 2) and reviewer#3 (General
comments 5).

Summary and Conclusions

- 1777-780: This has been added at the end of dimelgsion section: “... for changes in the

Brewer-Dobson circulation, as well as includingeaifags in ENSO and QBO proxies) will have

to be explored. Further investigation on the regpes uncertainties and on the total error on
ozone measurements should be performed as wetiderstand on the unexplained variations in
IASI O3 records.” Cfr reviewer#2 (General comments 1) @mwitwer#3 (General comments 5).

Tables

- “... accounting for the autocorrelation in the noisedieds ...” has been added in the Title of
Table 2

- “...(successive rows for different time intervalkalic values (2 row) refer to trends inferred
from subsampled IASI data and ...” has been addethentitle of Table 4. Cfr reviewer#2

(General comments 2) and reviewer#3 (General cortsgn

Figure captions
- Fig. 5: “expressed aEU(Og(t))/O3 ([ﬂ:LOO)/o " has been corrected. Cfr reviewer#1 (Technical

comment).

- Fig.9 includes an additional row. The caption Heeen changed accordingly: “...of the
deseasonalised ;2" row), of the difference of the fitted models wihd without the linear
term (3 rowg, and of the fitted signal of proxies ([regiem coefficients*Proxy]): SF (blue),
QBO (QBA® + QBC: green), ENSO (red) and AAO (purple) (bottom) givin DU). The
averaged residuals relative to the deseasonal&stitime series are also indicated (%).” Cfr
reviewer#l (General comment 2) and reviewer#3 ({Bp@omment 4g).

Supplementary Materials

- I5-7: “This supporting information provides, iralle S1, a tabulated summary of the variables
that are kept in the statistical model at the 9%ell at the end of the iterative backward
selection for each 20° latitude bands and for gatial column analyzed in the manuscript”.
Cfr reviewer#1 (Specific comment 4c).

- 127-42: The description of the emissions dataset been extended: “The emissions inventory
used here is the same as in Wespes et al. (208i2ndbuflot et al. (2015). The anthropogenic
emissions are from the inventory provided by De&ts (Argonne National Lab) and University
of lowa for ARCTAS (http://bio.cgrer.uiowa.edu/astemission.html;
http://bio.cgrer.uiowa.edu/arctas/arctas/07222009¢) is a composite dataset of regional
emissions representative of emissions for 2008 huilt upon the INTEX-B Asia inventory
(Zhang et al.,2009) with the US NEI (National Enossinventory) 2002 and CAC 2005 for



North America and the EMEP (European Monitoring dhdaluation Programme) 2006 for
Europe inventory to make up NH emissions (see/htip:cgrer.uiowa.edu/arctas/emission.htmi
and Emmons et al. 2015 for an evaluation of themtery with several models in the frame of
the POLARCAT Model Intercomparison Program (POLMIPEmissions from EDGAR
(Emissions Database for Global Atmospheric Resg@anare used for missing regions and
species. The anthropogenic emissions are constantyears with no monthly variations. Daily
biomass burning emissions are taken from the gléiad INventory from NCAR (FINN,
Wiedinmyer et al., 2011). They vary with year. Tdezanic emissions are taken from the POET
emissions dataset (Granier et al., 2005) and tbgebic emissions from MEGANv2 (Model of
Emissions of Gases and Aerosols from Nature) irorgn{Guenther et al., 2006).” Cfr
reviewer#2 (specific comments 6a,d,q).

- 147-49: This sentence has been added: “Results slaown that MOZART-4 is slightly biased
low over the troposphere (around 5-15%), but thegproduces generally well the variability of
observations in space and time”. Cfr reviewer#3ngal comment 4).

- 154-58: “following the formalism of Rodgers (2000

XModeI_Smoothe'_an+A(XModel_Xa) (S1)
where Xwvodel represents the Oprofile modeled by MOZART-4 which is first vertiba
interpolated to the pressure levels of the a ppoofiles Ka) used in the FORLI-©retrieval
algorithm” has been added.

- 1103-104: “(see Emmons et al. (2012) for detail@drmation on the “tagging” approach and
on the photolysis and kinetic reactions for thegeyspecies)” has been added. Cfr reviewer#3
(Specific comment 6a).

- Section S3 has been completely rewritten for ifatation: “It represents the natural
stratospheric influence into the MLT columns as gled by MOZART-4 and it ranges between
~20% to 45% with, as expected, the largest cortinbwabove the winter southern latitudes. Fig.
S5 is the same as Fig. S4 but the model time sacesunt for the IASI vertical sensitivity by
applying the averaging kernels of each specificll8lSservations to the corresponding gridded
MOZART-4 profile (see Eq. S1), similarly to Wespsal. (2012). Eq. S1 can be expressed as :
XModeI_SmootheE [AXO3_tagged_NO]x+ [A(Xl\/lodel ‘XO3_tagged_NO)J + [Xa‘A(Xa)] (82)
where the first two terms represent the contrimgidrom all the tropospheric odd nitrogen
sources and from the stratosphere smoothed byviraging kernels, respectively. The third
component represents the contribution from thei@igo the ozone columns due to the limited
vertical sensitivity of the IASI instrument. Thetgems are represented in Fig. S5 (a) and (b) for
the MLT. The second term which is illustrated geeecentage of the totals;@n Fig. S5 (b) (solid
lines), simulates the stratospheric part as sedA®lin the troposphere. This IASI stratospheric
contribution, which is amplified by the limited Vigal sensitivity of the instrument in the MLT
when compared with the MOZART-4 stratospheric iefloe (Fig. S4 (b)), ranges between 30
and 65% depending on latitude and season. Theslaggmtributions are calculated for the
highest latitudes in winter-spring and they arelaited to both descent of stratospheric air mass
into the polar vortex and to less IASI sensitivityer the poles. The low contribution above the
South polar region (~25%) is explained by a loskA&Hl sensitivity which translates to a large a
priori contribution (40%). The smallest stratosphesontributions are calculated in the low



latitude bands. The difference between the stratrsp contributions simulated by MOZART-4
(Fig. S4 (b)) and those as seen by IASI (Fig. Spibthe stratospheric portion due to the IASI
limited sensitivity and it reflects the smoothingoe from the IASI measurements. It ranges
between 10%-20% (except for the polar bands). Sigests that the limited vertical sensitivity
of IASI, which artificially mixes stratospheric atipospheric air masses, contributes to a lesser
extent to the IASI MLT than the stratosphere-trgf@se exchanges. The smoothing error
translates also to anpriori contribution (dashed lines, Fig. S5 (b)) whicheapected from the
analysis of the IASI vertical sensitivity (see $act2 of the manuscript), is anti-correlated with
the stratospheric contribution to some extentatiges between ~5% and ~20%. These results
suggest that the variability of tropospheric ozaneasured by IASI (Section 4.3.2 of the
manuscript) is partly masked by thgriori and the stratospheric contributions”. Cfr revietler
(Specific comment 13), reviewer#2 (General comn3grind reviewer#3 (General comment 2).

- 1140-150: This paragraph has been added: “Thad pairtion of the natural variability (from
both the troposphere and the stratosphere) intdMhe O3 measured by IASI can be estimated
by subtracting from the IASI £time series tha priori contribution and the stratospheric one
due to the IASI limited sensitivity. This is illusted in Fig.S6 (a). This natural contribution is
larger than 50% of the IASI MLT ©Ocolumn everywhere. Interestingly, the 30°N-50°Ndba
shows the highest detectable natural portion (<8%)8in the MLT columns, from which ~25-
35% originates from the stratosphere (Fig. S4 @)J~50-60% from the troposphere (Fig.S6
(b)). It is also worth to note that the positivadbiof MOZART-4vs. IASI in the MLT (see
Section S2) should not affect the calculated trppesc contribution in the IASI MLT columns
and that the stratospheric contribution for theN88D°N band should be well estimated from
MOZART-4 since the model matches very well the |1&A8kervations in the upper layers for this
band (Fig. S2 and S3).” Cfr reviewer#1 (Specifimooent 13), reviewer#2 (General comment 3)
and reviewer#3 (General comment 2).

- 1175-181: Conclusion section has been partly iteswr for clarification: “Our results suggest
that even if a large part of the IASIL®ILT measurements in the N.H. originates from the
troposphere (40-60%), the apparent negative trarttie troposphere observed by IASI in the
N.H. summer (see Tables 2 and 3 in Section 4.3.thefmanuscript) is partly masked by the
influence of the stratosphere and of the mediuniocadrsensitivity of IASI. In other words, the
decrease of tropospheric;,Qvhich could be attributed to decline o @recursor emissions, is
likely attenuated by the positive changes mv@riations detected in upper layers. This would
mean that the negative trend deduced from IASIdouteality be more important ...”

- Table S1 has been added. Cfr reviewer#1 (Spemficment 4c).
- Figures S1 (Cfr reviewer#1, General comment 2), &d S6 (Cfr reviewer#l, Specific

comment 13; reviewer#2, General comment 3, anceweri#3, General comment 2) have been
added.
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Abstract

In this paper, we assess how daily ozoneg) (@easurements from the Infrared Atmospheric
Sounding Interferometer (IASI) aime MetOp-A platform can contribute to the analyseshaf
processes driving ©variability in the troposphere and the stratospleerd, in the future, to the
monitoring of long-term trends. Thigne-develepmenttemporal evolutiof Os during the first 6
years of IASI (2008-2013) operation is investigatath multivariate regressions separately in
four different layers (ground-300 hPa, 300-150 hHPH)-25 hPa, 25-3 hPa), by adjusting to the

daily time series averaged in 20° zonal bands,osehsand linear trend terms along with

important geophysical drivers of;Qariation (e.g. solar flux, quasi biennial oscibbas). The
regression model is shown to perform generally wegl} with a strong dominance of the annual
harmonic terms and significant contributions frorg @ivers, in particular in the equatorial
region where the QBO and the solar flux contributtiminate. More particularly, despite the
short period of IASI dataset available to now, taaticeable statistically significant apparent
trends are inferred from the daily IASI measurerseatpositive trend in the upper stratosphere
(e.g. 1.74+0.77DU/yr between 30°S-50°S) which issistent withtheother studies suggesting a
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turnaround for stratospherics@covery, and a negative trend in the troposphethe mid-and
high northern latitudes (e.g. -0.26+£0.11 DU/yr betww 30°N-50°N), especially during summer
and probably linked to the impact of decreasingnezprecursor emissions. The impact of the
high temporal sampling of IASI on the uncertaintythe determination of £trend has been
further explored by performing multivariate regieas on IASI monthly averages and on

ground-based FTIR measurements.

1 Introduction

Global climate change is one of the most importamtironmental problems of today and
monitoring the behavior of the atmospheric constits (radiatively active gases and those
involved in their chemical production) is key todemstand the present climate and apprehend
future climate changes. Long-term measurementshedet gases are necessary to study the

evolution of their abundance, changing sourcessama in the atmosphere.

As a reactive trace gas present simultaneouslyentitoposphere and in the stratospherg, O
plays a significant role in atmospheric radiatieecing, atmospheric chemistry and air quality.
In the stratosphere, Qs sensitive to changes in (photo-)chemical antadyical processes and,
as a resultpresentundergodarge variations on seasonal and annual time sclleasurements
of O3 total column have indicated a downward trend iatespheric ozone over the period from
1980s to the late 1990s relative to the pre-198@ega which is due to the growth of the reactive
bromine and chlorine species following anthropogemmissions during that period (WMO,
2003). In response to the 1987 Montreal Protocdl i&mmamendments, with a reduction of the
Ozone-Depleting Substances (ODS; Newchurch eR@03), a recovery of stratospheric ozone
concentrations to the pre-1980 values is expedtednfann, 1996). While earlier works have
debated a probable turnaround for the ozone haevesy (e.g. Hadjinicolaou et al., 2005;
Reinsel et al., 2002; Stolarski and Frith, 2006V already indicated in 2007 that the total
ozone in the 2002-2005 period was no longer deergaseflecting such a turnaround. Since
then several studies have shown successful ideatidn of ozone recovery over Antarctica and
over northern latitudes (e.g. M&der et al., 20Hbet al., 2011; WMO, 2011; Kuttippurath et
al., 2013; Knibbe et al., 2014; Shepherd et all420Nevertheless, the most recent papers as
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well as the WMO 2014 ozone assessment have wdenechrious+reasoens, because of possible

underestimation of the true uncertainties in theneztrends attributed to decreasing Effective

Equivalent Stratospheric Chlorine (EES&gainst overly optimistic conclusions with regaydh

possible increase in Antarctic stratospheric ozgramarova et al., 2014; WMO, 2014; Knibbe
et al., 2014; de Laat et al., 2015; Kuttippuratlalet2015; Varai et al., 2015). The causes of the
observed stratosphericz©hanges are hard to isolate and remain uncertagisely considering
the contribution of dynamical variability to the pgent trend and the limitations of current
chemistry-climate models to reproduce the obsesmati The assessment of ozone trends in the
troposphere is even more challenging due to tHadnte of many simultaneous processes (e.g.
emission of precursors, long-range transport, atpdtere-troposphere-STE—exchanges —
STE-),which are all strongly variable temporally andtsgdly (e.g. Logan et al., 2012; Hess and
Zbinden, 2013; Neu et al., 2014). Overall, there still today large differences in the value of

the @ trends determined from independent studies arasdi{mostly from ground-based and

satellite observationdgh both the stratosphere and the troposphere @tmans et al., 1998;
2006; Randel and Wu, 2007; Gardiner et al., 2008p&oux et al., 2008; Jiang et al., 2008;
Kyrdla et al., 2010; Vigouroux et al., 2014). Irder to improve on this and becauseh@s been
recognized asn-GCOSa Global Climate Observing System (GCEsSential Climate Variables
(ECVs), the scientific community has underlined tleed of acquiring high quality global, long-

term and homogenized ozone profile records frorellgas (Randel and Wu, 2007; Jones et al.,
2009; WMO, 2007; 2011; 2014). This specifically hasulted in the ESA Ozone Climate

Change Initiative (@ CClI; http://www.esa-ozone-cci.org/).

The Infrared Atmospheric Sounding Interferomet&S(l) onboard the polar orbiting MetOp,
with its unprecedented spatiotemporal samplinghef dlobe, its high radiometric stability and
the long duration of its program (3 successiveruments to cover 15 years) provides in
principle an excellent means to contribute to thalyses of the ©variability and trends. This is

further strengthened by the possibility using IASI measurements discriminatewel—with

IASk-the O; distributions and variability in the troposphemdahe stratosphere, as shown in
earlier studies (Boynard et al., 2009; Wespes.e2@09; Dufour et al, 2010 ; Barret et al., 2011;
Scannell et al., 2012; Wespes et al., 2012; Safedet al., 2013). Here, we use the first 6 years
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(2008-2013) of the new {ataset provided by IASI on MetOp-A to performiratfanalysis of
the & time development in the stratosphere and in ty@oBphere. This is achieved globally by
using zonal averages in 20° latitude bands and kivawate linear regression model which
accounts for various natural cycles affecting We also explore in this paper to which extent
the exceptional temporal sampling of IASI can cedodlance the short period of data available

for assessing trends in partial columns.

In Sect. 2, we give a short description of IASI aridhe Q retrieved columns used here. Section
3 details the multivariate regression model useditiing the time series. In Sect. 4, we evaluate
how the ozone natural variability is captured byslAand we present the time evolution of the
retrieved Q profiles and of four partial columns (Upper Stsgtbhere YS—UST-;Middle-Low
Stratosphere MESMLST—; Upper Troposphere Lower Stratosphere —UTLS—; dididow
Troposphere —MLT-) using 20-degree latitudinal ages on a daily basis. The apparent
dynamical and chemical processes in each latitadel land vertical layer are then analyzed on
the basis of the multiple regression results usirsgries of common geophysical variables. The
“standard” contributors in the fitted time serias,well as a linear trend term, are analyzed in the
specified altitude layers. Finally, the trends indel from IASI are compared against those from
FTIR for six stations in the northern hemisphere.

2 IASI measurements and retrieval method

IASI measures the thermal infrared emission of Hagth-atmosphere between 645 and 2760
cm * with a field of view of 2x2 circular pixels on thgound, each of 12 km diameter at nadir.

The IASI measurements are taken every 50 km aloadrack of the satellite at nadir, but also

across-track over a swath width of 2200 km. IASivides a global coverage twice a day with

overpass times at 09:30 and 21:30 mean local 8oiar The instrument is also characterized by
a high spectral resolution which allows the retiewf numerous gas-phase species (e.g.
Clerbaux et al., 2009; Clarisse et al., 2012).

Ozone profiles are retrieved with the Fast OptirRaltrievals on Layers for 1ASI (FORLI)
software developed at ULB/LATMOS. FORLI relies onfast radiative transfer and on a
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retrieval methodology based on the Optimal EstiomaMethod (Rodgers, 2000). In the version
used in this study (FORLI-v20100815), the © profile is retrieved for individual IASI
measurement on a uniform 1 km vertical grid ona@ts from surface up to 40 kifhe a priori

information (a priori profile and a priori covarigm matrix) is built from the

Logan/Labow/McPeters climatology (McPeters et 2007) and only one singles@ priori

profile and variance-covariance matrix are uddte retrieval parameters and performances are
detailed in Hurtmans et al. (2012). The FORIl{fdofiles and/or total and partial columns have

undergone validation using available ground-basad;raft, @ sonde and other satellite

observations (Anton et al., 2011; Dufour et al.120Gazeaux et al., 2012; Parrington et al.,
2012; Pommier et al., 2012; Scannell et al., 2@&tjen et al., 2014). Generally, the results
show good agreements between FORLI&Nd independent measurements with a low bias
(<10%) in the total column and in the vertical fmfexcept in UTLS where a positive bias of

10-15% is reported (Dufour et al., 2012; Gazeawd.eR012; Oetjen et al., 2014).

In this study, only daytime £IASI observations from good spectral fits (RMStlé spectral
residual lower than 3.5xTF9V/cn.sr.cm') have been analyzed. Daytime IASI observations

(determined with a solar zenith angle to the su80%) are characterized by a better vertical

sensitivity to the troposphere associated withghdr surface temperature and a higher thermal
contrast (Clerbaux et al., 2009; Boynard et alQ@0Furthermore, cloud contaminated scenes
with cloud cover < 13% (Hurtmans et al., 2012) wenmoved using cloud information from the

Eumetcast operational processing (August et al.2R0

An example of typical FORLI-@averaging kernel functions for one mid-latitudes@tvation in
July (45°N/66°E) is represented on Fig.1. The layleave been defined as: ground-300 hPa
(MLT), 300-150 hPa (UTLS), 150-25 hPBHSMLST) and above 25 hPa&EUST), so that
they are characterized by a DOFS (Degrees Of Freddp Signal) close to 1 with a maximum
sensitivity approximatively in the middle of theyéas, except for the 300-150 hPa layer which
has a reduced sensitivity. Taken globally, the D@®1Sthe entire profile ranges from ~2.5 in
cold polar regions to ~4.5 in hot tropical regiodepending mostly on surface temperature, with

a maximum sensitivity in the upper troposphere ianthe lower stratosphere (Hurtmans et al.,



149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178

2012). In the MLT, the maximum of sensitivity peak®ound 4-8 km altitude for almost all
situations (Wespes et al., 2012he sharp decrease of sensitivity down to the sarfs inherent

to nadir thermal IR sounding in cases of low swfé&mperature or low thermal contrast and

indicates that the retrieved information princigatbmes from the a priori in the lowest layer.

Figure 2 presents July 2010 global maps of aver&g@dLI-O; partial columns for two partial
layers (MLT and=SMLST), and of the associated DOFS angriori contribution (calculated
as Xo-AX,, WhereX, is thea priori profile andA, the averaging kernel matrix, following the
formalism of Rodgers (2000)). The two layers exhdifferent sensitivity patterns: in the MLT,
the DOFS typically range from 0.4 in the cold pakegions to 1 in regions characterized by high
thermal contrast with medium humidity, such as tméd-latitude continental Northern
Hemisphere (N.H.) (Clerbaux et al., 2009). Lower E8values in the intertropical belt are
explained byar-overlappingirem-water vapor lines. In contrast, the DOFS for #ieSMLST
are globally almost constant and close to one, witly slightly lower values (0.9) over polar
regions. Thea priori contribution is anti-correlated with the senstiyias expected. It ranges
between a few % to ~30% and does not exceed 2020dzonal averages in the troposphere
(see Supporting Information; Fig. S3, dashed linesjile the a priori contribution is smaller
than ~12% in the middle stratosphere. These firdlingicate that the IASMLSMLST time
series should accurately represent stratospheri@tioms, while the time series in the
troposphere may reflect to some extent variatioamfthe upper layers in addition to the real
variability in the troposphere. In order to quayntifis effect, the contribution of the stratosphere
into the tropospheric ozone as seen by IASI has lestimated with a global 3-D chemical
transport model (MOZART-4)\

and-seaserDetails of the model-observation comparisons caffolind in the Supplement (see
Figs. S2 and S3)hefactthat We show that the stratospheric doution to the MLT columns

measured bVASI varies between 30% and 60%, depending on latitndesaason (Fig. S5). The

limited vertical sensitivity of I1AS| contributes tthis by a smaller part (=10%-20%) than the
natural stratospheric influence (=20% to 45%) (Bige S4 and S5). In addition, we find that the
contribution of the natural variability (from bothe troposphere and the stratosphere) on the

MLT O3 columnsis “centaminated™to—a-sighificant-extend larger tH#9%6 everywhere. In the
30N-50N band where the DOFS is the largest (Se Kig), this contribution reaches ~85%
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from which ~25-35% originates from the stratosphemd ~55% from the troposphere (Fig.S6

(a) and (b)). Nevertheless, the contamination GIIMLT Os with variations in stratospheric;O
sheuldhas tde kept in mind when analyzing IASI MLT;0

3 Fitting method

3.1. Statistical model

In order to characterize the changes in ozone meddly IASI and to allova properseparation
of trenddue-to-ODS-from-trend-due-to-otherprocesaesuse a multiple linear regression model
accounting for a linear trend and fater-annual, seasonal and non-seaswadétions related to
dyramicalphysicaprocessesnd-selarfluxthat are known to affect the ozoneorégs More
specifically, the time series analysis is basedhenfitting of daily (or monthly) median partial

columns in different latitude band following:

O4(t) =Cst+x, [frend+ " [a, [€ospat) +b, Sin(nat)] + zm: X, X porm; (£) + &(t) (1)

j=2

wheret is the number of days (or monthsy, is the 6-year trend coefficient in the data=

2n/365.25 for the daily model (orr2L2 for the monthly model) anX . are independent

norm j
geophysical variables, the so-called “explanat@wyables” or “proxies”, which are in this study
normalized over the period of IASI observation (23D13), as:

X porm(®) = 2X ) = Xmectard /DX max = X 2)
g(t) in Eq. (1) represents the residual variation whéchot described by the model and which is
assumed to be autoregressive with time lag of 1(dayt month). The constant terr@gt) and

the coefficientsa ,b,,x; are estimated by the least-squares method amdsta@dard errors
(o,) are calculated from the covariance matrix of theffecients and corrected to take into

account the uncertainty due to the autocorrelatfaihe noise residualas discussed in Santer et

al. (2000) and references therein:

> [o,t) - yY®
o= (YY) 3 3)
n—-m 1-0
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Where Yis the matrix with the covariatestrénd,cosfiat),sin(nat), X ;) _sorted by

column,y is the vector of the regression coefficients cquoesling to the columns of , n is the

number of daily (or monthly) data points in the giseries, m is the number of the fitted

parameters, ang is the lag-1 autocorrelation of the residuals.

The median is used as a statistical average sinsemoreadeguaterobusagainst the outliers
than the normal mean (Kyréla et al., 2006; 201@teNhat, similarly to Kyréla et al. (2010), the
model has been applied onz @nixing ratios rather than on partial columns buthaut

significant improvement on the fitting residualsid values.

3.2. Geophysical variables

In Eq. (1), harmonic time series with a period gfar and a half year are used to account for the
Brewer-Dobson circulation and the solar insolati@ and k coefficients), and for the
meridional circulation (aand b coefficients), respectively (Kyrola et al., 201@)ese effects

being of a periodic nature. The geophysical vaeal(X,;) are used here to parameterize the

ozone variations on non-seasonal timescales. Togedhproxies arfg,,,,QBO™,QBO*, ENSO,

NAO/AAQ the first three being the most commonly useda¢idard”) proxies to describe the
natural ozone variability, i.e. the solar radioxflat 10.7 cm and the quasi-biennial oscillation
(QBO) which is represented by two orthogonal zonal congmts of the equatorial stratospheric
wind measured at 10 hPa and 30 hPa, respectivglyRandel and Wu, 2007). The three other
proxies,ENSO, NACand AAQ, are used to account for other important fluchgtilynamical
features: the El Nifilo/Southern Oscillation, the tNoAtlantic Oscillation and the Antarctic
Oscillation, respectively. Table 1 lists the setelcproxies, their sources and their resolutions.
The time series of these proxies normalized over 2800-2013 period following Eq. 2 are

shown in Fig. 3a and b and they are shortly desdritereafter:

—Solarflux-overtheperiod-2008-Solar flux The F10.7 cm solar radio flux is an excellent

indicator of solar activity and is commonly used represent the 11 year solar cycle. It is

available from continuous routine consistent meam@nts at the Penticton Radio Observatory

8
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in British Columbia which are corrected for theighte Sun-Earth distance resulting from the
eccentric orbit of the Earth around the SQ@wver the period 2008-2013, the radio solar flux

increases from about 65 units in 2008 to 180 unit2013 and is characterized by a specific
daily “fingerprint” (see Fig. 3a). Note that becaufe period of IASI observations does not
cover a full 11 year solar cycle, it could affeleé tdetermination of the trend in the regression
procedure. The difficulty in discriminatingpth-cempenentsthe solar flux and linear trend $erm

is a known problem for such multivariate regressibfieeds into their uncertainties and it can
lead to biases in the coefficients determinatiog.(oukharev et al., 2006).

- QBO termsThe QBO of the equatorial winds is a main commbré the dynamics of the
tropical stratosphere (Chipperfield et al., 199402, Randel and Wu, 1996; 2007; Logan et al.,
2003; Tian et al., 2006; Fadnavis and Beig, 2008udhecorne et al., 2010). It strongly
influences the distributions of stratospherig @opagating alternatively westerly and easterly
with a mean period of 28 to 29 months. Positive aedative vertical gradients alternate
periodically. At the top of the vertical QBO domginere is gpredominance of easterlies, while,
at the bottom, westerly winds are more frequentoider to account for the out-of-phase
relationship between the QBO periodic oscillatiamghe upper and in the lower stratosphere,
orthogonalQBO-time-serieszonal winds measuatdlO hPa (Fig3a; orange) and 30 hPa (Fig.
3a; greenpased-on-observed-stratospheric-winds atby thendretation inSingapore have been
considered here (Randel and Wu, 1996; Hood andtoak, 2006).

- NAO, AAO and ENSQO The EI Niflo/Southern Oscillation is representgditiie 3-month

running mean of Sea Surface Temperature (SST) diemm@n degrees Celsius) in the Nifio

region 3.4 (region bounded by 120°W-170°W and ). Raw data are taken from marine

ships and buoys observations. The North Atlantit Antarctic Oscillations are described by the

daily (or monthly) NAO and AAO indices which arensbructed from the daily (or monthly)

mean 500-hPa height anomalies in the 20°N-90°Noreand 700-hPa height anomalies in the

20°S-90°S region, respectively. Detailed informatifor these proxiescan be found in

http://www.cpc.ncep.noaa.govilhese proxiesdescribe important dynamical features which

affect ozone distributions in both the troposphemd the lower stratosphere (e.g. Weiss et al.,
200%, Frossard et al., 2013; Rieder et al., 2013; afeteaces therein). The daily or 3-monthly

average indexes used to parameterize these flimtaaare shown in Fig. 3b. The NAO and
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AAO indexes are used for the N.H. and the S.H. {&&@u Hemisphere), respectively (both are
used for the equatorial band). These proxies haen bncluded in the statistical model for
completeness even if they are expected to only haweak apparent contribution to the IASI
ozone time series due to their large spatial vdityaln a zonal band (e.g. Frossard et al., 2013;

Rieder et al., 2013We have verified that including a typical time-lgglation between ozone

and the ENSO variable from 0 to 4 months did ngirowe the regression model in terms of

residuals and uncertainty of the fitted paramet8ssa conseqguence, a time-lag has not been

taken into account in our study.
- Effective equivalent stratospheric chloride5SE3-the): The EESC is a common proxy used
for describing the influence of the ODS i @riations. However, because the IASI time series

starts several years after the turnaround for #ome hole recovery in 1996/1997 (WMO, 2010),
their influence is not represented by a dedicatedypbut is rather accounted for by the linear

trend term.

Even if some of the above proxies are only spetifigsrocesses occurring in the stratosphere, we
adopt the same approach (geophysical variablesglnaol regression procedure) for adjusting
the IASI G; time series in the troposphere. This proves udafgarticular to account for the
stratospheric contribution to the tropospheric tay€0-60%; see Sect. 2 and Supplement, Fig.
S35) due to stratosphere-troposphere exchanges (StHpahe fact that this tropospheric layer
is not perfectly decorrelated from the stratosph€&hes has to be kept in mind when analyzing
the time series in the troposphere in Sect. 4. iBpguocesses in the troposphere such as
emissions of ozone precursors, long-range transpuitin situ chemical processing are taken
into account in the model in the harmonic and thedr trend terms of the Eq. 1 (e.g. Logan et
al., 2012). Including harmonic terms having 4- &athonth periods in the model has been tested
to describe @ dependency on shorter scales (e.g. Gebhardt ,eR@l4), but this did not

improved the results in terms of residuals and tac#y of correlation coefficients.

3.3. Iterative backward variable selection
Similarly to previous studies (e.g. Steinbrechalet 2004; Mader et al., 2007, 2010; Knibbe et

al., 2014), we perform an iterative stepwise backvedimination approach, based on p-values of

10
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the regression coefficients for the rejection, étest the most relevant combination of the above
described regression variables (harmonic, linear explanatory) to fit the observations. The
minimum p-value for a regression term to be remofedt tolerance) is set at 0.05, which
corresponds to a significance of 95%. The initialdel which includes all regression variables is
fitted first. Then, at each iteration, the variableharacterized by p-values larger than 5% are
rejected. At the end of the iterative process, tlmaining terms are considered to have
significant influence on the measureg\@riability while the rejected variables are colesed to

be non-significant. The correction accounting fog autocorrelation in the noise residual is then

applied to give more confidence in the coefficiesgermination.

4 Ozone variations observed by IASI
In this section, we first examine the ozone vaviadiin IASI time series during 2008-2013 in the
four layers defined in the troposphere and theéagphere to match the IASI sensitivity (Sect. 2).

The performance of the multiple linear model is evadgiain subsection 4.2 in terms of residuals

errors,regression coefficientand associated uncertaintidetermined from theaultiple-tinear

regressiorprocedure (Sect.}&re-analyzed-in-Seet—4-2-The). Based on thescharacterize the
principal physical processes that affect the IASbre records. Finally, thability of 1ASI to

derive apparent trends is examined in Sect. 4.3.

4.1 O; time series from 1ASI

Figure 4a shows the time development of daiyyn@mber density over the entire altitude range
of the retrieved profiles based on daily mediarte fime series cover the six years of available
IAS| observations and are separated in three 2@edelgtitude belts: 30°N-50°N (top panel),
10°N-10°S (middle panel) and 30°S-50°S (bottom pParkhe figure shows the well-known
seasonal cycle at mid-latitudes in the tropospherkthe stratosphere with maxima observed in
spring-summer and in winter-spring, respectivelyd @ strong stability of ozone layers with
time in the equatorial belt. At high latitudes aftlv hemispheres, the high ozone concentrations
and the large amplitude of the seasonal cycle sbdein LSMLST and UTLS are mainly the
consequence of the large-scale downward polewarlv@&rDobson circulation which is

prominent inlaterlatewinter below 25 km.

11
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Figure 4b presents the estimated statistical uaicéyton the @ profiles retrieved from FORLI.
This total error depends on the latitude and tlas@®, reflecting, amongst other, the influence of
signal intensity, of interfering water lines andtbérmal contrast under certain conditions (e.g.
temperature inversion, high thermal contrast atsinéace). It usually ranges between 10 and
30% in the troposphere and in the UTLS (Upper Tspbere-Lower Stratosphere), except in the
equatorial belt due to the lows@mounts (see Fig. 4a) which leads to larger xedagirors. The

retrieval errors are usually less than 5% in thetesphere.

The relative variability (given as the standard ideon) of the daily median ©time series
presented in Fig. 4a is shown in Fig. 5, as a fanadf time and altitude. It is worth noting that,
except in the UTLS over the equatorial band, th@atbdity is larger than the estimated retrieval
errors of the FORLI-@ data (~25%vs ~15% and ~10%vs ~5%, on average over the
troposphere and the stratosphere, respectivelylectiag that the high natural temporal
variability of O; in zonal bands is well captured with FORLI (Dufatral., 2012; Hurtmans et
al., 2012). The standard deviation is larger inttloposphere and in the stratosphere below 20
km where dynamic processes play an important fidie.largest values (0% principally in the
northern latitudes during winter) are measured @o8-15 km altitude. They highlight the
influence of tropopause height variations and tié&E $rocesses. In the stratosphere, the
variability is always lower than 20% and becomegligible in the equatorial region.
Interestingly, the lowest troposphere of the N.bel¢w 700 hPa; < km) is marked by an
increase in both ©concentrations (Fig. 4a) and standard deviatibesMeen ~30% and ~45%)
in spring-summerFhis-likely-indicates, the latter being largearhthe total retrieval error (less

than 25%, see Fig. 4 (b)). The lower tropospheoicron (e.g. ground-700 hPa) can generally

not well be discriminated because of the weak $eitgi of IASI in the lowermost layers

(Section 2). However, the measurements in northaid-latitudes in spring-summer are

characterized by a larger sensitivity. In the ga@®0hPa columns, we find that the apriori

contributions do not exceed 40% and they range dmiwi0% and 20% over the continental

regions. In addition, the stratosphere-tropospkgohanges are usually the weakest in summer.

The stratospheric contributions into the IASI MLd@lumns are estimated to be the lowest in the

12
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summer mid-latitudes N.H. (e.d. ~35% in the 30°NMOband; See Fig. S5 (b) of the

Supplement) and, as mentioned in Section 2, thlenagaral contribution originating from the

troposphere reaches ~55% (cfr Fig. S6 (b) in Supeis). This certainly helps in detecting the

real variability of Q in the N.H. troposphere, and, the increase inotheerved concentrations

and in the variability may likely indicata photochemical production of;@ssociated with
anthropogenic precursor emissions (e.g. Logan. et @85;Dufeuret-al2010:-Safieddine-et-al.,
2013} Fusco and Logan, 2003; Dufour et al., 2@®&gper et al., 2010; Wilson, et al., 2012;
Safieddine et al., 2013). Changes in biomass andebic emissions of NQ CO and non-

methane organic volatile compounds (NMVOC) may giéay a role. However, they only

represent a small part of the total emissions f@ Nand CO (e.g. ~23%s 72% for the

anthropogenic NQemissions and ~40%s 60% for the anthropogenic CO emissions from the

emissions dataset used in the Supplement), whildbithgenic emissions of NMVOC represent

the largest contribution to the total (~80%).

The zonal representation of thg @riability seen by IASI is given in Fig. 6. It@hks the daily
number density at altitude levels correspondingheximum of sensitivity in the four analyzed
layers in most of the cases (600 hPa - ~6 km; 2#-h~10 km; 80 hPa - ~20 km; 6 hPa - ~35
km) (Sect. 2). The top panel (~35 km) reflects wiedl photochemical Sproduction by sunlight
with the highest values in the equatorial belt dgrihe summer (~3xi®molecules.cr?). The
middle panels (~20 km and ~10 km) shows the tramgp@zone rich-air to high latitudes in late
winter (up to ~6x1% molecules.ci? in the N.H.) which is induced by the Brewer-Dobson

circulation. The fact that the patteras ~10kmare similarin—=10to those at ~2&m mainly

reflects the low sensitivity of IASI to that levebmpared to the others. Finally, the lower panel
(~6 km) presents high Jevels in spring at high latitudes (~1.4*i@nolecules.cii? in the
N.H.), which likely reflects both the STE processesl the contribution from the stratosphere
due to the medium IASI sensitivity to that layefr(Sect. 2 and Supplement), and a shift from
high to middle latitudes in summer which could beilzuted to anthropogenic {production.
The MLT panel also reflects the seasonal osciltatid the Inter-Tropical Convergence Zone

(ITCZ) around the Equator and the large fire attiin spring around 20°S-40°S.

13
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4.2 Multivariate regression results: Seasonal andxplanatory variables

Figure 4a shows superimposed on the time seri@sedfASI ozone concentration profile, those
of the partial columns (dots) for the 4 layers ¢caleatecontouls The adjusted daily time series
to these columns with the regression model defimgdEq. 1 is also overlaid and shown by
colored lines. The model represents reasonablytivelbzone variations in the four layers, with,
as illustrated for three latitude bands, good c¢oiefiit correlations (e.g.\r1=0.94; Ry1.s=0.91,
RwmLst=0.90 and RBsr=0.91 for the 30°N-50°N band) and low residual$8 (%) in all caseslhe
regression _model explains a large fraction of tleiance in the daily IASI data over the

troposphere (—85%-95%) and the stratosphere (—83264i8 all cases, except for the UST with

Fitted model
~70-95%), as estimated from(o3 (t))

o(0,(1))

fitted regression model and to the IAS] fine series.

wherec is the standard deviation relative to the

However, note that the fit fails to reproduce tlighbst ozone values &x10* molecules.cnT)
above the seasonal maxima for 30°N-50°N latitudedbaspecially in th&4-SMLST during the
springs 2009 and 2010. This could be associated edgtasional downward transport of upper
atmospheric N@rich air occurring in winter and spring at highitiades (Brohede et al., 2008)
following the strong subsidence within the inteAsetic vortex in 2009-2010 (Pitts et al., 2011)

or with the missing time-lags in the regression sldetween the QBO and ENSO variables and

the response of mid-latitude lower stratospheramez(Neu et al., 2014).

Figure 7 displays the annual cycle averaged owerttlyears recorded by IASI (dots) for the
studied layers and bands, as well as that fromfithef the daily Q columns (lines). The
regression model follows perfectly the @ariations in terms of timing of Omaxima and of
amplitude of the cycle. The fit is generally chaeaized by low residuals (<10%) and good
correlation coefficients (0.70-0.95), which indiesitthat the regression model is suitable to
describe the zonal variations. Exception is founerdhe Southern latitudes (residual up to 15%
and R down to 0.61) probably because of the vanainduced by the ozone hole formation
which is not parameterized in the regression mael, because of the low temporal sampling of
daytime IASI measurements in this region.
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From Figure 7, the following general patterns ia @ seasonal cycle can be isolated from the

zonally averaged IASI datasets:

1-

In USUST (top left panel), the maxima is in the equatorial belt, acbuh7x13®
molecules.cif throughout the year and the amplitudes are sroatipared to the averaged
O3 values. The largest amplitude in the annual cigfeund in the N.H. between 30°N and
50°N where @ peaks in July after the highest solar elevatian June) following a
progressive buildup during spring-summer. In agrsmwith FTIR observations (e.g.
Steinbrecht et al., 2006; Vigouroux et al., 2008)shift of the @ maximum from spring
(March—April) to late summer (August—Septemberfpisnd as one moves from high to low
latitudes in the N.H. In the S.H., the general ghafpthe annual cycle which shows a peak in
October—-November before the highest solar elevaionDecember), results from loss
mechanisms depending on annual cycle of tempestumé other trace gases. Other effects
such as changing Brewer—-Dobson circulation, lighsoaption and tropical stratopause
oscillations may also considerably impact on theleeyn this layer (Brasseur and Solomon,
1984; Schneider et al., 2005).

In the lower stratosphere (MOSand UTLS, top right and bottom left panels), the
pronounced amplitudes of the annual cycle is dotathdy the influence of the Brewer
Dobson circulation with the highest @alues observed over polar regions (reaching ~6%10
molecules/crhon averages.~2x10d® molecules/crhon average in the equatorial belt). The
maximum is shifted from late winter at high latiasdto spring at lower latitudes.

In MLT (bottom right panel), we clearly see a latgemispheric difference with the highest
values over the N.H. (also in UTLS). Maxima are eslied in spring, reflecting more
effective STE processes. A particularly broad maximfrom spring to late summer is
observed in the 30°N-50°N band. It probably pototsnthropogenic production of;OThis
has been further investigated in the Supplememutir MOZART4-IASI comparison by
using constant anthropogenic emissions in the meetéhgs (see Fig. S2). The results show
clear differences between the modeled and the wbdeMLT seasonal cycles, which
highlights the need for further investigation oé ttole of anthropogenically produced &nd

the realism of anthropogenic emissions inventories.
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Figure 8 presents all the fitted regression paramsencluded in Eqg. 1 (Sect. 3) in the four layers
as a function of latitude. The uncertainty in tfE&®confidence limits which accounts for the
autocorrelation in the noise residual is given bprebars. The constant term (FRp) is found
to be statistically significant (uncertainty<10%)all cases. It captures the two o0zone maxima in
the stratosphere: one over the Northern Polar nsgio theMLSMLST and one at equatorial
latitudes in thedSUST (~4.5x13® molecules.cif), the important decrease of @ the lower
stratospheric layers (UTLS a®dLSMLST) moving from high to equatorial latitudes, and the
weak negative and strong positive gradients in Nwthern MLT and in thedSUST,
respectively. The sum of the constant terms of fthe layers varies between 7.50%%0
(equatorial region) and 9.50xfamolecules.crif (polar regions) and is similar to the one of the
fitted total column (relatlve differences < 3.5%gd line). When—analyangNLemahe

: lased-higlin the UTLS
regionby=10%—15%n the mid-latitudes and in the tropiese certainly affected by the fact that
the FORLI-Q profiles are biased high by ~10-15% in this laaged latitude band®ufour et al.,

2012; Gazeaux et al., 2012). The representativarfabe 20° zonal averages in terms of spatial

variability has been examined by fitting the 1A8hé series for specific locations in the N.H.
(results shown with stars in Fig. 8a): the constanns are found to be consistent, within their
uncertainties, with those averaged per latitudelbam all cases. Over the polar region whege O

shows a large natural variability, the regressioefficient is characterized by a large uncertainty.

The regression coefficients for other variablesr{famic and proxy terms) which are retained in
the regression model by the stepwise eliminatioocgadure are shown in Fig. 8b. They are
scaled by the fitted constant term and the erras lvapresent the uncertainty in the 95%
confidence limits accounting for the autocorrelatio the noise residual/eA positive (or

neqgative) sign of the coefficients indicates thms associated variables are correlated (or anti-

correlated) with the IASI ©time series. Note that if the uncertainty is lartan its associated

estimate (i.e. larger than 100%, correspondinatersor bar overlapping the zero line), it means

that the estimate becomes statistically non-sicmifi when accounting for the autocorrelation in

the noise residuals at the end of the eliminatimtg@ss. This is summarized in Table S1 of the
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Supplement. The contribution of the fitted varigbieto the IASI Q variations is estimated as

olaghxJeoshaysmpa ... )

wherec is the standard deviation relative to the fitted

o(0,(1))

signal of harmonic or proxy terms and to the IASItidhe series. From Figure 8, \fiad that:

1-

The annual harmonic term (upper left) is the mained of the Q variability and largely
dominates (scaled+b; around +40 %) over the semi-annual one (uppet;ragaleda, b,
around £15 %). In UTLS andfiESMLST, its amplitude decreases from high to low latitude
likely following the cycle induced by the Brewer-Bson circulationdfr. Fig. 6 and Fig. 7)

and the sign of the coefficient accounts for thater-spring maxima in both hemispheres

(negative values in the S.H. and positive onesiénN.H).ia-the- USthey-vary-enly-shghtly

(around—5%to—5 %) and—accountforthe—weak—summeaximumThe annual term
contributes importantly around 45%-85% of the obsérQ; variations, except in the 10°N-

30°N and equatorial bands (10%-30%), while theumrfice of the semi-annual variation on
O3 is smaller (10%-25%) and highly variable betwesa lbands. In the UST, the amplitudes

vary only slightly (around -5% to 5%) and account the weak summer maximum. The

contributions of the annual harmonic term are estida between 5%-30%s expected, the

uncertainties associated with the annual termse@neweak and most of the harmonic terms
(annual and seasonal) are statistically significant

The QBO and solar flux proxies are generally mifsoaled coefficients €0%) and they are
often statistically non-significant contributors @; variations after accounting for the
autocorrelation in the noise residugdee Table S1 in the SupplemeeRceptiorthe- UFLS

in equatorial region (scaled coefficients of 1098415 UTLS and contributions up to 75%

and 21% for QBO and SF, respectivelyhere they are important drivers of @ariations
(e.g. Logan et al., 2003; Steinbrecht et al., 20@lukharev and Hood, 2006; Fadnavis and

Beig, 2009). Previous studies have indeed suppatiedsolar influence on the lower

stratospheric equatorial dynamics (e.g. SoukhaneMod, 2006; McCormack et al., 2007).
Note that the QB proxy (data not shown) has negative coefficientsttie mid-latitudes,

which is in line with Frossard et al. (2013).
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3- The contributions described by the ENSO and NAO/Agi©Oxies are generally very weak

(<10% and <5%, respectivelyith scaled coefficients lower than 5%, and, imngnaases

for the NAO/AAQO proxies, they areven not statistically significant when takingaint

account the correlation in the noise residuglse Table S1 in SupplemerDespite of this,
it is worth pointing out that their effects to tl@; variations areir—agreement—with
comparable to the results published in fgirevious studieswhieh. The negative ENSO

coefficient in the tropical UTLS is consistent witsults from Neu et al. (2014). Rieder et al.

(2013) and Frossard et al. (20t 3vealsoshown large regions of negative coefficients for

NAO North of 40°N, and large regions of positivedamegative coefficient estimates for

ENSO, North of 30°N and South of 30°S, respectiveliederetal—2013:Frossard-et al.,

We note that the non-representation of time-laghénproxy time series may be underestimating

the role of some geophysical variables gyv@riations, in particular that of ENSO and QBO in

zonal bands outside the regions where these geicphysiantities are measured (i.e. Nifio

region 3.4 for ENSO and Singapore for QHtnally, we see in Fig. 8b, large uncertainties

associated with the regression coefficients in UTh.8omparison with other layers, and in polar
regions in comparisons with other bands. We in&drghis as an effect from the high natural
variability of O; measured by IASI in UTLS (see Fig.5) and from miggarameterizations and

low temporal sampling of daytime IASI measuremensr the poles, respectively.

As a general feature, the results demonstrateghiesentativeness of the fitted models in each

layer and latitude band. This good performancehefregression procedure allows examination

of the adjusted linear trend term in Section 4 8\Wwe

4.3 Multivariate regression results: trend over 208-2013

An additional goal of the multivariate regressioathod applied to the IASI Qime series is to
determine the linear trend term and its associategrtainty. Despite the fact that more than 10
years of observations, corresponding to the lagdesof solar cycle, is usually required to
perform such a trend analysis, we could arguedtadistically relevant trends could possibly be

18



530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559

derived from the first six years of IASI observatsp owing to the high spatio-temporal
frequency (daily) of IASI global observations, teetdaily “fingerprint” in the solar flux (see

Figure 3 (a)), possibly making it distinguishalilen a linear trend, and to its weak contribution
to Os variations (see section 4.2. and references thjeré€o verify the specific advantage of
IASI in terms of frequency sampling, we compare,the subsections below, the statistical
relevance of the trends when retrieved from the thigraveraged IASI datasets the daily

averages as above, in the 20° zonal bamdihe 4 partial and the total columns

4.3.1. Regressions applied on dailys monthly averages
Figure 9 (top) provides, as an example, the 6-jiea series othelASI O3 partial-columnp-in

the US—{darkblue),—fedaily averages (left panelslark blu¢ ws-compared to thenonthly
averages (right paneldark blug for the 30°S-50°S latitude band in the UST (daitke), along

with the results from the regression procedureh{ligiue). Note that either daily or monthly
F10.7, NAO and AAO proxies (see Table 1) are usgzedding on the frequency of the IAS] O

averages to be adjusted. Theiddle—panels—previdesecond row in Fig.9 providbe
deseasonalised IASI and fitted time serieslculated by subtracting the model seasonalecycl

from the time seriesas well as the residuals (red curvéd)e averaged residuals relative to the

deseasonalised IASI time series strongly vary whth layers and latitudinal bands and usually

range between 30% and 60%he fitted signal in DU of each proxy is shown ¢ tottom

panels. The @time series and the solar flux signal resultimgnfrthe adjustment without the
linear term trend in the regression model are aéfpvesented (orange lines #nicdie- 2 and
bottom panels, respectively). When it is not inelddn the regression model, the linear trend
term isnetonly partlycompensated by the solar flux term in the dailgrageswhich. Thisleads

to an offset between the fitteds@me series resulting from the both regression e®{vith and

without the linear term), which corresponds well d@otrend over the IASI period, and,

consequently, ttarger residuals (e.g. 80% withotg 44% with the linear term for this example
and 94% without/s 58% with the linear term for the 30°S-50°S bandhien MLST illustrated in
Fig. S1 of the Supplement);—while it). This offsetobserved for a lot of layers and latitudinal

bands. On the contrary, the linear teramlargelybe compensated by the solar flux term in the
monthly average$#5%without: the offset is weak and the differerbetween the both fitted
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models is smaller (averaged differences relativihéodeseasonalised IASI time series of 10% in
monthly datavs-60%with-the-linearterm). 17% in daily data fois example)In this example,

the linear and solar flux terms are even not siamadbusly retained in the iterative stepwise

backward procedure when applied on the monthlyaaes while they are when applied on daily
averages. This effective co-linearity of the linaad the monthly solar flux terms translates to

largelarger model fit residuals (44% in daily avgsvs 60% in monthly averages in UST,

relative to the deseasonalised IASI time serigs)smaller relative differences between both

regression models (with and without the linear ¥ft7% in daily vs 10% in monthly data), and

to largeruncertaintyferon the trendeeefficient—in- coefficients when using thmonthly data

andin_comparison with the daily data. This eJeads, in thisspecific example, to a not

statistically significant linear term of 1.21+1.300yr when derived from monthly averages a
significant trend of 1.74+0.77DU/yr from daily aeges.

The same conclusions can be drawn from the fitsther layers and latitude bands, especially

those where the solar cycle variation of ozonaiigd (MLST and UTLS, see Fiqg. 8) or where

the ozone recovery would occur (UST). A larger dremcertainty associated with monthly data

vsdaily data is found in all situations (see Tahl&&ction 4.3.2 below).

This brings us to the important conclusion thaankts to the unprecedented sampling of IASI,
apparent trends can be detected in FOR4I4ne series even on a short period of
measurements. This supports the need for reguldr lagh frequency measurements for
observing ozone variations underlined in otheristide.g. Saunois et al., 2012). Thgt@nds
from the daily averages of IASI measurements aeudised and compared with results from the

monthly averages in the subsection below.

4.3.2. Q trends from daily averages
Table 2 summarizes the trends and their uncerésimi the 95% confidence limit, calculated for
each 20° zonal band and for the 4 partial and ¢ked tolumns.n the northern and southern

polar regions, the polar night period is not codelecause only IASI observations during

sunlight (over Feb-Oct and Oct-Apr for N.H. and S.téspectively) are used in this study (See
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Sect. 2).For the sake of comparison, the trends are repdotedoth the daily (top values) and
the monthly (bottom values) averages, and theietamties account for the auto-correlation in
the noise residuals considering a time lag of 1-olag-month, respectively. We show that the

daily and monthly trends all layers and all latitude ban#il within each other uncertainties

but that theuse of daily median strongly helps in reducingrewere the uncertainty associated

with the trends for the reasons discussed abow.(88.1). This is particularly observed in the

UST where the ozone hole recovery would occuralsd in the MLST and the UTLS where the

solar cycle variation of ozone is the largest (Segire 8). As a consequence, the Usands in

monthly averages are shown to be mostly non-sigamti in comparison with those from daily
averagesor-thereasons—discussed-abeove{Sect—4.J aple 3 summarizes the trends in the
daily averages for two 3-month periods: June-Julgidst (JJA) and December-January-
February (DJF).

From Tables 2 and 3, we observe very differentdsesccording to the latitude and the altitude.
From Table 2, we find for the total columns that thrends derived from the daily medians are
only significant at high northern latitudes andttlfzey are interestingly of the same order as
those obtained from other satellites and assindilatgellite data (Weatherhead and Anderson,
2006; Knibbe et al.,, 2014) or from ground-based susmments (Vigouroux et al., 2008)
calculatedover longer time periods. The non-significant trerdlculated for the mid- and low
latitudes of the N.H. are alse—agreement—withcomparable to the results pubdisime the
previous studies (Reinsel et al., 2005; Andersea-Krudsen,—2006et al., 20084gouroux et

al., 2008). Regarding the individual layers, wealfthe following:

1- In the US, significant positive trends are obseruedooth hemispheres from the daily
medians, particularly over the mid- and high latés of both hemispheres (e.g.
1.74£0.77DU.yr-1 in the 30°S-50°S band, i.e., 12%#dle) where the changes in ozone
trends before and after the turnaround in 189Zve been found to lihe highest. Kyrola
et al-. (2013) andLaine et al-. (2014-) report for instance a change of up to 10%/decad
O3 trends between 1997-201ds_1984-1997. Positive trends in théJSUST are in

agreementconsistentith many previous observations if one consideesfact that the period

covered by IASI is later than those reported invignes studies and that the recovery rate
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seems to heighten since the beginning of the taumal (Knibbe et al. (2014) reports a factor
of two increasein the recovery rate between 1997-2@tith ~0.7DU/yrand 2001-20190
and-they with ~1.4DU/yr in the S.H.). Thepuld indicate a leveling off of the negative
trends thatwas—existingwere observesince the second half of the 1990isstly from
satellites and ground-based monthly mean detg. WMO 2006, 2011; Randel and Wu,
2007; Vigouroux et al., 2008; Steinbrecht et al02 Jones et al., 2009; McLinden et al.,

2009; Laine et al., 2014; Nair et al., 2014). Thases of this “turnaround” remain, however,

uncertain. If the compensating impact of decreasinigrine in recent years and maximum
solar cycle (over 2011-2012 in the period studietehis probably part of the answer (e.g.
Steinbrecht et al., 2004), the effects of changtrgtospheric temperatures and Brewer
Dobson circulation (Salby et al., 2002; Reinsehlet2005; Dhomse et al., 2006; Manney et
al., 2006) could also contribute and should behtnrtinvestigated. The long-lasting cold
winter/spring 2011 in the Arcti irgleadingo unprecedented ozone loss (Manney et
al., 2011), could explain the non-significant trendhe 70°N-90°N band. This is supported
by the results invinter (Table 3-which-shows-a-significantpositive-trend-whenhdsd-from
the-summer—data.From Table 3, we generally find significant posgtitrends in summer
N.H. and weaker positive or even non-significant tremdsvinter S.H. A non-significant
trend is also calculated for the 70°S-90°S bandpring (data not shown). This could
indicate the strong influence of changing stratesgghtemperatures on ozone depletion from
year to year (e.g. Dhomse et al., 2006), leadingatger uncertainties in our trends
estimations and larger fitting residuals (see S&@&) due to the fact that the stratospheric
temperature is not taken into account as an exyganaariable in the model.

In the MESMLST, one can see that, except in the high latitudelfatne trends are either
non-significant or significantly negative. Thisilsagreement with the trend analysis of Jones
et al. (2009) for the 20-25 km altitude range oWer 1997-2008 period, as well as with
other studies at N.H. latitudes, which investigat@g changes in the 18-25 km range
between 1996 and 2005 (Miller et al., 2006; Yanglgt2006; Kivi et al., 2007). The results
derived separately for summer and winter in Tabége3also in line with those of Kivi et al.

(2007) which reported contrasted trends in thei&fgt=SMLST depending on season.
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3-

In the UTLS, negative trends are calculated inttbpics and significant positive trends are
found in the mid- and high latitudes of N.H., théster falling within the uncertainties of
those reported by Kivi et al. (2007) for the tropape-150 hPa layer between 1996 and 2003.
The large positive trends calculated at Northetituldes (e.g. 1.28+0.82 DUl/year in the
70°N-90°N band) contribute for ~ 30% to the posttvend for the total column. This result
is iragreementconsistenith Yang et al. (2006) which reported that UTLShtributes 50%

to positive trends for the total columns measumredhie mid-latitudes of the N.H. from
ozonesondes. In that study, these positive trenel® Wnked to changes in atmospheric
dynamics either related to natural variability indd by potential vorticity and tropopause
height variations or related to anthropogenic ctenzhange. Hence, the apparent increase in
total ozone in the mid-latitudes of the N.H. seenIASI would reflect the combined
contribution of dynamical variability and decliningzone-depleting substances (e.g.
Weatherhead and Andersen, 2006; WMO, 2006; Hatra.e2008; Nair et al., 2014). It is
worth to keep in mind that these effects are ndépendently accounted for in the regression
model. Previous studies reported, however, thatadycal and chemical processes are
physically coupled in the atmosphere, making difitco define unambiguously such drivers
in a statistical model (e.g. Mader et al., 2007rrideet al., 2008). On a seasonal basis (see
Table 3), the trends seen by IASI at Northern ddets in summer are all significantly
positive and increasing towards the pole. Note thattrends in upper layers may contribute
to the ones calculated in UTLS due to the mediull Igensitivity to that layerc{r. Sect. 2).

In the MLT, most of the trends are significantlygaive (Tables 2 and 3). The non-
significant trends in polar regions could be part#iated to the lack of IASI sensitivity to
tropospheric @(see Sect. 2, Fig. 2). On a seasonal basis, wihaethe negative trends are
more pronounced during the JJA period (around #02®DU.yr") for all bands except
between 30°N and 10°S. In the N.H., these reseltsl tto confirm the leveling off of
tropospheric ozone observed in recent years dah@gummer months (Logan et al., 2012).
This trend, however, remains difficult to interpbetcause it could be linked to a variety of
processes including most importantly: the declifieanthropogenic emissions of ozone
precursors, the increase of UV-inducegld@struction in the troposphere and STE processes
(Isaksen et al., 2005; Logan et al., 2012; Paetsdl., 2012; Hess and Zbinden, 2013) f&s
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the-upperlayersourresultsfor-the-Arctic ammasequence, it is hard to reconcile the trends
in agreement tropospheric ozowéh the-findingschanges in emissiookivi-et-a—{20067)
which-reported-an-increase-of-ozone-in-the-growd@iPalayerozone precursors. However,

trendsin summeremissions have already been able to guaditatexplain measured ozone
.some regions
but with inconsistent magnitude between observatamd model simulations (e.g. Cooper et
al., 2010; Logan et al., 2012; Wilson et al., 201Pis also worth to keep in mind that due to
medium sensitivity of IASI to the troposphetiee a priori contribution andzone variations

trendsover the

in upperstratospheritayers may largely influence the trends seen b$llfk thatthe MLT
layer (cfr. Sect. 2 and Supplement).

4.3.3. Q trends from IASI vsFTIR data

In order to validate the trends inferred from |ABIthe USUST and in the total columns, we
compare them with those obtained from ground-b&3d& measurements at several NDACC
stations (Network for the Detection of Atmosphe@omposition Change, available at
http://www.ndsc.ncep.noaa.gov/data/data_tbl/) bygishe same fitting procedure and taking
into account the autocorrelation in the noise resisl A box of 1°x1° centered on the stations
has been used for the collocation criterion. Thgregsion model is applied on the daily FTIR
data for a series of time periods starting after ttrnaround point (from 1998 for mid-latitude
stations and from 2000 for polar stations), as aslfor the same periods as recently studied in
Vigouroux et al. (2014) for the sake of comparishote that because we are not interested here
in validating the IASI columns which was achievadorevious papers (e.g. Dufour et al., 2014;
Oetjen et al., 2014) but in validating the trendisamed from IASI, we did not correct biases
between IASI and FTIR due to different vertical séwity anda priori information. The results
are given in DU/year in Table 4. We see large §icamt positive total column trends from IASI
at middle and polar stations (e.g. 5.26x4.72 DyNy-Alesund), especially during spriagel
which. These valueare inagreementconsistemith the-trendsthoseeported in Knibbe et al.
(2014) for the 2001-2010 perioth spring in the Antarctic (around 3-5 DU/yfhis trend is not

obtained from the FTIR data for which trends anenfib to be mostly non-significant (even not
retained in the stepwise elimination proceduredme cases) as reported in Vigouroux et al.
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(2014), except at Jungfraujoch which shows a treh&.28+4.82DU/yr over the 2008-2012
period. For the periods starting before 2000, wikeutated from FTIR, in agreement with
Vigouroux et al. (2014), a significantly negativertd at Ny-Alesund for the total column and
significantly positive trends at polar stations the US. In addition, we see from Table 4 a
leveling off of @ at polar stations in th&SUST after 2003, as previously reported in
Vigouroux et al. (2014), which was explained byompensation effect between the decrease of
solar cycle after its maximum in 2001-2002 and sitpee trend. These trends are, however, non-
significant and inferred only from few FTIR measuents (see Number of days column, Table
4).

From IASI, it is worth to point out that, in all ®as, positive trends are calculated inW&JST
(even if some are not significant) and that theseds are consistent with those calculated from
FTIR data covering a ~11-year period and startiitgy ¢he turnaround (e.g. at Thule; 1.24+1.09
DUlyr from 1ASI for the period 2008-201&. 1.42+0.78 DU/yr from the FTIR over 2001-2012).
This is illustrated for three stations (Ny-Alesufithule and Kiruna) in Fig.10 which compares
the time series from IASI (2008-2013, in red) wiltose from FTIR covering periods starting
after the turnaround (in blue). Their associatedds as well as the trend calculated from FTIR

covering the IASI period (in green) are also intkch

In order to better characterize the effect of thmgoral frequency on determining statistical

trends, the 1ASI time series have been subsamplethtch the temporal resolution of FTIFhe

associated trend values are also indicated in Tzalﬁ@ row). In any cases, we observe that the

fitted trends inferred from both IASI and FTIR witte same temporal samplings are within the

uncertainties of each other and that those assdciith the subsampled IAS| datasets are

significantly larger than those obtained with thaily ones, leading to statistically non-

significant trends.

Even if validating the IASI fitted trends with indendent datasets is challenging due to the

short-time period of available IASI measurementsl dhe insufficient number of usable
correlative measurements over such a short pehiedesults obtained foirends-nferredfrom
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IASI vs FTIR tend to confirm the conclusion drawn in Seet.3.1 and 4.3.2, that thegh
temporal sampling of IASI provides good confideint¢he determination of the trends even on

periods shorter than those usually required fromelobbservational means.

6 Summary and conclusions

In this study, we have analyzed 6 years of IAgIp@file measurements as well as the total O
columns based on the profile. Four layers have lusfimed following the ability of IASI to
provide reasonably independent information on tkzene partial columns: the mid-lower
troposphere (MLT), the upper troposphere — loweaatssphere (UTLS), the mid-lower
stratosphereMLSMLST) and the upper stratospheig¢SUST). Based on daily values of these
four partial or of the total columns in 20° zonakeages, we have demonstrated the capability of
IASI for capturing large scale ozone variabilityegsonal cycles and trends) in these different
layers. We have presented daytime vertical antutitial distributions for @as well as their
evolution with time and we have examined the uryitegldynamical or chemical processes. The
distributions were found to be controlled by phdiemical production leading to a maximum in
summer at equatorial region in tASUST, while they reflect the impact of the Brewer-Dobso
circulation with maximum in winter-spring at midac high latitude in théA-SMLST and in

the troposphere. The effect of the photochemiaadipetion of Q from anthropogenic precursor
emissions was also observed in the troposphereansthift in the timing of the maximum from

spring to summer in the mid-latitudes of the N.H.

The dynamical and chemical contributions contaimethe daily time development of IASI;O
have been analyzed by fitting the time series chdayer and for the total column with a set of
parameterized geophysical variables, a constambrfand a linear trend term. The model was
shown to perform well in term of residuals 18%), correlation coefficients (between 0.70 and
0.99) and statistical uncertainties 7€) for each fitted proxies. The annual harmonmng
(seasonal behavior) were found to be largely dontima all layers but the US, with fitted
amplitudes decreasing from high to low latitudes agreement with the Brewer-Dobson

circulation. The QBO and solar flux terms were gkdted to be important only in the equatorial
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region, while other dynamical proxies accountedridhe regression (ENSO, NAO, AAO) were

found negligible.

Despite the short time period of available IASlad&t used in this study (2008-2013) and the
potential ambiguity between the solar and the hneand terms, statistically significant trends
were derived from the six first years of daily @artial columns measurements (on the contrary
to monthly averages which lead to mostly non-sigaiit trends). This result which was
strengthened from comparisons with the regresspplied on local FTIR measurements, is
remarkable as it demonstrates the added value 8f Bxceptional frequency sampling for
monitoring medium to long-term changes in globabre concentrations. We found two
important apparent trends:

1) Significant positive trends in the upper strpteee, especially at high latitudes in both
hemispheres (e.g. 1.74+0.77DU/yr in the 30°S-508&dlp, which are consistent with a probable
“turnaround” for upper stratospheric; @covery (even if the causes of such a turnaramed
still under investigations). In addition, the trenchlculated for some local stations are in line
with those calculated from FTIR measurements #fteturnaround.

2) Negative trends in the troposphere at mid- aigth INorthern latitudes, especially during
summer (e.g. -0.26+0.11DU/yr in the 30°N-50°N bamdiich are in line with the decline of

0zOone precursor emissions.

To confirm the above findings beyond the 6 firsangeof IASI measurements and to better
disentangle the effects of dynamical changes, eflth-year solar cycle and of the equivalent
effective stratospheric chlorine (EESC) declinetba & time series, further years of IASI
observations will be required, and more completten§ procedures (including, among others,
proxies to account for the decadal trend in the €E& the ozone hole formatignfor changes

in the Brewer-Dobson circulation, as well as inaghgdtime lags in ENSO and OBO proxXjesill

have to be exploredturther investigation on the regressors uncergsrdand on the total error on

ozone measurements should be performed as wetiderstand on the unexplained variations in
IASI O3 records.
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798 This will be achievable with the long-term homogeme records obtained by merging
799 measurements from the three successive IASI inginisron MetOp-A (2006); -B (2012) and —
800 C (2018), and by IASI successor on EPS-SG afterl 2@erbaux and Crevoisier, 2013;
801 | Crevoisier et al.,2014).
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Table 1 List of the proxies used in this study and theiirses

Proxy Description (resolution) Sources
F10.7 The 10.7 cm solar radio flux NOAA National Weather Service Climate Prediction Center:
(daily or monthly) ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features

/solar-radio/noontime-flux/penticton/penticton_adjusted/listings/
listing_drao_noontime-flux-adjusted_daily.txt or
ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/
solar-radio/noontime-flux/penticton/penticton_adjusted/listings/
' listing_drao_noontime-flux-adjusted_monthly.txt
QBO" Quasi-Biennial Oscillation Free University of Berlin:
QBO* index at 10hPa and 30hPa www.geo.fu-berlin.de/en/met/ag/strat/produkte/gbo/
(monthly)
ENSO El Nifio /Southern NOAA National Weather Service Climate Prediction Center:
Oscillation - Nino 3.4 Index  http://www.cpc.noaa.gov/data/indices/
(3-monthly averages)
NAO North Atlantic Oscillation ftp://ftp.cpc.ncep.noaa.gov/cwlinks/norm.daily.nao.index.b500101.cur
index (daily or monthly) rent.ascii or
http://www.cpc.ncep.noaa.gov/products/precip/CWIlink/pna/norm.nao.
monthly.b5001.current.ascii
AAO Antarctic Oscillation index ftp://ftp.cpc.ncep.noaa.gov/cwlinks/norm.daily.aao.index.b790101.cur
(daily or monthly) rent.ascii or
http://www.cpc.ncep.noaa.gov/products/precip/CWIlink/daily_ao_inde
x/aao/monthly.aao.index.b79.current.ascii
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Table 2 Ozone trends and associated uncertainties (95%deoce limits accounting for the

autocorrelation in the noise residjalgiven in DU/year, for 20-degree latitude barassed on

daily (topvalued and monthly (bottonvalue3 medians over 6 years of IASI observations. Bold

(underlined) values refer to significant (posititegnds. Values marked with a star (*) refer to

trends which are rejected by the iterative backvedirdination procedufe

DU/ yr # Ground-300hPa 300-150hPa 150-25hPa 25-3hPa Total columns
Days (MLT) (UTLS) (MLST) (UST)
70°N-90°N 1493 -0.13%0.10 1.28+0.82 2.81+2.27 0164097 3.90+2.93
Feb-Oct 5 ; x T >
( ) -0.03+0.29 0.70+0.92 -0.04+2.60 1814281 1.37+3.62
5CN-7CN 2103 -0.08:0.09 0.73+0.51 0.97+1.30 0.55+0.36 1.93+1.71
0.170 35 1.24+1.24 2284424 0.66+0.76 4.72+5.58
30°N-50°N 2105  -0.19+0.05 0.34+0.18 -0.3420.77 0.89+0.41 0.91+1.24
-0.15+0.13 0.75+0.75 -0.37+1.65 0.87+0.52 0.33+2.25
10°N-30°N 2105 0.1020.11 -0.03+0.10 -0.730.29 g.ggfggi 0.21+0.30
10°S-10N 2104  -0.41%0.12 -0.25+0.07 0.1140.26 0.44+0.19 -0.16+0.34
-0.25+0.14 -0.08+0.10 * 0.61+0.64 5
-0.11+0.64 0.13+0.83
30°S-10S 2106  -0.22+0.10 -0.08+0.04 -0.61+0.26 0.89+0.58 -0.0440.31
-0.15+0.13 -0.09+0.07 -0.45+0.36 0.80+1.23 x
-0.01+1.26
50°S-30S 2105  -0.19+0.07 -0.22+0.08 -2.17+0.58 1.74+0.77 -0.79+0.96
-0.18+0.09 -0.2740.12 -2.36+1.80 1.21+1.30 0.64+1.45
70°S-50S 2105  -0.13+0.05 0.09+0.16 0.56+0.82 0.54+0.29 1.15+1.28
-0.2240.12 0.05+0.32 0.02+1.15 0.57£0.82 0.51+1.75
?g’?z 0’)5 738 -0.15+0.21 0.010.61 0.00+2.36 1.04£0.57 1.50+3.15
C - r * * * *
P -0.17+0.40 0.25+0.73 2.59+3.80 0.91+2.10 3.2845.12

T The trend values result from the adjustment efréggression model where the linear term is

kept whatever its p-value calculated during theattee process.
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Table 3 Same as Table 2 but for seasonati®nds and associated uncertainties based on daily
medians during JJA (topalue3 and DJF (bottonvalue3 periods. Values marked with a star (*)
refer to trends which are rejected by the iteratimekward elimination proceddre

DU/ yr # Ground-300hPa 300-150hPa 150-25hPa 25-3hPa Total columns
Days (MLT) (UTLS) (MLST) (UST)
7°N-9C°N 613 -0.18+0.08 1.13+0.65 -0.91+1.52 1.72:0.51 1.36+1.15
(Feb-Oct) 48 - - - - -
SON-7ON 551 -0.23#0.07 1.03+0.37 0.62+1.64 1.67+0.48 3.01+1.64
527 .0.09:0.12 1.7441.30 0.73+1.73 -0.66.+0.79 1.56+2.66
30°N-50°N 551 -0.30%0.10 0.42+0.30 -0.3020.65 0.84:0.25 1.17+1.35
529  -0.24%0.09 0.28+0.28 0.82.40.90 0.62.40.49 -0.81.+1.05
10°N-30°N 551 -0.05+0.16 0.17i0.0§ -0.34+0.30 0.36+0.27 -0.09+0.54
529 0.18+0.14 0.01.40.09 -1.05.40.45 0.49+0.54 -1.14+0.44
10°S-10N 551  -0.06.+0.10 0.0440.08 -0.84+0.86 0.32+0.42 -0.56+0.74
529  -0.70.+0.23 0.3240.10 1.64+1.77 0.53+0.59 0.3440.93
30°S-10S 551  -0.26%0.09 -0.06+0.07 -0.56+0.40 1.06+0.55 0.240.43
530 -0.15:0.11 0.06+0.12 0124031 1.48+0.53 1.56+0.92
50°S-30S 551  -0.21#0.05 -0.16+0.09 -0.52+0.54 0.49+0.59 -0.44+0.83
529  -0.10:0.06 -0.14+0.06 -2.83+0.64 3.40+0.85 0.470.52
70°S-50S 551  -0.25:0.06 1.03+0.60 2.63+1.65 0.98+0.62 3.4432.47
529  -0.10+0.04 0.19+0.24 0.52+0.48 1.66+0.70 1.72+0.74
90°S-70S - - - - - -
(Oct-Apr) 523 -0.21:0.20 -0.46+0.80 0.16+2.53 1.18+0.67 0.98+3.27

t The trend values result from the adjustment efrdgression model where the linear term is

kept whatever its p-value calculated during theatiee process.
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1217  Table 4 Ozone trends and associated uncertainties (95%deoce limits), given in DU/year
1218 over NDACC (Network for the Detection of Atmosplee@omposition Change) stations in the
1219 | N.H. based on daily medians of IASI (within a gbdx of 1°x1° centered on statiortsp-two

1220 | first rows) and FTIR observationgsuccessive rows for different time interval&lic values 8

1221 | row) refer to trends inferred from subsampled |Afata and old values refer to statistically

1222  significant trends. Values marked with a star éfer to trends which are rejected by the iterative

1223 backward elimination procedure

DU/yr Data # 25-3hPa Total columns
periods days (US)
Ny-Alesund 2008-2013 1239 0.56+0.73 5.26+4.7:
(79°N) Subsamp.
Mar-Sept 2008-2012 82 -0.29+4.58 6.26418.11
2008-2012 84 -3.58+4.58 2 24+20.78
2003-2012 168 -0.17+0.70 -4.84+3.01
2000-2012 288 0.640.60 x
1999-2012 320 oy -1.02+2.40
0.62+0.55
1995-2012 383 -2.35+1.40
1995-2003 167 1.03:0.66 )
- 1.25+1.05 1.31+2.39
3.333.41
Thule (77°N) 2008-2013 1094 1.24+1.09 4.97+4.72
Mar-Sept Subsamp.
2008-2012 231 1.31+2.69 0.1047.36
2008-2012 340 -2.10+2.89 0.39+11.59
2003-2012 697 0.86+0.89 > 774
2000-2012 776 1.33+0.86 _i;;;i'gg
1999-2012 779 1.69+0.88 1954174
1999-2003 138 3.73+2.90 T
4.86+10.13
Kiruna (68°N) 2008-2013 1236 0.21+1.42 4.41+4.00
Mar-Sept Subsamp.
2008-2012 226 0.97+4.05 3.7846.03
gggg'gglg 253 -1.9746.04 -3.75+6.64
- 1 7 *
2.26%3.68
2000-2012 913 0.15:0.67 3.6944.20
1999-2012 984 1.60+1.29 R
1996-2012 1183 1.10+0.98 -0.43+1.64
1996-2003 596 1.11+0.54 1.82+1.77
1.2641.21 1.12+3.77
Jungfraujoch 2008-2013 1580 2.95+0.61 5.64+3.15
(47°N) Subsamp.
2008-2012 524 3.72+1.14 5.61+5.11
2008-2012 565 1.60+1.80 5.28+4.82
1998-2012 1582 0.10+0.35 -0.28+0.86
1995-2012 1771 0.0240.33 0.85+0.79
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Zugspitze (47°N) 2008-2013 1729 3.17+0.56 5.53+2.92

Subsamp.

2008-2012 538 3.56+1.63 5.99+4.49

2008-2012 597 0.71+1.22 3.46+3.79

1998-2012 1472 0.0840.32 0.81+0.98

1995-2012 1525 0.23+0.32 1.36+1.01
Izana (28°N) 2008-2013 1803 0.56+0.65 1.28+0.77

Subsamp.

2008-2012 380 0.32+1.28 0.11+1.95

2008-2012 443 0.240.80 0.91+2.44

1999-2012 1257

0.4620.25 0.20+0 33
1224 1 The trend values result from the adjustment efrégression model where the linear term is

1225  kept whatever its p-value calculated during theatiee process.
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1248  Figure 1. Typical IASI FORLI-G averaging kernels, in partial column units, cqumexling to
1249  one mid-latitude observation in July (45°N/66°E) éach 1 km retrieved layers from ground to
1250 40 km altitude (color scale) and for 4 merged layground-300 hPa; 300-150 hPa; 150-25 hPa;
1251 25-3 hPa (grey lines). The total DOFS and the D@F&ach merged layers are also indicated.
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1254  Figure 2. Distributions of (a) @columns, (b) DOFS and (&) priori contribution (given as a %)
1255 in the ground-300hPa (MLT) and 150-25hPa (MLST)elayfor IASI Q, averaged over July
1256 2010 daytime data. Note that the scales are diftere
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Figure 3. Normalized proxies as a function of time for thegipd 2000-2013 for the solar F10.7
cm radio flux (blue) and the equatorial winds at{@®en) and 30 hPa (orange), respectively (top
panel), and for the El Nifio (red), north Atlantiscdlation (purple) and Antarctic oscillation

(light blue) indexes (bottom panel).
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Figure 4. (a) Daily IASI O profiles (1x16? molecules/cri) for the period 2008-2013 and over
the range of the retrieved profiles as a functiériime and altitude, in three latitude bands:
30°N-50°N (top), 10°S-10°N (middle), 30°S-50°S toot). Superimposed daily IASI{(partial
columns (scatters) and the associated fits (solek) from the multivariate regressions for the
MLT (ground-300hPa), UTLS (300-150hPa), MLST (1%hPa) and UST (above 25hPa)
layers. The IASI measurements and the fits haven Isealed for clarity. (b) Estimated total
retrieval errors (%) associated with daily IAS] @ofiles.
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1278 | Figure 5. Daily IASI O3 variability (%), expressed asxs—relative—to—the—median
1279 | vakies[o(0O,(t))/O, ¢)]100%, whereo is the standard deviation, as a function of tirmel a

1280 altitude in three latitude bands: 30°N-50°N (ta});S-10°N (middle), 30°S-50°S (bottom).
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1286  Figure 6. Daily IASI O3 number density (1x26 molecules/cr) at 35 km (top row), 19 km
1287  (second row), 10 km (third row) and 6 km (bottorwy@s a function of time and latitude. Note

1288 that the color scales are different.
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Figure 7. Monthly medians of measured (scatters) and @dittine) IASI Q columns averaged
over the period 2008-2013, for the USMLST, UTLS and MLT layers and for each 20-degrees

latitude bands (color scalen the top-right panel)The fit is based on daily medians. Error bars

give the & standard deviation relative to the monthly medialues. Correlation coefficient (R)
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time series for the 20-degree latitude belts, s#pbr given for the 4 layers and for the total
column. The stars correspond to the constant fditted above ground-based measurement
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(28°N). (b) Regression coefficients of the variahletained by the stepwise procedure, given in
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1312  left) and Semi-Annual variations (top right) tern@B0O at 10 and 30 hPa (bottom left), solar
1313 flux (bottom right). Note that the scales are di#fg. The associated fitting uncertainties (95%
1314  confidence limits) are also represented (error)bars
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Figure 10. Daily time series of @TIR (blue symbols) and IASI (red symbols) measw@ets in
the US at Ny-Alesund (top), Thule (middle) and Izana {bot), covering the 1995-2012 and
the 1999-2012 periods, respectively (given in Dt)e fitted regression models (dark blue and
dark red lines, for FTIR and IASI, respectively)dathe linear trends calculated for periods
starting after the turnaround over 1999/2000-201® @ver 2008-2012 for FTIR (light blue and
green lines), and the 2008-2013 period for IASh(me line) are also represented (DU/yr). The

trend values given in DU/year are indicated.
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Introduction

This supporting informatioprovides, in Table S1, a tabulated summary of trégables that are

kept in the statistical model at the 95% levellst €nd of the iterative backward selection for

each 20° latitude bands and for each partial colanatyzed in the manuscript.

This supplement alsgives details on model-measurement comparisonsubsections below.

First, we evaluate the variations ing Gimulated with MOZART-4 (Emmons et al., 2010a)
against IASI by using the regression model desdrilve the manuscript (Section 3). This
statistical model is used as a tool for understapgiossible biases between MOZART-4 and
IASI. Then, the stratospheric influence as seetA8} in the G tropospheric column (Section 4

of the manuscript) is estimated.

S.1 MOZART-4 simulation set up
The simulations are performeder the IASI periodfter a 6-month spin-up aridey aredriven

by offline meteorological fields from the NASA GlabModeling and Assimilation Office
(GMAO) Goddard Earth Observing System (GEOS-5) mnaigslion products
(http://gmao.gsfc.nasa.gov/products/). MOZART-4 wa® with a horizontal resolution of

2.5°x1.9°, with 56 levels in the vertical and witls standard chemical mechanism. In the

stratosphere, MOZART-4 does not have a detailedmddiey and Q@ is constrained to
observations from satellite and ozonesondes (Hadzostial., 2003)Fhe-emissions-are-the-same

emissions inventory used here is the same as ip&¥ex al. (2012) and in Duflot et al. (2015).

The anthropogenic emissions are from the invenbooyided by D. Streets (Argonne National

Lab) and University of lowa for ARCTAS (http://bomrer.uiowa.edu/arctas/emission.htmil;

http://bio.cgrer.uiowa.edu/arctas/arctas/07222009¢) is a composite dataset of regional




31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

emissions representative of emissions for 2008 huilt upon the INTEX-B Asia inventory
(Zhang et al.,2009) with the US NEI (National Emussinventory) 2002 and CAC 2005 for
North America and the EMEP (European Monitoring d&whluation Programme) 2006 for

Europe inventory to make up NH emissions (see /Hip:cgrer.uiowa.edu/arctas/emission.html

and Emmons et al. 2015 for an evaluation of thembtery with several models in the frame of
the POLARCAT Model Intercomparison Program (POLMIPEmissions from EDGAR

(Emissions Database for Global Atmospheric Reséanglre used for missing regions and

species. The anthropogenic emissions are constentyears with no monthly variations. Daily

biomass burning emissions are taken from the gldtia INventory from NCAR (FINN,

Wiedinmyer et al., 2011). They vary with yvear. Tdee=anic emissions are taken from the POET

emissions dataset (Granier et al., 2005) and thgelic emissions from MEGANv2 (Model of

Emissions of Gases and Aerosols from Nature) imrgnfGuenther et al., 2006petails on
chemical mechanisms, parameterizations and emissiorces can be found in Emmons et al.
(2010a; 20122015. MOZART-4 simulations of numerous species (inahgdO; and related

tracers) have been previously compareghteituozonesondes, aircraiad satellite observations

and used to track the intercontinental transportpofiution (e.g., Emmons et al., 2010b;
20132015 Pfister et al., 2006; 2008; Wespes et al., 20B2xults have shown that MOZART-4

is slightly biased low over the troposphere (arobrtb%), but that it reproduces generally well

the variability of observations in space and time.

S.2 G time series from MOZART-4 vs IASI

In Fig. St2, the seasonal cycles of ozone columns from MOZARkted regression model are
compared against the IASI fitted columns by takimg account its associated averaging kernels
(see Section 2 of the manuscrifitfowing the formalism of Rodgers (2000):
Xmodel_smoothedXatA(XuoderXa) (S1)
where Xwvodel represents the Oprofile modeled by MOZART-4 which is first vertiba

interpolated to the pressure levels of the a ppoofiles (Xa) used in the FORLI-@retrieval

algorithm In the stratosphere (USand MLST), despite the non-explicit representation of the
chemistry and the coarse vertical resolution ins tihayer, MOZART-4 reproduces the

observations in terms of ozone concentrations, @@l of the seasonal cycle and timing of the
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maximum. Differences between the fitted cycles @s$ed with the simulations and the
observations are lower than 10%, except over th#h®on polar region where they reach 30%.
In the UTLS region, while the amplitudes of thesse®l cycles and the timing of the maxima
are well captured in the model, we observe a sydienbias with an underestimation og O

concentrations in the model of around 30% overhilgl latitudes (north of 50°N and south of

50°S), possibly resulting from a misrepresentatibthe STE processes.

In the troposphere, on the contrary to the uppgerts the model shows for each 20-degree
latitude band an overestimation of the ozone camagons, particularly in tropical and extra-
tropical regions (reaching 25% in the equatoridf)pas well as a mismatch in the timing of the
maximum which occurs one to two months before theeoved spring peak, especially in the
N.H. The shift of the maximum from high to mid-tatiles observed by IASI in the N.H. (see
Section 4.1 and Fig. 7 of the manuscript) is n@raduced by MOZART-4 which shows a
latitudinal independent maximum in April. This i&dly explained by the constant in time
anthropogenic emissions used in MOZART-4. This ifigdgives further confidence to the
ability of IASI to detect anthropogenic productioh Os. The mismatch in the timing of the
maximum in the troposphere is characterized byerbfit regression coefficients for the annual
term from MOZART-4 and IASI. The annual compondbofstant scaled;+b;) decreases from
Northern latitudes (from 5% to 10%) to high Southiatitudes (from -30% to 0%) with negative
amplitudes south of 10°N and a maximum positive laoge at 20°N (10%) for MOZART-4,
while 1ASI shows negative values both south of ¢ég@ator (-20-0%) and north of 30°N (-10-
0%) and a similar maximum at 20°N (see Fig.8b «# thanuscript). Note that this mis-
representation of MOZART-4 in the UTLS and in thepobsphere is unlikely due to errors in
climatology values used in the stratosphere siiee doncentrations and the timing of the

maximum are well reproduced in that layer.

To better evaluate the sources of the discrepanosween model and measurement, we
compare the constant terms from MOZART-4 time sewéh IASI (Fig.23, also Fig.8a of the

manuscript) using the regression procedure (Se@ianf the manuscript). The comparison
indicates that MOZART-4 has a good climatologyhe US and MLS (differences < 10%). The
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biases of MOZART-4 in the UTLS and in the troposeheeported above are highlighted in the
fitted constant with, in UTLS, underestimations~85% and ~15% over the high Southern and
Northern latitudes, respectively, and, in the tspgiere, an overestimation of ~25% in the
tropics. The latter could possibly point out isswagh horizontal transport in the model or

overestimated ozone production efficiency at thastides.

S.3 Stratospheric influences as seen by IASI

After verifying above the agreement between thdi@e series from IASI and from MOZART-
4, we can investigate to what extent the stratagpbeuld influence the QOvariations seen by
IASI in the troposphere. To this end, we focus &ftez on variations in the MLT, using a
“tagging” method to track all tropospheric odd ogen sources (the “tagged” nitrogen species)
producing ozone (§79%°-N°¥ through the tropospheric photochemical reaction$/0ZART-4
(seeEmmons et a}-. 2012-) for detailed information on the “tagging” appah and on the
photolysis and kinetic reactions for the taggedces). This method allowsselatingthe

guantification ofthe portion of the stratosphere to the troposph@si Since the method is fully

linear, this contribution is simply calculated hs difference between the total simulategda@d
the QP99-N*(Emmons et al., 2012; Wespes et al., 2012). Bif(@) presents, for each 20-
degree latitude band, the averaged seasonal cyclée MLT for total Q (solid line) and

05299°9-NOXjashed lines) from fitted MOZART-4 time serissounting-forthe tASHaveraging
kernels. The difference between totak@nd Q99N epresents the stratospheric part-as seen

bytASHR-the-troposphere—is expressed in Fig38 (b) as a percentage of the tota). Ghe
stratosphericlt represents the natural stratosphefliuence into the MLT columns as modeled

by MOZART-4 and it ranges between ~20% to 45% wath expected, the largesintribution

above the winter southern latitudes. Fig. S5 isshme as Fig. S4 but the model time series

account for the 1ASI vertical sensitivity by applgi the averaging kernels of each specific IASI

observations to the corresponding gridded MOZARGrfile (see Eq. S1), similarly to Wespes

et al. (2012). Eq. S1 can be expressed as :
>_<Model Smoothed [AXO?: tagged Ndx"' [A(Xl\/lodeli<O3 tagged NOH + [XQ_A(XQ)] (SZ)




120 | where the first two terms represent the contrimgidrom all the tropospheric odd nitrogen

121 | sources and from the stratosphere smoothed byuv®agng kernels, respectively. The third

122 | component represents the contribution from thei@igo the ozone columns due to the limited

123 | vertical sensitivity of the IASI instrument. Thesgms are represented in Fig. S5 (a) and (b) for

124 | the MLT. The second term which is illustrated ggeecentage of the totals@n Fig. S5 (b) (solid

125 | lines), simulates the stratospheric part as sedABlin the troposphere. This IASI stratospheric

126 | contribution, which is amplified by the limited Vieal sensitivity of the instrument in the MLT
127 | when compared with the MOZART-4 stratospheric iefloe (Fig. S4 (b))Fhe—difference
128 | betweentotal-@-and—QR99°-N% ropresents the stratospheric—part—as—seen—byihShe
129 : e o e
130 | eentribution-ranges between 30 and 65% depending on latitude saadon. The largest

131  contributions are calculated for the highest lalési in winter-spring and they are attributed to
132 | both descent of stratospheric air mass into tharpartex and to less IASI sensitivitigxeeption
133 | is—feund over thepoles. The low contribution above ti8outh polar regionwhich-shews-a
134 | minimum(~25%)is explained by a loss of IASI sensitivity whiclarislates to a large a priori
135 | contribution (40%)The smallest stratospheric contributions are ¢afled in theewertatitudes.
136 . o .

137 | centribution-is-anti-correlated-with low latitudarimls. The difference betwedre stratospheric
138 | centributionto-seme-extentand it contributionaiated by MOZART-4 (Fig. S4 (b)) and those
139 | as seen by IASI (Fig. S5 (b)) is the stratosphgoition due to the IASI limited sensitivity and it

140 | reflects the smoothing error from the IASI measwnts. Itranges betweeh0%-20% (except
141 | for the polar bands). This sugge#iat thevariabiity-limited vertical sensitivityf ezene-in-the
142 v _ .
143 | preri—infermationlASI, which artificially mixes stratobpric and significantly—be—driven
144 | bytropospheric air masses, contributes to a lesdent tothe variability-lASI MLT thanthe
145 | stratosphere--troposphere exchanges. The smoothing error l&i@ss also to ama priori

146 | contribution (dashed lines, Fig. S5 (b)) whichgapected from the analysis of the IASI vertical

147 | sensitivity (see Section 2 of the manuscript) n-eorrelated with the stratospheric contribution

148 | to some extent. It ranges between ~5% and ~20%seTl tesults suggest that the variability of
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tropospheric ozone measured by IASI (Section ©8tAe manuscript) is partly masked by the

priori and the stratospheric contributions.

The total portion of the natural variability (froboth the troposphere and the stratosphere) into

the MLT O; measured by IASI can be estimated by subtractimm the 1ASI Q time series the

a priori_contribution and the stratospheric one due to lk®l limited sensitivity. This is
illustrated in Fig.S6 (a). This natural contributis larger than 50% of the IASI MLTs@olumn

everywhere. Interestingly, the 30°N-50°N band shdhes highest detectable natural portion
(~80-85%) in the MLT columns, from which ~25-35%qgmmates from the stratosphere (Fig. S4
(b)), and~50-60% from the troposphere (Fig.S6 (b)s also worth to note that the positive bias
of MOZART-4 vs. IASI in the MLT (see Section S2) should not affébe calculated

tropospheric contribution in the 1ASI MLT columnadathat the stratospheric contribution for

the 30°N-50°N band should be well estimated fromAABT-4 since the model matches very

well the IASI observations in the upper layerstfos band (Fig. S2 and S3).

To further characterize the stratospheric influgribe constant factors associated with the
05299°9-NOitting time series in the troposphere are suppdsed in Fig.83 (dashed grey line).
They represent between 40 and 60% of the consdattdré derived from the total;@tting. The
north-south gradient for thes8#9%-N%is smaller than for the totalzOwith maximum over the
low latitudes of the N.H. while, for the totakOnaximum is found over the high latitudes. From
Fig.S34 (a), we see in the N.H. that the differences betwée variability of total @and that of
05299°9-NOmainly result from the timing of the maximum wishift of 2-3 months (maximum
in spring for the total @vs maximum in summer for thes8#9-N°¥, That shift is characterized
by a positive annual component (constant scaliedhl) for the total Q (~10%) and a negative
one for the @%9%9-N%(~ .20%). In the S.H., we observe a same timighe maximum

between the two runs.

4 Conclusions
Two important results can be derived from MOZARVs4ASI time series:
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1- By comparing the fitted variations and regression coefficients using tm@es regression
model, systematic biases are found in the tropospaed can be attributed to specific model
limitations (no-interannual variability in the antipogenic emissions, errors in the transport,
coarse spatial and vertical resolution of the maaal overestimation of ozone production
efficiency). In particular, the fact that the MOZARI model settings used constant
anthropogenic emissions tends to strengthen thbtyalof IASI to detect anthropogenic
production of Q and to highlight the need for developing long teramtinuous anthropogenic
emissions inventories (including seasonal and Hatewal variations) for better estimating the
impact of anthropogenic pollution changes on trpbesic ozone levels.

2- Our results suggest thaten if a large part of the IASI;OMLT measurements in the N.H.

originates from the troposphere (40-60%h)e apparent negative trend in the troposphere

observed by IASI in the N.H. summer (see Tablea®&in Section 4.3.2 of the manuscript) is

largelyattenvatedpartly maskby the influence of the stratosphéterough-STEprocessand
of the medium vertical sensitivity of IASIr-the-trepesphere)ln other words, the decrease of

tropospheric @ which could be attributed to decline o Precursor emissions, igrebably

much-more-important-than-what-we-estimate-from-Il&@lly attenuated by the positive changes

in Og variations detected in upper layers. This wouldumthat the negative trend deduced from

IASI could in reality be more importanThis opens perspectives to further comprehensive

studies for investigating the influence of stratosc Q recovery on the apparent decrease of

O in the troposphere.
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Table S1List of the proxies retained in the stepwise baaidrelimination approach which are

significant at the 95% level (see text for detait®s) each 20-degree latitude bands and for each

partial column. Proxies are indicated for Solaxfliblue), QBO10 (green), QBO30 (orange),

ENSO (red) and NAO (pink)/AAO (purple). Symbols icated between parentheses refer to

proxies which are not significant statistically whaccounting for the autocorrelation in the

noise residuals.

Proxies | Ground-300hPa 300-150hPa 150-25hPa 25-3hPa Total columns
(Troposphere) (UTLS) (MLST) (UST)

7°N-9C°N | (0)(0)0 O | 0(0)0 (0) | 0(0)(0)00 | (0)0(0)0 0(0) 00O
5°N-70°N | O (0) (0)0 (0) | 00 (0)0 0(0) (0)0 0 (0)(0) 0 (0) (0)0 0
30°N-50°N | (0) (0) (0)O 0(0)(0)0 0(0) O 0(0) 0 (0) (0)©) | 0 (0) (0)0 O
10°N-30°N (0) (0) (0) | (0)O(0)0 (0) | (0)©O)©)0 0 0 (0) (0) 0(0)00
10°S-10N | (0) O (0) (0)©) | OO 0O O O (0)00(0)©)| 0O O |(0)0 0 O0(0)O)
30°S-10°S | (0) (0)(0) (O) | (0)O(0)0(0) | O(0)0O0 (0) | (0)0OO (0) | (0)(©)0O0 ©
50°S-30°S | (0) (0)(0)0 (0) | (0)0(0)0 O | 00 O (0)| (0000 (0) | (0)(©) 00 (O)
70°S-50S | O (0) (0) (0)0(©) O |(0)0)0(©) O (000 (0) | (0)(0)00 ©
90°S-70S (0) 0 O (0)0(©) O (0)(O)(O)(0)(0) O©) O | (0)O)O)O)Oo)
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Figure St2: Same as Figure 7 of the manuscript, but for theffiMOZART-4 simulations (line)
smoothed according to the averaging kernels ofl&& observations. The IASI Ocolumns
observations (stars) are indicated for the sakeoofparison. In the N.H. for the MLT, they are
plotted with lines and symbols for clarity. Cortéda coefficients (R) between the daily median
fitting of 1ASI and of the smoothed MOZART-4 aresalindicated. Note that the scales are
different.
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Figure S23. Same as Fig.8 (a) of the manuscript but for theZMRT-4 O; time series,
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differences between the Constant factors in thed FaAtsg time series (dashed line) and in the
MOZART-4 fitting time series (full line) are alsodicated. For the troposphere, the Constant
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Figure S34: (a) Same as Figure 7 of the manuscript in the Mayet, but for the fit of
MOZART-4 O; (full line) and of Q®9%N%*{ime series (dashed line). (b) Stratospheric
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Figure S5:(a) Same as Figure S4 but accounting for the BEBkitivity. (b) Contribution to the

MLT columns (%) from the stratosphere simulated M@ZART-4 accounting for the IASI

sensitivity (full line) and from tha priori information (dashed line).
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