Based on molecular simulations carried out by this reviewer, the assumption for monolayer growth of a water cap is rather unrealistic. A liquid water droplet growing on a solid nanoparticle presents a Stranski-Krastanov growth mode.

We thank Referee 1 for the comments. There seems to be a slight misunderstanding: the adsorption-nucleation model corresponds more closely to Volmer–Weber growth mode (i.e. growth of isolated islands on bare surface) rather than Stranski–Krastanov (whereby the islands grow on a monolayer film). We assume that clusters grow on the bare surface until the surface is completely filled. At that point, they all coalesce to form a uniform film, which continues to grow as a smooth liquid layer.

Furthermore, the diffusion on the particle surface is intense, so a spacing factor between the caps is rather meaningless because coalescence will occur very quickly. Ice formation, on the other hand, is more of a monolayer type growth with less surface diffusion, so in my opinion, the assumptions in this model presented in this study physically resemble ice growth better than water droplet formation.

The model is of course an approximate one, and does not explicitly account for the complex microscopic dynamics that must be going on even in an equilibrium situation, e.g. diffusion and coalescence of clusters, that will lead to a size distribution. However, when the surface coverage is sub-monolayer, there must be a well-defined average cluster size that does not evolve with time. Similarly, if a snapshot of the situation is taken, there must be an average spacing between clusters which also is a constant. Whether this constant remains fixed when the saturation ratio is changed can of course be questioned. In any case, the theory can be fitted quite nicely to sub-monolayer adsorption data in many systems using the assumption of constant spacing (see Figs. 2 and 3 in the present manuscript, and the figures in Laaksonen, J. Phys. Chem. A, 119, 3736-3745, 2015). (As shown by Laaksonen, 2015, the adsorption fits can in some cases be improved by allowing for some variation to the active site distance and contact angle. However, this would add another degree of freedom to the model, which is not desirable – as Einstein is rumored to have said, “everything should be made as simple as possible, but not simpler”.)

We have added discussion about the spacing of the clusters on P1 L48–58 (page and line numbers refer to two-column pdf-output of the ms tex-file).

Though the discussions of the results mention a lot about the contact angle dependence of the results, the figures do not portray any Θ dependence. A figure or two may make the explanations in the discussion section easier to follow.

We added a CHNT curve calculated using Θ = 27° in Fig. 6 to show how strong the contact angle dependence is and to back up our message regarding the size dependence of CHNT, as well as a sentence on P4, L350–353.

Page 4, line 5: “Already” should be “already”. Fixed.
General comments

In this work the authors extend a recently formulated theory of adsorption to describe the heterogeneous nucleation of water on curved surfaces. The authors use data from the literature to demonstrate the skill of the new theory in predicting the critical supersaturation of selected materials. Three nucleation regimes are proposed depending on the distance between different droplets on the substrate surface. Nucleation of water droplets is of importance for atmospheric processes and the topic of this work is of relevance to the atmospheric community. However, the authors need to greatly improve the description of the theory and make the paper readable to a more diverse audience before it can be published in ACP.

In several places there are gaps in the description that make it very difficult to understand what is new in the theory compared to Laaksonen (2015). I have tried to point out where things are most confusing but in general the authors must strive to explain the theory and its application in a lot more detail. It is never clear that how the equations developed here and those of Laaksonen (2015) are applied. This work cites over and over the work of Laaksonen (2015), which is justified since it is an extension of such theory, however in doing the authors make big jumps in the description that are hard to follow. This paper must be complete in itself without having to constantly refer to Laaksonen (2015).

We thank the referee for careful reading of the ms and the questions below, making it possible for us to improve the readability of the paper.

The authors also need to justify why the average height of the droplet and not the droplet volume was selected to describe the coverage, and, why the curvature of the nanoparticles is not taken into account when analyzing the literature data.

Regarding the coverage, the answer is simple. The FHH theory is based on the idea that “there is a potential field at the surface of a solid into which adsorbate molecules ‘fall’” (Adamson and Gast, Physical Chemistry of Surfaces, John Wiley & Sons, 1997). In the FHH equation \( \ln S = -AN^\theta \), the term \( N^\theta \) describes how the potential field decays with distance (see e.g. the paper of Halsey, 1948). This is the reason why we define the coverage as \( N = \delta/\delta_m \) (where \( \delta \) is thickness of adsorption layer – or distance between the solid surface and the surface of the adsorption layer - and \( \delta_m \) is monolayer thickness) rather than in terms of volumes. With uniform adsorption on a flat surface this of course makes no difference. We have added an explanation on P2 L79–92.

Regarding the second point, apparently the referee means our analysis of adsorption data (as we certainly account for nanoparticle curvature when analyzing the literature data of nucleation). None of the adsorption data we analyze has been measured with nanoparticles but either with flat surfaces of with powders having grain sizes of microns or larger. We now explain this on P3, L164–171.

Specific comments

Page 21886, Lines 2-6. It is not clear that the approximation can be obviated in the case of nucleation. After all, the average is taken over the curvature of the adsorbed droplet, not over different droplets on the substrate. Please clarify.

One of course wants to avoid approximations if possible. What we are saying is that with nucleation calculations one already knows the value of \( B \), and it is not necessary to make the approximation as the average over \( N_d^\theta \) can be computed numerically for a single droplet. However, when one is determining the
value of $B$ by fitting the equations to an adsorption data set (where the experimental coverage is a macroscopic average over a collection of droplets), the approximation has to be made. We have made this clearer on P2 L100-106.

**Page 21886, Line 10.** An assumption of the proposed theory is that $\frac{N_d B}{\delta_d} \approx \frac{\delta_d^2}{\delta_M}$. However, this may lead to an underestimation of the number of "adsorbed" molecules. Why did the authors prefer this assumption over a volume-based approximation, i.e. $N_d \approx \frac{\text{volume of spherical cap}}{\text{volume of monolayer}} \approx \frac{V}{(\delta_M \sigma)}$? This is particularly troubling since this is the form of the original FHH isotherm and is more consistent with the data and definition of Laaksonen (2015) also used in the work. Please explain.

See response to general comment above. Regarding Laaksonen (2015), in a situation with spherical caps on a flat surface, the volume-based definition of coverage can be used as it is equivalent to the thickness-based definition. We have now clarified this on P3 L173–177.

**Page 21886, Lines 16-20.** It is not clear what this means. Isn’t the thickness of a monolayer always a molecule? Why would it be different in a curved surface? Please clarify.

If one assumes that the monolayer volume per unit surface area remains constant, then the monolayer thickness has to decrease with increasing curvature of the substrate. Admittedly, the explanation in the manuscript can be made simpler. If a monolayer covers a spherical particle having a radius $R_p$, its volume is $4\pi R_p^2 \delta_m = \frac{4}{3\pi}[(R_p + \delta_m)^3 - R_p^3]$, from which Eq. (7) of the manuscript follows.

However, answering the question of why we use thickness based definition of coverage rather than volume based, made us realize that we have lost the sight of the forest from the trees here. As explained above the $B$-term of the FHH equation describes the decay of the potential field as a function of distance, and the functional form needs to be the same regardless of particle curvature. The $\delta_m$ in $N = \delta/\delta_m$ used in the nucleation calculations thus needs to be the same as that used when the values of the FHH parameters $A$ and $B$ are determined from adsorption data, i.e. that determined for a flat substrate. We have removed the equations concerning size-dependent monolayer thickness, and re-done all nucleation calculations using a constant value for $\delta_m$. The results changed noticeably only with the coalescence nucleation curve in Fig. 6, which came closer to experiment at the largest size, but at the same time flattened somewhat. We consequently added the word “somewhat” to the sentence on P4 L343.

**Page 21887, Lines 15-20.** It is not clear how these three regimes are related or how the authors discriminate between them. In the figures of the Section 4, $S^*$ is shown for all three regimes which makes things more confusing. Please clarify and show how the equations would differ in each case.

The criterion for the coalescence transition is that the combined surface area of the liquid cap bottoms equals the surface area of the seed particle. In practice, our computer code calculates the equilibrium RH for a spherical cap whose size is increased slightly at each step until a maximum RH is reached; this point represents cluster nucleation. However, at each step the computer code also checks whether the coalescence transition takes place. If that happens, the code then checks whether the RH is above or below the critical supersaturation for uniform film nucleation. If above, we report both the critical supersaturation for the uniform film nucleation and that for the coalescence nucleation. If below, we only report the critical supersaturation for the uniform film nucleation.
We have added the explanation as well as the relevant equations on P2 L129–159, and improved the notation for the critical supersaturations.

**Page 21887, Line 24.** Again, this assumption could have been used to develop Eq. (6) and it would be more consistent with the data. Moreover, in a curved surface the definition of coverage should not change.

See replies above.

**Page 2188, Lines 1–5.** Wouldn’t the most complete theory presented here, accounting for the curvature of the substrate, be more appropriate to find the adsorption parameters? This seems contradictory.

In practice, vast majority of adsorption data have been measured with flat surfaces (often the samples are powders but with grain size so big that the curvature effects are completely insignificant). This is true also for the systems tested in this paper, which is the main reason for presenting the flat interface equations.

We agree with the referee that if adsorption measurements are carried out with nanoparticles, the curvature effects need to be accounted for when determining the FHH parameters. However, there is no reason per se to assume that A and B would be curvature dependent, so in that sense we disagree with the referee about the (in)appropriateness of using the flat interface equations. We have clarified the issue on P3 L164–171.

**Page 21888, Lines 14–15.** What parameters exactly need to be found?

A, B, and s. Also Θ if it is not known from separate measurements. We have clarified this on P3 L220–221.

**Page 21889, Lines 19–20.** Please say exactly what the multilayer portion of the data is?

We have added an extensive clarification of the sub-monolayer and multilayer portions and how they are distinguished in FHH plots, on P3 L186–220.

**Page 21890, Lines 5–9.** What equations are being applied here? How do they differ for cluster and uniform nucleation?

For cluster nucleation we used Eqs. (1) – (7), and for uniform nucleation those given in Sorjamaa and Laaksonen. In principle, the latter are obtained from Eqs. (1) – (7) at the limit Θ -> 0. The equations are now given on P. 5.

**Page 21890, Line 10.** What form of classical nucleation theory is applied here? What parameters are used? If the authors criticize the use of the classical theory it must be clear, including equations used, how it is applied.

We use basically Fletcher’s original form on nucleation rate, with the kinetic pre-factor set to a constant value of $10^{29}$ m$^2$s$^{-1}$. This makes only a very small difference compared to using full form of the pre-factor. In order to calculate the critical supersaturation, we use a formula for nucleation probability that accounts for the experimental nucleation time. The CHNT equations are now given on P3 L228–242.

**Page 21890, Lines 13–15.** This would also apply to the author’s theory presented here since non-sphericity is not taken into account.

Granted that the theory is approximate in this sense, but the implication is not necessarily the same as with the measurements. With measurements, the question is about mobility diameter vs. volume equivalent
diameter, whereas with the theory, the question is about making a correction to the nanoparticle curvature. Romakkaniemi et al. (J. Phys. Chem. A, 105, 8183, 2001) have discussed both effects in the case of cubic particles. As an example, consider a cubic particle that is measured with a DMA to have a diameter of 10 nm. Making a correction for its cubic shape reveals that the actual volume equivalent diameter is 9.6 nm, and thus the data points would shift to the left in an $S^*$ vs. diameter plot. Regarding the effective curvature of the particle (that is needed to calculate the Kelvin effect), the particle radius needs to be multiplied by 0.8 in the case of cubic particles, and thus the theoretical curve would be shifted upward. As we do not know the actual shapes of the particles, we cannot do any corrections for either the measurement data or for the theory. The point we want to make, however, is that increasing discrepancy between data and theory at small sizes may well be a sign of increasing non-sphericity. We have added discussion on P4 L318–324.

**Page 21890, Section 3.2.** The authors need to clarify this a lot. It is not clear how the new theory can predict these things. How do the authors know that cluster coalescence takes place at subsaturation or above the uniform line? Please refer to specific equations showing this.

See our explanation above about how our computer code works. We have clarified this on P2 L148–159.
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Abstract. Heterogeneous nucleation of water vapour on insoluble nuclei is a phenomenon that can induce atmospheric water and ice cloud formation. However, modelling of the phenomenon is hampered by the fact that the predictive capability of the classical heterogeneous nucleation theory is rather poor. A reliable theoretical description of the influence of different types of water-insoluble nuclei in triggering the water condensation or ice deposition would help to decrease uncertainty in large scale model simulations. In this paper we extend a recently formulated adsorption theory of heterogeneous nucleation to be applicable to highly curved surfaces, and test the theory against laboratory data for water vapour nucleation on silica, titanium dioxide and silver oxide nanoparticles. We show that unlike the classical heterogeneous nucleation theory, the new theory is able to quantitatively predict the experimental results.

1 Introduction

Heterogeneous nucleation of vapours on solid and liquid surfaces is a phenomenon encountered in many natural and industrial systems. For example, cirrus cloud formation by ice deposited from the vapour phase on mineral or other water insoluble aerosols is a climatically important phenomenon initiated by heterogeneous nucleation. Despite of decades of research, the classical heterogeneous nucleation theory (CHNT) developed by Fletcher (1958) and its variants that include effects from line tension (Lazaridis, 1993) and transport of adsorbed molecules to the nucleating clusters via surface diffusion (Lee et al., 1998) have been the only available tools for trying to predict the onset of heterogeneous nucleation at given vapour supersaturation and temperature. Unfortunately, the predictions of CHNT fail badly in most cases (Mahata and Alofs, 1975; van der Hage, 1983; Porstendörfer et al., 1985; Chen and Tao, 2000). Molecular level simulations (Zhou et al., 2012; Lupi et al., 2014; Zielke et al., 2015) are becoming a useful tool for understanding the phenomenon; however, they are not a practical alternative when heterogeneous nucleation needs to be predicted within a heavily expensive computing environment such as a global climate model. The purpose of this paper is to show that a recently developed adsorption theory of heterogeneous nucleation (Laaksonen, 2015) modified to account for highly curved substrates is able to quantitatively predict the nucleation of water vapour on different types of nanoparticles.

2 Theory

2.1 The adsorption nucleation model

The basic assumption behind the new theory is that vapour adsorption on surfaces takes place via formation of molecular clusters around so called active sites. These clusters are in formulating the theory, we assume that all clusters have similar size, and that the distance between two neighbouring active sites is constant. In reality, the situation is of course very dynamic, with constant evaporation, growth, and coalescence leading to a cluster size distribution. However, in equilibrium, there has to be a well-defined average cluster size that does not evolve with time when temperature and relative humidity are fixed. Likewise, if a snapshot of the situation is taken, there must be an average spacing between the clusters that also remains constant.

The clusters are modelled as spherical caps of liquid drops, characterized by a contact angle $\Theta$. As the saturation ratio $S$ of the vapour increases, the droplets grow in equilibrium with the vapour. The equilibrium condition for a droplet is mod-
elled using the Frenkel–Halsey–Hill (FHH) theory of multilayer adsorption (Frenkel, 1946; Halsey, 1948; Hill, 1949), modified by the Kelvin equation that accounts for the influence of the droplet curvature on its vapour pressure. Mathematically, the equilibrium condition is given as

$$\ln (S) = -\frac{A}{N_d^B} + \frac{2\gamma v}{kT R}$$

(1)

where $A$ and $B$ are FHH-parameters that can be determined by conventional adsorption measurements, $\gamma$ is surface tension, $v$ is volume of the adsorbed molecule (taken to equal liquid-phase molecular volume), $k$ is the Boltzmann constant, $T$ is temperature, and $R$ is radius of the spherical liquid cap. The $N_d$ is the number of monolayers of water in the droplet. Note that already van der Hage (1983) presented an equation similar to Eq. (1), but without defining the mathematical form of the adsorption term, while in his 1984 paper only a case with a uniform adsorbed layer was considered.

The FHH theory is based on the idea of a “potential field at the surface of a solid into which adsorbates molecules ‘fall’” (Adamson and Gast, 1997). In the original FHH equation $\ln S = -AN^{-B}$, the term $N^{-B}$ describes how the potential field decays with distance. We therefore define the number of a as a ratio of adsorption layer thickness to monolayer thickness rather than as a ratio of adsorption layer volume to monolayer volume (which is the usual definition). With flat surfaces these two definitions are identical, but that is not the case with curved surfaces. Thus, $N_d = N^B/d_m$, with $d$ denoting the distance between the substrate and the droplet surface, and the monolayer thickness $d_m = v/\sigma$ with $\sigma$ the cross-sectional area of an adsorbed water molecule having a volume $v$.

Because $d$ is not constant in the case of a droplet on a substrate, an average over $N^B$ needs to be taken in Eq. (1), as denoted by the overbar. Previously (Laaksonen, 2015), a relation between $N^B$ and $R$ was given in the case of a flat surface, where the approximation $N^B \approx N_d^B = N_d^B$ was made in order to derive analytical expressions. When the values of adsorption parameters are being determined based on experimental adsorption data (see below), this approximation is necessary because the value of $B$ is initially unknown, and the macroscopic surface coverage $N$ (which is an average over a large number of droplets on the surface) can only be related to $N_d^B$ but not to $N^B$. However, with nucleation calculations it can be avoided. Note that already van der Hage (1983) presented an equation similar to Eq. (1), but without defining the mathematical form of the adsorption term, while in his 1984 paper only a case with a uniform adsorbed layer was considered. The value of $B$ is known, and it is possible to calculate $N_d^B$ for a single droplet numerically.

With a spherical seed particle, the situation is as shown in Fig. 1. The average over $\delta^B$ is given by

$$\overline{\delta^B} = \sqrt{1 - \cos \Phi}^{-1} \int_0^\theta \delta^B \sin \alpha d\alpha$$

(2)

with

$$\delta = -R_p \cos \beta + R \cos \beta \sqrt{(R \cos \beta)^2 - R^2 + d^2}$$

(3)

$$d = \sqrt{R_p^2 + R^2 - 2R_p R \cos \Theta} \sqrt{R_p^2 + R^2 - 2R_p R \cos \Theta}$$

(4)

$$\cos \Phi = (R_p \cos \Theta - d)/d$$

(5)

$$\cos \beta = (R_p \cos \beta + d - d \cos \alpha)/R.$$ (6)

With highly curved surfaces the monolayer thickness is not the same as with flat surfaces. A monolayer thick slab covering an area $2\pi R^2 (1 - \cos \Phi)$ of the seed particle surface, with its edges forming a right angle with the substrate, has a volume $(2\pi/3)(R_p + d_m)(1 - \cos \Phi) - R_p$, and thus the monolayer thickness is

$$\delta^B = (R_p^3 + 3R_p^2 v/\sigma)^{1/3} - R_p.$$ (7)

It is now possible to compute $S$ as a function of $R$ using Eq. (1), with $\overline{N^B} \approx \overline{N^B}$, $N_d^B = N_d^B$, and $\overline{\delta^B} = \overline{\delta^B}$ evaluated numerically from Eqs. (2)−(7). The curve shows a maximum at the critical supersaturation $S^*$ (and critical radius $R^*$), marking the onset of heterogeneous nucleation. (Alternatively, if one makes the approximation $N^B \approx N_d^B$, the critical supersaturation can be computed from an equation derived in the Appendix. According to our calculations, the resulting error is minor at least for $B$ values up to 3.)

As was pointed out in Laaksonen (2015), nucleation can also take place via coalescence of growing clusters. That is, if the distance between active sites $s$ is sufficiently small, the surface of the nanoparticle may be filled with clusters that coalesce into a uniform liquid film already before they have reached their critical sizes. In practical calculations, we assume that the coalescence transition takes place when the contact area of a cluster with the nanoparticle becomes equal to the square of the average distance between the clusters, i.e. $2\pi R^2 (1 - \cos \Phi) = s^2$.

However, the coalescence does not necessarily lead to immediate nucleation. The FHH activation theory (Sorjamaa and Laaksonen, 2007) can be used to calculate the critical supersaturation $S^*$ of a nanoparticle in the case of zero contact angle, i.e. in a situation where a uniform liquid film is growing on the nanoparticle. In practice, $S^*$ can be calculated by finding the maximum of $\ln S = -AN^{-B} + (2\gamma v)/(kTR)$ with...
N = (R − R_p)/{2(\delta_m)}. Nucleation is immediate if the coalescence takes place above S CL, but otherwise it is delayed until S CL reaches S CTL. Thus, there are three different ways for the nucleation to take place, which we call cluster nucleation (nucleation of single clusters reaching their critical size, taking place at S CL), coalescence nucleation (taking place between S CL and S CL UL, which is located between S CL UL and S CL UL∗), and uniform film nucleation (taking place at S CL UL∗). In practice, our computer code calculates the equilibrium RH for a spherical cap whose size is increased slightly at each step until a maximum RH is reached; this point represents cluster nucleation. However, at each step the computer code also checks whether the coalescence transition takes place. If that happens, the code then checks whether the RH is above or below the critical supersaturation for uniform film nucleation. If above, we report both the critical supersaturation for the uniform film nucleation and that for the coalescence nucleation. If below, we only report the critical supersaturation for the uniform film nucleation.

2.2 Determination of the adsorption parameters

In order to connect the theory to adsorption experiments (from which the adsorption parameter values can be obtained), a relation is needed between the droplet size and the macroscopically observable surface coverage, \( N \). The equations below apply for adsorbent surfaces that are sufficiently flat so that their curvature is essentially zero, as is the case with the adsorption experiments considered here (Naono et al., 1994; Every et al., 1961; Kuroda et al., 1997). In general, it is quite rare that adsorption measurements are made with nanoparticles, but in such cases, adsorbent curvature should of course be taken into account. The basic assumption of the theory is that all droplets on the substrate have the same radius, and their average distance is \( s \). The macroscopic surface coverage (on a flat substrate) is \( N = V/V_0 \), where \( V \) denotes volumes of the adsorbed layer and a monolayer, respectively, and the adsorbed layer volume \( V \) represents a sum of the volumes of all droplets on the surface. Making the approximation \( N_B \approx N_d = N_d^B \), Laaksonen (2015) translated Eq. (1) into

\[
\ln(S) = -A \left[ \frac{2}{3} \frac{V}{N} \right]^{1/3} + 2 \sigma \Theta - \frac{\pi e b^2}{6} N, \quad \Theta \leq 90°.
\]

\[\tag{7}
\]

\[
\ln(S) = -A \left[ \frac{\pi q(\Theta)}{3s^2} \right]^{1/3} + 2 \sigma \Theta - \frac{\pi e b^2}{6} N, \quad \Theta > 90°.
\]

\[\tag{8}
\]

with \( \beta = 3\nu\sin\Theta/s, \ \epsilon = \sigma f(\Theta), \ \Theta = 4 - (1 + \cos\Theta)^2/(2 - \cos\Theta), \) and \( f(\Theta) = (1 - \cos\Theta)^2/(2 + \cos\Theta)^2/\sin\Theta^2 \).

\[\Delta G = 16\pi e b^2 \gamma_1 h(\Theta, s).
\]

\[\tag{9}
\]
where \( x = R_p/R_s \) and the form factor

\[
h(\Theta, x) = [1 - \cos^3 \Psi + x^3(2 - 3 \cos \Phi + \cos^3 \Psi)] + 3x^2 \cos \Theta (\cos \Theta/d).
\]

with \( \cos \Psi = -(R - R_p \cos \Theta)/d \).

The \textit{classical heterogeneous nucleation rate} (in units m\(^{-2}\) s\(^{-1}\)) is given by

\[
J = K \exp(-\Delta G^*/kT),
\]

where \( K \) is a kinetic prefactor that depends rather weakly on temperature and saturation ratio of the nucleating vapour, and the free energy of formation \( \Delta G^* \) is located by finding a maximum of \( \Delta G \) as a function of \( R \). The kinetic prefactor can be approximated by a constant of \( 10^{25} \) (Fletcher, 1958).

Once the \textit{heterogeneous nucleation rate} is known, the probability of nucleation of a seed particle within time \( t \) is

\[
P = 1 - \exp(4\pi R_p^2 Jt).
\]

We apply the customary definition for \textit{nucleation on condition}: it is the saturation ratio at which \textit{half} of the aerosol population is nucleated, i.e. \( P = 0.5 \). The \textit{nucleation time} is given by experimental conditions: for SiO\(_2\) and TiO\(_2\) particles \( t = 360 \) s (Chen et al., 1998), and for Ag\(_2\)O particles \( t = 5 \) ms (Porstendörfer et al., 1985).

3 Results and discussion

In order to test the new theory against nucleation experiments, we selected three different datasets with SiO\(_2\) (Chen and Tao, 2000), TiO\(_2\) (Chen and Tao, 2000) and Ag\(_2\)O (Porstendörfer et al., 1985) nanoparticles as heterogeneous nuclei for water vapour condensation. Nucleation experiments have been done also with other types of nanoparticles and vapours (e.g. Chen et al., 1998, 1999; Winkler et al., 2008); however, the selected systems were the only ones for which we found both adsorption and contact angle data so that the parameters of the theory could be determined. Note that both Porstendörfer et al. (1985) and Wagner et al. (2003) refer to silver nanoparticles instead of Ag\(_2\)O. Nevertheless, the surface of silver nanoparticles can be rapidly oxidized if the carrier gas (compressed air in the experiments of Porstendörfer et al., 1985) contains trace amounts of hydrogen sulfide. As there exists adsorption data for water on silver oxide but none (that we are aware of) for water on silver, we test the theory assuming that the particles’ surfaces were oxidized to Ag\(_2\)O. Below, we first describe how the adsorption parameter values were obtained for the three systems, and then compare theoretical and experimental onset supersaturations for heterogeneous nucleation.

3.1 Determination of adsorption parameters for SiO\(_2\), TiO\(_2\), and Ag\(_2\)O

The parameters \( A \) and \( B \) for water adsorption on SiO\(_2\) were obtained from Laaksonen (2015). However, as Chen and Tao (2000) reported the contact angle to be 20° instead of the 5° assumed by Laaksonen (2015), the low coverage part of the adsorption data of Naono et al. (1994) needed to be refitted in order to obtain a consistent value for \( s \). The resulting parameter values are listed in Table 1.

Figure 2 shows an FHH plot of experimental adsorption data for TiO\(_2\) (Every et al., 1961) together with fitted curves. \( A \) and \( B \) were obtained by fitting the classical FHH equation to the multilayer portion of the data, and \( s \) was obtained by fitting Eq. 7 to the sub-monolayer data. The adsorption parameters are given in Table 1.

Wagner et al. (2003) reported the contact angle of water on silver (which we assume to have a surface coating of Ag\(_2\)O) to be 90°. With such a hydrophobic surface, one would not expect strong multilayer adsorption, and the strong Kelvin effect of the adsorbed droplets should cause the data to fall on a curved line in an FHH plot rather than being linearly aligned (see Laaksonen, 2015). Indeed, as shown in Fig. 3, this is the case with the adsorption data of Kuroda et al. (1997). The adsorption parameters \( A \) and \( B \) were therefore determined by fitting \( S \) from Eq. 7 to data using nonlinear least squares with the Nelder–Mead (1965) method, while parameter \( s \) was varied manually to obtain values given in Table 1. (Experimental noise in the data made it impossible to fit all three parameters simultaneously while reproducing the observed isotherm.)

3.2 Heterogeneous nucleation

Figure 4 shows experimental (Chen et al., 1998; Chen and Tao, 2000; Chen and Cheng, 2007) and theoretical results of water vapour nucleation on silica nanoparticles. We determined critical supersaturations for both the cluster and uniform film nucleation mechanisms using the new theory. The coalescence of the clusters takes place well below the uniform film nucleation limit (in fact, at subsaturation), and so does not lead to immediate nucleation. Both curves fit the experimental points very well except at the smallest particle sizes. In contrast, the classical theory overestimates the onset supersaturations grossly. Whether the measured size dependence at \( \Delta s \) in 20 nm is real or to some degree an experimental artefact remains somewhat unclear. For example, increasing non-sphericity of the aerosol particles at sizes below 20 nm would cause the particles to be classified larger than they are in reality, and could thereby create an artificially strong size dependence. The theory of course also assumes spherical particles. Whether the non-sphericity would cause the effective curvature of the particles to increase or to decrease depends on the actual shape; in the former case the theory would underestimate the critical supersaturation, and in the latter case overestimate it.

Figure 5 shows experimental (Chen and Tao, 2000) and theoretical results of water vapour nucleation on titanium dioxide nanoparticles. Again, the cluster coalescence takes place already at subsaturation. Although the new theory predicts somewhat too high onset supersaturations, they are still in much better accord with the experiments than the classical...
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theory. As with silicon dioxide, the difference between the uniform film and cluster nucleation predictions is not very large (note the different y scales in Figs. 4 and 5).

Nucleation of water on silver oxide particles is shown in Fig. 6. In this case, the new theory predicts coalescence nucleation to take place clearly above the uniform film nucleation line. The coalescence nucleation prediction is below the experimental results, however, not much below the uncertainty limits. Interestingly, the size dependence of the coalescence nucleation is somewhat stronger and better in line with the experiments than that of the cluster nucleation. The prediction of the classical theory is once again much above the experiments, and even though the size dependence of CHNT appears better than that of the new theory (cluster nucleation), it in fact is quite similar which can be seen by lowering the contact angle so that the CHNT curve drops close to the cluster nucleation curve to the experimental data. This is shown by the dashed line in Fig. 6 (not shown), using a contact angle of 27° brings the CHNT curve on top of the coalescence nucleation curve.

Comparison of the experimental and theoretical results in Figs. 4–6 leads to some interesting conclusions. First of all, at relatively low contact angles, the critical supersaturations for cluster nucleation and uniform film nucleation are very close, and therefore, the simpler uniform film nucleation theory (Sorjamaa and Laaksonen, 2007) can quite safely be used e.g. in atmospheric calculations of water nucleation on clay minerals (whose contact angles are just in the same range as those of silicon and titanium dioxide). Furthermore, adsorption data indicates that water forms multilayer films on both of these materials at saturation ratios well below unity, and this fact supports the theoretical result that the cluster coalescence on the nanoparticles occurs at a saturation ratios below the critical supersaturation of uniform film nucleation. It is thus very likely that the uniform film nucleation is actually occurring in the cases of SiO2 and TiO2.

In the case of Ag2O, there is of course considerable uncertainty about the actual contact angle value as we cannot be certain that the surface of the silver used in the contact angle experiment was oxidized. However, the adsorption data (Kuroda et al., 1997) shows no indication of a multilayer film formation (which should be observable in the FHH plot of Fig. 3a) as a quite abrupt change of slope, see Laaksonen (2005), although the macroscopic film thickness (see Fig. 3b) reaches almost 2.5 monolayers. This is possible only if the adsorbed clusters have quite large contact angles. Moreover, the value of the distance between active sites s determined from the adsorption data will to some extent compensate for the possible error in the contact angle value. For example, if we have assumed a too large Θ, the value of s determined from the adsorption data will be an underestimate compared to reality. These errors will approximately cancel out when either the critical supersaturation of cluster nucleation or that of the coalescence nucleation is calculated. (Note, however, that this holds only for some range of Θ and s, as fitting Eq.(1) (or Eq.5) to the adsorption data becomes impossible if the error in the contact angle is too large, usually a few tens of degrees or more.)

An interesting question relates to the correspondence of the materials used in the adsorption measurements to those applied in the nucleation experiments. The most obvious case in point is the silver nanoparticles, as we cannot really be sure whether their surfaces were oxidized, and to what degree. If they were only partially oxidized (or not at all), then the adsorption parameters we have used are to some degree erroneous, which could explain the discrepancy between the theoretical and experimental results. With titanium dioxide there is some uncertainty as well. The TiO2 nanoparticles used in the nucleation experiments have been analysed with x-ray diffractometry, and found to be anatase-type (Chen et al., 1999). In contrast, the adsorption data taken from Every et al. (1961) represents a “typical curve” of water adsorption on TiO2, and since they used both anatase and rutile types of adsorbent samples, it is somewhat difficult to know how well the adsorption parameters determined based on their data actually correspond to those of pure anatase. Regarding the adsorption properties of silica, it is well known that high-temperature treatment removes hydroxyl groups that provide adsorption sites for water molecules and thus makes silica a less effective adsorbent for water. The silica used in the adsorption measurements of Naono et al. (1994) was of a grade treated at 800 °C. On the other hand, the silica nanoparticles used in the nucleation experiments were produced by two different techniques: oxidation of SiCl4 at 1000 °C (Chen et al., 1997), and thermal decomposition of silicon tetraethoxide at 800 °C (Chen and Tao, 2000; Chen et al., 2007). Apparently, the adsorption parameters determined from the data of Naono et al. (1994) are appropriate for these aerosols.

An obvious application for the new theory is atmospheric ice nucleation via the condensation and deposition mechanisms. It would therefore be interesting to study how well the theory captures the measured temperature dependence of heterogeneous nucleation. The temperature dependence of water vapour nucleating on 40 nm TiO2 particles was measured by Chen and Tao (2000). They showed the experimental temperature dependence to be stronger than that predicted by the CHNT, and our calculations (not shown) reveal the same to be true with the new theory. However, the temperature dependences of the adsorption parameters are unknown (they are in principle straightforward to determine, but adsorption measurements at two different temperatures are required), so that nothing conclusive can be said based on our calculations. Regarding silver nanoparticles, Kucp et al. (2013) showed experimentally an anomalous temperature dependence for water vapour nucleation: decreasing critical supersaturation with decreasing temperatures between 278 and 262 K (usually the temperature dependence of S* is monotonously increasing as T decreases). Very interestingly, Kuroda et al. (1997) have made adsorption measurements as a function of temperature at exactly
the same interval, and their data appears to have some un-
usual features (which the authors attribute to a continuous
phase change in the adsorbed layer at around 278 K). Un-
fortunately they made measurements for four constant sur-
face coverages only, which makes it somewhat challenging
to tease the actual temperature dependences of the adsorp-
tion parameters out of their data. This exercise will therefore
be left to the future.

4 Conclusions

A new theory of heterogeneous nucleation on nanoparticles
was derived, based on a combination of the FHH adsorp-
tion equation and the Kelvin equation. It was assumed that
the nucleating clusters can be represented as spherical caps
that have a contact angle Θ with the nanoparticle surface,
and reside on active sites located at a distance s apart. It was
pointed out that the new theory leads to three different nucl e-

ation mechanisms, which were named cluster nucleation, co-
alescence nucleation, and uniform film nucleation. In the first
mechanism, individual clusters grow past their critical sizes,
and start collecting vapour by spontaneous condensation. In
the second mechanisms, growing clusters fill the nanoparti-
cle surface at a saturation ratio lower than the critical S for
cluster nucleation, which again leads to spontaneous growth.
In the third mechanism, cluster coalescence also takes place,
but at so low saturation ratio that activation to growth is not
possible before the S is increased to the critical supersatura-
tion predicted by the FHH activation theory (Sorjamaa and
Laaksonen, 2007) which assumes a zero contact angle.

The new theory was tested for water nucleation on three
different nanoparticle types (SiO₂, TiO₂, and Ag₂O parti-
cles). The FHH adsorption parameters and distances between
active sites were determined using adsorption isotherms
found in the literature, and the contact angles were obtained
from the experimental nucleation papers. With silicon and ti-

tanium dioxides, the critical supersaturations calculated with
the cluster nucleation and uniform film nucleation mecha-
nisms are very close; nevertheless, it is likely that with these
particles nucleation occurs via uniform film nucleation. Wi th
theoretical predictions out of their data. This exercise will therefore
be left to the future.

Appendix: Derivation of \( \delta \)

As mentioned in the text, in order to connect the derived
theory into experimental adsorption data, the assumption
\( N_d^T \approx N_d^A \frac{B}{m} \frac{d}{\delta M} \) is needed.

For \( \delta \) we can derive an analytic expression, which is given
here for cases with \( \Theta < 90^\circ \).

To help integration, we switch to a new radial coordinate
system with primed variables (complementary angles) de-
picted in Fig. A1. From the two triangles, applying the cosine
law to the triangles, we get two cosine law equations, one
for \( d \) (Eq. [A2]) and another containing \( \delta \). [NOTE: The
revised equations, split to fit into one column, are given here
but not marked as differences, as otherwise the resulting .tex-
file would have become un compilable. The same holds also
for the list of references.]

\[
R^2 = d^2 + (R_p + \delta(\alpha'))^2 - 2d(R_p + \delta(\alpha'))\cos(\pi/2 - \alpha')
= R^2 + 2R_p^2 - 2RR_p\cos\Theta + 2R_p\delta(\alpha') + \delta(\alpha')^2
- 2dR_p\sin\alpha' - 2d\delta\sin\alpha'.
\]

(A1)

Assuming now that \( \Theta \leq \pi/2 \), we get from Eq. (A1) \( \Phi' = \arcsin(R_p - R\cos\Theta)/d \), and also

\[
\delta(\alpha') = d\sin\alpha' - R_p + (d^2\sin^2\alpha' + 2RR_p\cos\Theta - R_p^2)^{1/2}.
\]

(A2)

To obtain the proper average, we need to weight \( \delta(\alpha') \) with
the surface area of the spherical segment between \( \alpha' \) and \( \alpha' +
\delta\alpha' \), i.e. \( d\Delta = \pi R_p^2 \cos\alpha' d\alpha' \) (shaded strip in Fig. A1), and
integrate from \( \Phi' \) to \( \pi - \Phi' \), or, exploiting the symmetry, from
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\[ \Phi' \text{ to } \pi/2: \]
\[ \overline{\delta} = \frac{\int_{\Phi'}^{\pi/2} \delta(\alpha') dA(\alpha')}{\int_{\Phi'}^{\pi/2} dA(\alpha')} \]
\[ = \frac{1}{\int_{\Phi'}^{\pi/2} \cos \alpha' d\alpha'} \left[ d \sin \alpha' - R_p + (d^2 \sin^2 \alpha' + 2RR_p \cos \Theta - R_p^2)^{1/2} \right] \cos \alpha' d\alpha' \]
\[ = \frac{d \int_{\Phi'}^{\pi/2} \sin 2\alpha' d\alpha'}{2 \int_{\Phi'}^{\pi/2} \cos \alpha' d\alpha'} - R_p \]
\[ + \frac{\int_{\Phi'}^{\pi/2} (d^2 \sin^2 \alpha' + 2RR_p \cos \Theta - R_p^2)^{1/2} \cos \alpha' d\alpha'}{\int_{\Phi'}^{\pi/2} \cos \alpha' d\alpha'}. \] (A3)

The first two terms are trivial, and the nominator of the third one can be integrated in parts, resulting in
\[ \overline{\delta} = -\frac{R}{2} \left( 1 + \sin \Phi' \right) - R_p \]
\[ + \frac{R - (d^2 \sin^2 \Phi' + 2RR_p \cos \Theta - R_p^2)^{1/2}}{2 (1 - \sin \Phi')} \]
\[ + \frac{2RR_p \cos \Theta - R_p^2}{2d(1 - \sin \Phi')} \]
\[ \times \ln \left[ \frac{R + d}{(d^2 \sin^2 \Phi' + 2RR_p \cos \Theta - R_p^2)^{1/2} + d \sin \Phi'} \right]. \] (A4)

Substituting \( \Phi' = \arcsin(R_p - R \cos \Theta) / d \) back to Eq. (A4) we get after some algebra
\[ \overline{\delta} = \left( R^2 \sin^2 \Theta + R_p^2 \right) \left( 2 - \ln \left( \frac{R + d}{R_p} \right) \right) \]
\[ + d \left[ R \left( 1 - \cos \Theta \right) - 2R_p \right] \left( 2 + d \cos \Theta - R_p \right)^{-1}. \] (A5)
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Figure 01. A schematic of a droplet (radius $R$) on a nanoparticle (radius $R_p$). The contact angle is $\Theta$.

Figure 02. Data of water vapour adsorption on TiO$_2$ (black dots) (Every et al., 1961) and model fit (red line).


Table 01. Experimental parameters used for the three systems. $A$, $B$, and $s$ were obtained by fitting to the adsorption data obtained from Ref.

<table>
<thead>
<tr>
<th>System</th>
<th>Ref.</th>
<th>$T$ (K)</th>
<th>$A$</th>
<th>$B$</th>
<th>$\Theta$ ($^\circ$)</th>
<th>$s$ (nm)</th>
<th>$\sigma$ ($\text{Å}^2$)$^a$</th>
<th>$\gamma$ (N m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O}$–$\text{SiO}_2$</td>
<td>$^b$</td>
<td>303</td>
<td>1.88</td>
<td>1.54</td>
<td>20$^b$</td>
<td>1.61</td>
<td>31.6</td>
<td>0.071</td>
</tr>
<tr>
<td>$\text{H}_2\text{O}$–$\text{TiO}_2$</td>
<td>$^d$</td>
<td>298</td>
<td>6.68</td>
<td>3.44</td>
<td>16$^c$</td>
<td>1.05</td>
<td>10.3</td>
<td>0.072</td>
</tr>
<tr>
<td>$\text{H}_2\text{O}$–$\text{Ag}_2\text{O}$</td>
<td>$^e$</td>
<td>298</td>
<td>14.88</td>
<td>2.09</td>
<td>90$^f$</td>
<td>1.09</td>
<td>19.0</td>
<td>0.072</td>
</tr>
</tbody>
</table>

$^a$ The cross-sectional areas were obtained from the experimental references; $^b$ Naono et al. (1994); $^c$ Chen and Tao (2000); $^d$ Every et al. (1961); $^e$ Kuroda et al. (1997); $^f$ Wagner et al. (2003).