Response to Referee 1 (Referee's comments in blue, response in black)

This paper analyses CO simulations by a chemistry climate model in order to better understand possible reasons for reported low-biases in CO, especially on the NH. To this end, a rather complicated set-up in presented in which a kind of ad-hoc inverse modeling approach is combined with ad-hoc data-assimilation. Nevertheless, some nice insight is gained in the possible causes for model-data mismatches. I have two major comments, which I outline below. I think the authors should address these issues carefully.

We thank the Referee for the constructive comments. We have incorporated these comments into our revised manuscript, as described below.

1. Major comments:
   Structure of the paper.
   The structure is rather messy. I think the introduction, method, and results should be better separated to improve readability. For instance, section 2.2.4 clearly presents results, but is presented in the method section. Section 3.4 presents a section that starts with “The primary source of OH” that I would classify as “Introduction”.

   We reorganized some sections of the paper to improve readability. In particular, we moved the comparison of simulated OH fields from section 2.2.4 to the Results section. We moved some of the background information on OH from section 3.4 to the Introduction.

   Section 3.3 suddenly ends with something about TCO, which seems more appropriate in section 3.4.1.

   We discuss TCO in section 3.3 because this section discusses the impact of CO emissions on ozone. Section 3.4.1 discusses the impact of ozone on OH, so TCO is discussed again there.

   The method description now centers around several “model options”, which makes it hard to detect the strategy behind the paper.

   We added the following paragraph to section 2.2 describing how we will alter CO emissions, OH, transport in a series of sensitivity studies, prior to our descriptions of the model options:

   "We use a series of sensitivity studies to analyze the role of CO emissions, OH concentrations, and transport. Two methods are used to examine the sensitivity of CO concentrations to CO emissions from different sources: scaling up the CO emissions, and scaling up CO tracers tagged by source. We quantify the sensitivity of CO to OH concentrations by applying scaling factors to the OH field. We analyze the sensitivity to transport by comparing a free running CCM simulation with a
simulation that has prescribed meteorology. Several different chemistry options within the GEOSCCM framework are used to isolate specific processes.

Also, the forward referencing to the sensitivity simulations (page 20311: “We conduct a sensitivity simulation, described in section 3.2”) makes the paper very sketchy. I would rather prefer to start with table 1 and slowly describe all the simulations in sequential order. The problem is, I guess, that the sensitivity simulations follow from the first results. I that respect, it would also be an option to follow that line and first present and discuss the reference simulations, motivate the sensitivity simulations, and then present those. Anyhow, the authors should improve the readability by severely reshuffling the paper.

We removed the forward referencing of the sensitivity studies from the Methods section. We follow the reviewer’s second option of first presenting results of the reference simulations and using these results to motivate the sensitivity studies. In particular, we combined section 3.2.3 with section 3.3 and use the results of section 3.2 to motivate the sensitivity study described in section 3.3. We state, “The tagged tracer results presented in Section 3.2.2 suggest that increasing CO emissions can improve the agreement with CO surface observations. However, increasing CO emissions will lead to feedbacks on OH, CH4, and ozone that are not captured by the COonly chemistry option. We therefore conduct a sensitivity simulation with the GMI chemistry option called GMI-HiEmis that is identical to the RefGMI simulation except for an increase in CO emissions. “

Unclear choice of presenting the results
One might question the rather ad-hoc way in which the sensitivity simulations are set up. As the authors know, there are more formal “inverse modeling” methods to optimize emissions and OH to improve the match between model and observations that are based on the minimization of a cost function. I agree that the selected ad-hoc inversion is an attractive alternative. However, what I find disturbing is the poor definition of the “cost function”.

Our study is designed as a series of sensitivity studies conducted using a forward model rather than as an inverse modeling or data assimilation study. Consequently, we do not apply a cost function and instead treat the observations as “truth” to evaluate our reference and sensitivity simulations against. It is not our intention to optimize CO emissions, but rather to “investigate how attributing a CCM’s CO bias to CO emissions versus OH chemistry impacts ozone and methane lifetime”, as we now state in the introduction. We also added the following text in section 3.3 to clarify this: “The purpose of this experiment is not to calculate the optimum CO emissions to reproduce the CO observations, but rather to determine how a reasonable set of CO emission adjustments impacts the simulated concentrations of ozone and OH as well as CO.”

The sensitivity studies described in Section 3.4 are designed to address specific hypotheses about the causes of OH asymmetry and bias. We realize that OH could
be adjusted through formal data assimilation. However, we believe that our approach of using existing reanalysis and assimilation products one at a time as inputs to our model provides an easily interpreted framework for isolating the effects of specific model biases on the CO-OH-CH₄ system. In this respect, our work complements the existing inversion and data assimilation studies in the literature.

Figure 3 (section 3.2.1) focuses on the latitudinal GMD CO observations between March and August, and for spring and summer individually. Why is the rest of the season left out? Figure 4 goes more quantitative, but now uses March through May (?). Figure 5 focuses on June through August, but again the rest of the year is left out from the analysis. It remains also unclear when the emission and OH changes are applied. Is this during the whole simulation (including Jan-March) or only in the months under investigation? This latter question is linked to section 3.2.3 in which emissions are changed in each season (table 3 (and not 2)).

We now explain in Section 3.2 that: “We focus on spring since it is the season with the largest bias in NH OH (Fig. 2), and contrast the spring results with those from summer, since the bias persists into summer despite seasonal differences in transport and chemistry.” We now clarify that this is the focus in the introduction as well, stating “Our focus is primarily on NH spring and summer, when the NH CO bias is large.”, and in section 3.2. We also clarify in section 3.2.1 that OH is reduced throughout the year. We apply the OH reduction over the whole year because the reduction is based on the methane and methyl chloroform lifetime results of Naik et al (2013), which are for the whole year. Similarly, we consider the whole year in our analyses in Section 3.4 and in Tables 2 and 4 since we are comparing methane lifetime to year-round observation-based estimates. We now state in Section 3.4: “We analyze the results for the entire year in order to compare our results to observation-based estimates of methane lifetime.”

This analysis now focuses on April 2007 (why?), and shows strange results in table 3. The zero increments in Sep-Dec are intriguing, as are the exact same increments that are required for Asian / EU emissions and Russian BB. These results look rather suspect to me. It becomes even more complicated when MOPITT results are further considered (section 3.2.4) when it turns out that some selected adjustments are incompatible with MOPITT (again focusing on April 2007 only).

We updated figures 6 and 7 to show the multi-year average of March-May to make the comparison to MOPITT more consistent with the time period discussed elsewhere. We did not adjust the emissions for September through December since the RefGMI simulation shows relatively little bias in Northern Hemisphere CO during these months, and our focus is on Spring and Summer. Since our emission adjustments are based on only two constraints (the global mean bias and the interhemispheric gradient), we do not attempt to independently adjust all the different sources. Instead, we apply the same adjustment to Asia anthropogenic, European anthropogenic, and Russian biomass burning emissions. We now clarify this in section 3.3:
"We do not alter the September through December emissions since the RefGMI simulation shows little NH bias in those months (Fig. 2) and our focus is on spring and summer. We choose the adjustment factors by solving for the linear combination of COaa+COea+COrubb and COrubb that minimizes the error in both the IHG and the global mean bias. Table 3 shows the emissions adjustments for each season. We apply the same adjustment to COaa, COea, and COrubb since these three sources show nearly the same slope (IHG bias / model bias) in Figures 4 and 5.”

We also combined the Russian biomass burning line with the European and Asian anthropogenic line in Table 3 to avoid confusion.

In summary, I can live with the fact that no formal inverse method is applied, but the lack of a clear cost function, target period, and optimization strategy makes the results non-robust and confusing. The authors therefore should work out a clear strategy and clear goals (is the focus on spring and summer biases only?). Having said this, I think the results that I see are quite interesting and provide a valuable contribution, once the strategy is better worked out.

As described above, we have clarified that our focus is on spring and summer, and that the goal is to examine the sensitivity of simulated methane lifetime and ozone to different assumptions about the cause of CO bias.

2. Minor issues:
The title does not seem to cover the contents of the paper. The paper is only partly about the methane lifetime. Maybe: “Analysis of the carbon monoxide bias in chemistry climate models”.

We changed the title to “Implications of Carbon Monoxide Bias for Methane Lifetime and Atmospheric Composition in Chemistry Climate Models”

Page 20306, line 16: CO only contributes to O3 formation at sufficiently high NOx concentrations. Please add the role of NOx.

We added “where sufficient NOx is present”

Page 20307, line 25: “consistency of CO emission estimates with surface and satellite observations”: this now sounds as if emission estimates are measured at the surface and by satellites. Please make clear that there is a model in between.

We reworded this sentence to “Previous studies used models to examine the consistency of CO emission estimates with surface and satellite observations of CO concentration.”

Page 20311, line 17: What are these co-emitted NMHCs? It sounds rather misty that on page 20312, line 15 these co-emitted emissions are reduced. Is this a kind of fudge factor? Are these anthropogenic NMHCs or natural? Please clarify.
Both biomass burning and anthropogenic sources that emit CO typically emit Non-Methane Hydrocarbons (NMHCs) as well, and these NMHCs eventually oxidize to from CO. Since NMHCs are not explicitly modeled in the COonly chemistry option, we account for their effect on CO through the inclusion of a CO amplification factor. A detailed description of this process is provided in Duncan et al. (2007a), which we cite here and discuss in the introduction. The choice of CO amplification factor is chemical mechanism-dependent, since it is intended to account for processes that are left out of the chemical mechanism, which is why it differs between the CO-OH and COonly chemistry options. We now clarify that these are from both anthropogenic and biomass burning sources.

Page 20313, line 25: “during” NH spring.

Done.

Page 20316, line 28: table 3.

Done

Page 20317, line 1: and b shows ➔ and b show

Done

Page 20318, section 3.2.5: I find these results interesting. Has a reason been identified for the different transport? Which transport patterns have been identified as the best? Presumably vertical transport differs in MERRA, and this is an assimilation product, which is consistent with observations, hence better? Could this important observation be mentioned more clearly, e.g. in the abstract?

We now mention in the abstract that the use of specified meteorology improves the comparison with surface observations: “We find that the use of specified meteorology alters the distribution of CO compared to a free-running CCM simulation, improving the comparison with surface observations in summer”. We expect the horizontal winds to be better in MERRA, which will influence tracer distributions. Vertical transport is not constrained by observations in MERRA, so it is not clear which is best in that regard. This is an interesting subject for future work, but is beyond the scope of the current study.

Page 20320, line 22: The increased OH ➔ The decreased OH Page 20323, line 11 (and section 3.4.4 in general): Are there observational indications (e.g. from satellite data) that NOx emissions are too high (a known bias)? Also, reducing the NOx concentrations by 30% will affect not only the OH recycling (HO2 + NO), but also the O3 production. Do I understand correctly that these effects are ignored here, because O3 columns are also prescribed in the RefCO-OH simulations? Please mention this clearly. Do you proportionally adjust NO and NO2?
This sensitivity study is not based on observational evidence of NOx bias, but rather on the known sensitivity of OH to NOx concentrations and the hemispheric asymmetry in NOx emissions. The reviewer is correct that the impact of changing NOx on O3 production is ignored here, since the O3 field is prescribed. We now mention this in Section 3.4.4: “We note that in this experiment, ozone values remain the same as in RefCO-OH, rather than responding to the change in NOx.”. We also clarified that NO and NO2 are both reduced by 30%.

Page 20325, line 14: Linked to the above: “reducing the uncertainties in NOx emissions”: this would call for a similar approach using e.g. NO2 column observations from OMI/GOME-2, like Miyasaki, 2012.

We added the following sentence in Section 3.4.4: “Previous studies have estimated NOx emissions based on satellite observations of NO2 columns (Lamsal et al., 2011; Miyazaki et al., 2012a), but some uncertainty in NOx emissions remains.”
Response to Referee 2 (Referee’s comments in blue, response in black)

It is a well-known problem that current chemistry models are unable to represent the magnitude of carbon monoxide (CO) in the northern hemisphere, particularly in winter and spring. This paper addresses this problem and highlights the sensitivity of modeled CO to emissions and hydroxyl radical (OH) concentrations. They then go on to provide a valuable insight into the importance of model biases in ozone, water vapor and nitrogen oxide emissions in driving possible biases in simulated OH concentrations. The paper is well presented and scientifically relevant and is well suited for publication in ACP after the relatively minor corrections that are listed below.

We thank the Referee for the positive review. We incorporated the specific comments as described below.

Main comments:

One of my main questions is why you use a chemistry climate model with free-running meteorology instead of a model with specified dynamics as your primary model. You show that when you use specified dynamics in the CO-only runs you reduce the model bias so I wonder what results you would get in section 3.4 if you also try a run with SD? It would be useful to give a brief description of why you employed each model version under section 2.2, as you have done for the CO-OH option on page 20312, L17.

Our goal is to understand the CO bias in free-running CCMs, since they are used to predict past and future changes in methane lifetime and other trace gas concentrations. We added the following explanation of this choice in Section 3.2.4: “The simulations discussed so far are free-running CCM simulations driven by SSTs, since our goal is to understand the biases seen in CCM studies such as ACCMIP.”

Following the reviewer’s suggestion, we also added an explanation of what we use each chemistry option for to the explanation of the GMI chemistry and CO-only chemistry options in section 2.2, to match what we did for the CO-OH option: “We use the GMI chemistry option to quantify the impact of changes in CO emissions on methane, OH, and ozone.” and “We use the CO-only option to calculate the influence of specific sources on CO concentrations, and to isolate the impact of specific changes in OH on CO.”

Under section 2 give a brief description of how you change emissions, transport and OH prior to describing results. (Just simply by saying you apply scaling factors to emissions/OH and by switching between free-running and SD meteorology).

We added a paragraph describing this to section 2.2:

“We use a series of sensitivity studies to analyze the role of CO emissions, OH concentrations, and transport. Two methods are used to examine the sensitivity of
CO concentrations to CO emissions from different sources: scaling up the CO emissions, and scaling up CO tracers tagged by source. We quantify the sensitivity of CO to OH concentrations by applying scaling factors to the OH field. We analyze the sensitivity to transport by comparing a free running CCM simulation with a simulation that has prescribed meteorology. Several different chemistry options within the GEOSCCM framework are used to isolate specific processes.

Table 2: Add CO-only option for the OH information. It is useful to see what the OH looks like in the CO-only run and whether it differs from the CO-OH model. Consider also adding zonal mean plot of OH for CO-only simulation to figure 1.

The CO-only run uses the OH field generated by the RefGMI simulation. We do not show it in the table or figure because it would be identical to the RefGMI OH, which is already shown. We modified the wording in section 2.2.2 to clarify that the OH in the RefCOonly simulation is from the RefGMI simulation, replacing "ACCMIP" with "RefGMI".

Figure 3: Can you show bias instead of absolute concentrations – may be easier to see differences between the runs?

We prefer to show the absolute concentrations so that we can also show the observations.

Pg20314 L9-11 – How different are the NOx, NMHC and CH4 archived fields used for the CO-OH runs compared to those calculated within the RefGMI run? Does this explain the OH differences or is it something else?

The archived NOx, NMHC, and CH4 archived fields are taken from the RefGMI run, so this does not explain the OH differences. We clarified that these are fields are from the RefGMI run in section 2.2.3 by replacing "ACCMIP" with "RefGMI".

Pg 20316, L8: Why exclude CONaa and CObio? Move this sentence to L13, after you’ve highlighted problems in increasing these regional emissions.

Done

Pg 20319, Section 3.3: How do you sample the model for comparison to the MLS/OMI total column ozone. Does the instrument see the full total atmospheric column of ozone? Do you remove any model data when there is missing observations? Are there any limitations that will have an impact on your results?

We now mention in section 3.4.1 that “No scaling is applied where the TCO data is missing”. We added to Section 2.1: “The observations are cloud-filtered, so there is sensitivity throughout the troposphere, although there is some reduction in retrieval efficiency in the lower troposphere.”
Minor Corrections:

Pg 20306, L14 – Add reference for CO as primary sink for OH. Methane is also important, please change sentence to reflect this.

We reworded this sentence and added citations: “Carbon monoxide (CO) is an ozone precursor and a major sink of the hydroxyl radical (OH) in the troposphere [Logan et al., 1981; Spivakovsky et al., 2000].”

Pg 20313, L22-24: In figure 2 are the surface obs averaged over 1999-2009 also? Please indicate years used for each site.

Yes, except for Trinidad Head, which is averaged over 2002-2009, since earlier data was not available. We added the year information to the text, stating “Observations are averaged over the period from 1999 to 2009, with the exception of Trinidad Head, which is averaged over 2002-2009.”

Pg 20315, L17: Define IHG. Currently defined lower down in paragraph.

Done

Pg20315, L23: global mean. -> global mean concentration? Or global mean bias?

Global mean bias. We corrected this text to say “in the global mean”.

Pg 20317, L16: Remove first sentence as repetitive and seems out of order. You state this lower in the paragraph.

Done

Technical corrections:
Pg 20311, L20: The simulation in pulled -> The simulation is pulled

Done

Pg 20312, L15: COonly -&gt; CO-only

Done
Implications of Carbon Monoxide Bias for Methane Lifetime and Atmospheric Composition in Chemistry Climate Models

S. A. Strode\textsuperscript{1,2}, B. N. Duncan\textsuperscript{2}, E. A. Yegorova\textsuperscript{2,3,*}, J. Kouatchou\textsuperscript{2,4}, J. R. Ziemke\textsuperscript{2,5}, A. R. Douglass\textsuperscript{2}

\textsuperscript{1}Universities Space Research Association, Columbia, MD, USA  
\textsuperscript{2}NASA Goddard Space Flight Center, Greenbelt, MD, USA  
\textsuperscript{3}Earth System Science Interdisciplinary Center, College Park, MD, USA  
\textsuperscript{4}Science Systems and Applications Inc., Lanham, MD, USA  
\textsuperscript{5}Morgan State University, Baltimore, MD, USA  
* Now at Nuclear Regulatory Commission, Rockville, MD, USA

Correspondence to: Sarah Strode Sarah.a.strode@nasa.gov

Abstract

A low bias in carbon monoxide (CO) at northern high and mid-latitudes is a common feature of chemistry climate models (CCMs) that may indicate or contribute to a high bias in simulated OH and corresponding low bias in methane lifetime. We use simulations with CO tagged by source type to investigate the sensitivity of the CO bias to CO emissions, transport, global mean OH, and the hemispheric asymmetry of OH. We also investigate how each of these possible contributors to the CO bias affects the methane lifetime. We find that the use of specified meteorology alters the distribution of
CO compared to a free-running CCM simulation, improving the comparison with surface observations in summer. Our results also show that reducing the hemispheric asymmetry of OH improves the agreement of simulated CO with observations. We use simulations with parameterized OH to quantify the impact of known model biases on simulated OH. Removing biases in ozone and water vapor as well as reducing northern hemisphere NOx does not remove the hemispheric asymmetry in OH, but reduces global mean OH by 18%, bringing the simulated methane lifetime into agreement with observation-based estimates.

1 Introduction

Carbon monoxide (CO) is an ozone precursor and a major sink of the hydroxyl radical (OH) in the troposphere [Logan et al., 1981; Spivakovsky et al., 2000]. Consequently, CO indirectly impacts climate by increasing tropospheric ozone where sufficient NOx is present and increasing the lifetimes of methane and other short-lived greenhouse gases (GHGs), as well as eventually oxidizing to CO2 (e.g. Prather, 1996; IPCC, 1990). The effect of CO on OH also leads to impacts on oxidation of SO2 to sulfate, providing another climate forcing (Shindell et al., 2009). Previous studies calculated global warming potentials due to these effects using box models (Daniel and Solomon, 1998), 2-dimensional models (Fuglestvedt et al., 1996; Johnson and Derwent, 1996), or 3-dimensional models (Derwent et al., 2001; Fry et al., 2013; Berntsen et al., 2005; Shindell et al., 2009; Fry et al., 2012). Since neither CO nor ozone is well mixed in the atmosphere, the location of the CO perturbation affects its climate impact. CO emissions in the tropics have a greater impact on ozone radiative forcing than emissions at high latitudes (Bowman and Henze, 2012) due the intense photochemistry in the
tropics as well as the presence of deep convection, which can loft ozone precursors to the upper troposphere where the ozone radiative forcing is greatest (Fry et al., 2013; Naik et al., 2005).

While a large number of modeling studies have investigated the sources, transport, and distribution of CO, global models often show major biases compared to observations. A study of 26 atmospheric chemistry models found that the simulated CO was biased low in the extratropical northern hemisphere (Shindell et al., 2006) compared to satellite observations from MOPITT (Emmons et al., 2004) and surface observations, especially during spring. Shindell et al. (2006) attribute this bias primarily to an underestimate in northern hemisphere (NH) CO emissions, particularly from Asia. Monks et al. (2015) found that arctic CO is biased low in the multi-model POLARCAT Model Intercomparison Project (POMIP), and identified differences in global OH concentrations as a major driver of the inter-model differences in arctic CO. The multi-model mean of the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) simulations also shows a negative bias compared to both MOPITT and surface observations in the northern extratropics (Naik et al., 2013). Naik et al. (2013) found that ACCMIP models underestimate the methane and methyl chloroform lifetimes compared to the observation-based estimates of Prinn et al. (2005) and Prather et al. (2012) and produce a high bias in the NH to southern hemisphere (SH) ratio of OH, consistent with the underestimate of NH CO. A recent comparison of simulated and observed methyl chloroform levels also indicates that the NH/SH OH ratio is 0.97±0.12 rather than the value of 1.28 calculated by the ACCMIP models (Patra et al., 2014).
However, OH and CO are major losses for each other, complicating the determination of how much CO bias drives OH bias versus OH bias driving CO bias.

Previous studies used models to examine the consistency of CO emission estimates with surface and satellite observations of CO concentration. A modeling study by Duncan et al. (2007a) showed that their model compared well to observations in the NH extratropics, but they point out that a low bias in their model emissions may have been compensated by an assumption made in their simplified chemical scheme that non-methane hydrocarbons (NMHCs) oxidize to CO immediately upon release; this assumption is valid during summer months for short-lived NMHCs (e.g., alkenes, isoprene), but is not valid in winter and spring for longer-lived NMHCs (e.g., alkanes).

Stein et al. (2014) found that a combination of higher winter traffic emissions from North America and Europe and reduced dry deposition during boreal winter improved the agreement between simulated and observed CO. These findings are consistent with inversions of MOPITT CO data that show that including greater winter emissions from the NH reduces the negative bias in springtime CO at northern latitudes (Petron et al., 2004).

Kopacz et al. (2010) inverted CO observations from multiple satellites and concluded that northern mid-latitude CO sources were underestimated in winter, and that implementing large seasonal variations in emissions improved model agreement with observations. The inversion study of Fortems-Cheiney et al. (2011) also found that the posterior CO emissions had large seasonality in the NH, with the maximum occurring in spring. However, the source strengths estimated by inversions are influenced by factors such as model transport (Arellano and Hess, 2006) and the concentrations of other...
species that interact with CO through OH chemistry (Pison et al., 2009; Muller and Stavrakou, 2005; Jones et al., 2009). Given the complexities of the nonlinear CO-OH-CH$_4$ system, we conduct a series of sensitivity studies in which we adjust individual inputs to a chemistry climate model (CCM) one at a time.

Uncertainty in the tropospheric burden and distribution of OH leads to further uncertainty in the CO budget. Hooghiemstra et al. (2011) found that higher NH OH concentrations led to higher anthropogenic CO emissions in their inversion study, while lower OH concentrations over tropical land masses and the SH led to lower biomass burning CO emissions and less CO from NMHCs. Duncan et al. (2007a) found that reducing OH by 20% globally improved the comparison of their simulated CO with surface observations in some locations, but degraded the comparison at other locations. Patra et al. (2014) suggested that top-down emission estimates from models with much higher OH in the NH than SH likely overestimate NH countries’ emissions of CO and other reactive species. Mao et al. (2013) found that including conversion of HO$_2$ to H$_2$O on aerosols reduced OH concentrations in a global model, correcting much of the negative model bias in the extratropical NH with the largest CO increase occurring in spring.

Accurate simulation of tropospheric OH requires models to represent multiple drivers of atmospheric OH concentrations. Holmes et al. (2013) found that temperature, water vapor, stratospheric ozone, and emissions from biomass burning and lightning could together explain most of the interannual variability in methane lifetime against OH. Duncan and Logan (2008) found that changes in the ozone column were a major driver of OH variability over 1988-1997. Murray et al. (2013) found that lightning was more
important for OH variability over 1998-2006, when there was less variability in the overhead ozone column. Murray et al. (2014) found that on glacial-interglacial timescales, OH concentrations were proportional to the tropospheric ozone photolysis rate, specific humidity, and reactive nitrogen emissions, and inversely proportional to CO emissions. The present study investigates the sensitivity of simulated CO and methane lifetime to biases in some of these processes.

Understanding the causes and implications of CO bias in CCMs is important for climate prediction as it may indicate or contribute to biases in methane and ozone and their respective radiative forcing contributions. The goal of this study is to quantify the relationship of the extratropical NH CO bias seen in CCMs with bias in oxidant concentrations and methane lifetime. Our focus is primarily on NH spring and summer, when the NH CO bias is large. We use the GEOS-5 Chemistry Climate Model (GEOSCCM) to investigate how attributing a CCM’s CO bias to CO emissions versus OH chemistry impacts ozone and methane lifetime. We also quantify the contribution of model biases in other constituents such as ozone and water vapor to the simulated OH and CO distributions and methane lifetime.

2 Methods

2.1 Constituent Observations and Assimilated Fields

Our primary constraint on the model CO distribution comes from surface observations from the NOAA Global Modeling Division (GMD) network (Novelli and Masarie, 2014). We use the monthly mean data. The MOPITT instrument on the TERRA satellite provides additional constraints on the CO distribution. MOPITT provides almost
global coverage every three days from March 2000 to present (Edwards et al., 2004). We use the level 3 CO column data from the MOPITT version 5 thermal infrared (TIR) product (Deeter et al., 2011; Deeter et al., 2013).

Observations of tropospheric ozone are important for constraining the source of OH. Ziemke et al. (2011) created a climatology of tropospheric column ozone (TCO) based on the difference between the stratospheric column ozone (SCO) from the Microwave Limb Sounder (MLS) and total ozone column data from the Ozone Monitoring Instrument (OMI). The observations are cloud-filtered, so there is sensitivity throughout the troposphere, although there is some reduction in retrieval efficiency in the lower troposphere. We use the TCO product for 2004-2010 to constrain the tropospheric ozone column. Stratospheric ozone is also important for constraining the OH source due to its effect on photolysis (Rohrer and Berresheim, 2006). We use the Global Modeling and Assimilation Office (GMAO) ozone assimilation product for 2005-2010 to constrain stratospheric ozone concentrations. The GMAO assimilated ozone product, described in (Ziemke et al., 2014; Wargan et al., 2015), is a gridded product that was created by ingesting MLS ozone profiles and OMI total column ozone into the GEOS-5 assimilation system.

Water vapor is another important influence on OH concentrations. We use specific humidity from the Modern-Era Retrospective Analysis for Research and Applications (MERRA) (Rienecker et al., 2011).

2.2 Model and Methodology

Our analysis uses the GEOSCCM to assess possible causes and impacts of CO and OH bias. After spin-up, we conduct a series of time slice simulations of 1999-2009 with
fixed emissions using observed sea surface temperatures (SSTs) to drive the CCM meteorology, and then average our results over all years of the time slice. All simulations use the Fortuna version of GEOS-5 (Molod et al., 2012) and have 2 degree latitude by 2.5 degree longitude horizontal resolution and 72 vertical levels.

We use a series of sensitivity studies to analyze the role of CO emissions, OH concentrations, and transport. Two methods are used to examine the sensitivity of CO concentrations to CO emissions from different sources: scaling up the CO emissions, and scaling up CO tracers tagged by source. We quantify the sensitivity of CO to OH concentrations by applying scaling factors to the OH field. We analyze the sensitivity to transport by comparing a free running CCM simulation with a simulation that has prescribed meteorology. Several different chemistry options within the GEOSCCM framework are used to isolate specific processes. We describe each chemistry option and associated experiments below and in Table 1.

2.2.1 GMI Chemistry option

GEOSCCM integrates the chemistry mechanism of the Global Modeling Initiative (GMI) CTM (Duncan et al., 2007b; Strahan et al., 2007) into the GEOS-5 Atmospheric GCM (AGCM). The GMI chemistry includes a comprehensive mechanism of tropospheric and stratospheric chemistry, including 117 species and over 400 reactions. The reference simulation for this study, hereafter called RefGMI, is the year 2000 timeslice simulation conducted for the ACCMIP intercomparison. The configuration of the ACCMIP simulations is described in Lamarque et al. (2013). The biases in CO and methane lifetime seen in the GEOSCCM simulation are similar to those seen in the ACCMIP multi-model mean (Naik et al., 2013). Consequently, our analyses of bias in
the GEOSCCM are likely applicable to other CCMs as well. We use the GMI chemistry option to quantify the impact of changes in CO emissions on methane, OH, and ozone.

2.2.2 CO-only Option

GEOSCCM includes a CO-only option to “tag” CO according to source type or location (Bian et al., 2010). This simplified chemistry option allows us to separate the contributions of different CO sources and to quantify the impact of a specific change in OH. In this chemistry option, the loss of CO is calculated based on prescribed OH fields, so changes in CO do not feed back onto OH. Our reference tagged-CO simulation, called RefCOonly, uses monthly OH fields archived from the RefGMI simulation, and the CO sources from methane and isoprene oxidation are calculated using monthly methane and isoprene fields archived from RefGMI as well. Emissions and other forcings are chosen to parallel the RefGMI simulation; however, the COonly option includes an amplification factor for anthropogenic and biomass burning CO emissions to account for the absence of co-emitted NMHCs (Duncan et al., 2007a). We use the CO-only option to calculate the influence of specific sources on CO concentrations, and to isolate the impact of specific changes in OH on CO.

The GEOSCCM includes an option to constrain the meteorology with MERRA or any GMAO assimilation product. The simulation is pulled towards the MERRA analysis through application of an incremental analysis update (Bloom et al., 1996), calculated every six hours from comparison of the simulation with the analysis. We conduct a COonly simulation with specified dynamics from MERRA, which we refer to as COonlySD, where “SD” stands for “specified dynamics”. The COonlySD simulation has
the same emissions and OH field as RefCOonly, but the tracer transport will differ between the two simulations.

2.2.3 CO-OH Option

A third chemistry option within the GEOSCCM is the CO-OH option (Duncan et al., 2000; Duncan et al., 2007a). This chemistry option is of intermediate complexity between the GMI and Tagged-CO options. This option is similar to the CO-only option except that OH is calculated interactively, providing a feedback between CO and OH concentrations. In our reference simulation with this option, RefCO-OH, chemistry inputs to the parameterization of OH such as ozone, NOₓ, CH₄, and NMHC concentrations are prescribed from the archived monthly output of the RefGMI simulation. The temperature, water vapor, and irradiance-related variables input to the parameterization are calculated within the CCM. Since the parameterization was only designed to provide tropospheric OH values, we use the results of the parameterization from the surface to 300 hPa, and archived OH fields taken from the RefGMI simulation above 300 hPa. The CO emission amplification factors are adjusted slightly downward compared to the CO-only simulation to bring the RefCO-OH simulation into better agreement with the RefGMI simulation. We use the CO-OH option to examine how biases in a particular model field such as ozone affect OH and CO concentrations.

3 Results

We use the three chemistry options of the GEOSCCM to separate the contributions of emissions, chemistry, and transport to model bias in CO and methane lifetime. In Section
3.1. We compare the CO distribution simulated by the three options to observations and discuss the consistencies and differences between simulations. We analyze the impacts of increasing emissions, decreasing OH, and changing model transport on the CO distribution in Section 3.2, and examine how changing CO emissions affects ozone and OH in Section 3.3. In Section 3.4, we investigate the contribution of known model biases to simulated OH and methane lifetimes. Table 1 summarizes the key results of each of the sensitivity studies.

3.1 Comparison of OH and CO in the Reference Simulations and Observations

This section presents a comparison of CO and OH distributions from the RefGMI, RefCO-only, and RefCO-OH simulations to each other and to observations. The choice of chemistry option affects the CO and OH distributions produced by the GEOSCCM. Annually averaged OH is higher in the RefGMI simulation in both hemispheres (Table 2; Fig. 1). High OH values extend further down in the troposphere in RefGMI than in RefCO-OH. Global annual mean mass-weighted tropospheric OH is approximately 7% lower in RefCO-OH than in RefGMI, but the NH/SH OH ratio is marginally higher: 1.22 instead of 1.19. Prather et al. [2012] report an observation-based estimate of methane lifetime of 9.1+0.9 years, and a methane lifetime against tropospheric OH of 11.2+1.3 years. The lifetimes of methyl chloroform and methane against tropospheric OH in the RefGMI simulation are 5.9 and 9.6 years, respectively (Table 2). The lifetimes of methyl chloroform and methane against tropospheric OH in the RefCO-OH simulation are 6.4 years and 10 years, respectively, within the uncertainty of the observation-based estimates. The seasonal cycles are similar in both simulations, but the difference in NH
OH is larger in the first half of the year than the second half (Fig. 1d). Consequently, when using the CO-OH option, we present the changes due to a given factor rather than the absolute values of CO, OH, and methane lifetime for easier comparison with the other simulations.

Figure 2 shows the annual cycle of simulated CO and observations from six GMD sites selected to represent a range of latitudes. Observations are averaged over the period from 1999 to 2009, with the exception of Trinidad Head, which is averaged over 2002-2009. The RefGMI simulation (purple) is biased low at the NH sites, with the bias most prominent during the first half of the year, especially NH spring. The simulation shows less bias at the SH sites, but some negative bias is evident in SH spring. The RefCOonly simulation (green) shows similar results to RefGMI, including a large negative bias in the NH in spring. Consequently, diagnosing the cause of bias in the RefCOonly simulation can provide insight into the bias in the RefGMI simulation.

The RefCO-OH simulation (orange) shows less springtime bias compared to observations than the RefGMI and RefCOonly simulations. However, its annual cycle is shifted later, resulting in more negative biases in September-December at the higher northern latitudes. The difference between the RefCO-OH and the other two reference simulations is explained by the differences in the OH field calculated by the parameterization compared to that calculated by the GMI chemistry mechanism. In April, when the greater NH bias of the RefGMI simulation is most evident (Fig. 2), the RefGMI OH is markedly higher than the RefCO-OH OH (Fig. 1).
3.2 Sensitivity of simulated CO to sources, OH, and transport

We conduct a series of sensitivity studies to examine possible causes of the bias in NH CO seen in the Ref-GMI and Ref-COonly simulations during spring and summer. We focus on spring since it is the season with the largest bias in NH OH (Fig. 2), and contrast the spring results with those from summer, since the bias persists into summer despite seasonal differences in transport and chemistry.

3.2.1 Sensitivity of CO-only simulations to sources and OH

Adjusting the strength of mid-latitude CO sources can reduce the bias in the interhemispheric CO gradient. We use CO-only simulations to examine the impact of increasing specific sources of CO. Following the method of Strode and Pawson (2013), we estimate the impact of increasing a particular source by increasing the tagged-CO tracer for that source and then re-computing total CO. We impose increases of 10%, 20%, 50%, 100%, and 150% for each tagged tracer. Figure 3 shows how the increased Asian anthropogenic CO (COaa) or tropical biomass burning CO (COtrbb) alters the comparison between modeled CO and the GMD CO observations as a function of latitude taken as an average of March to August. Similar results are present for spring and summer individually. An increase in COaa of approximately 100% removes the negative bias at high latitude sites, but has little effect on the small negative bias at low latitudes (Fig. 3a). CO transported southward from Asia encounters higher OH than that transported northward, leading to a shorter lifetime (Duncan and Logan, 2008). Increasing COtrbb improves the model agreement with observations at low latitudes, but creates overestimates at some tropical sites while providing only a modest reduction in the high latitude bias (Fig. 3b).
We examine the impact of reducing OH concentrations globally or only in the NH in our COonly simulation and find that a large decrease in NH OH is effective in reducing the high latitude CO bias. Naik et al. (2013) found that the ACCMIP multi-model mean underestimated annual mean tropospheric OH by 5-10% globally. The NH/SH OH ratios in the ACCMIP multi-model mean and GEOSCCM ACCMIP simulation are 1.28 and 1.18, respectively (Naik et al., 2013), compared to the (Patra et al., 2014) estimate of 0.97±0.12. Fig 3c shows that reducing OH throughout the year by 5-10% leads to a small increase in CO across all latitudes, yielding a small reduction in the bias compared to GMD observations. Decreasing OH by 20% in the NH only leads to a large improvement in high latitude CO compared to observations, with only a small effect in the southern hemisphere.

### 3.2.2 Impact of sources and OH on global mean and inter-hemispheric gradient bias in CO

We find that achieving zero bias in both the inter-hemispheric gradient (IHG) and the global mean would require changes in multiple emission sources. Figure 4 illustrates how changing the concentrations of several tagged CO tracers, as well as OH, impacts the global mean bias, IHG bias, and correlation ($r^2$) of the simulated CO compared to the GMD observations for March through May. Increasing anthropogenic CO from Asia (COaa), Europe (COea), or North America (COnaa), or increasing Russian biomass burning (COrubb) reduces the bias in the IHG as well as in the global mean. Increasing CO from tropical biomass burning (COtrbb) leads to a smaller reduction in the IHG bias, while increasing CO from biogenic emissions (CObio) reduces the mean bias with little
effect on the IHG (Fig. 4a). Consequently, increases in both groups of emissions are necessary to simultaneously remove the global mean bias and correct the IHG.

A similar analysis for June through August (Fig. 5) shows that increasing COaa, COea, CONaa, or CORubb can eliminate the majority of the bias in both the global mean and the IHG in summer. Increasing CORubb is more effective in summer than spring since boreal biomass burning emissions are larger in summer. In contrast to the spring results, increasing COTrbb in summer leads to greater bias in the IHG. This difference occurs because tropical biomass burning occurs primarily north of the equator in March and April but shifts to the southern hemisphere in June, July, and August.

While increases in COaa, COea, CONaa, and CORubb show similar slopes for IHG versus global mean bias, increasing CONaa reduces the correlation with observations, whereas increasing the other sources yields a slight improvement in correlation (Fig. 4b, 5b). Increases in both COTrbb and CObio reduce the correlation with observations in summer, but the effect is also present for CObio in spring. We therefore exclude increases in CONaa and CObio in the rest of our study.

Figures 4 and 5 also show the impact of changing OH. The sensitivity of CO to changes in OH is location dependent, with higher sensitivity in regions without strong local CO sources (Holloway et al., 2000). Reducing OH globally reduces both the IHG and global mean bias. However, reducing OH by 20% in the NH only yields a greater reduction in both biases as well as the greatest improvement in correlation. We refer to the simulation with the 20% decrease in NH OH as COonlyLowNHOH.
3.2.3 Impact of adjusting sources versus NH OH on comparison to observations

We next compare the impact of increasing emissions with that of reducing NH OH by 20%. We compare the COonlyLowNHOH scenario with a simulation called GMI-HiEmis that includes increased CO emissions, further described in Section 3.3. The RefCOonly simulation shows a similar surface CO distribution to RefGMI (Fig. 6a,c). The COonlyLowNHOH scenario (Fig. 6d) improves the agreement with the remote high latitude sites compared to the RefCOonly simulation, but like the HiEmis case (Fig. 6b), it leads to an overestimate of CO concentrations over Europe and eastern United States. Consequently, a combination such as reduced NH OH and reduced emissions over the eastern U.S. is likely needed to reconcile the simulated CO with observations.

Sparse surface data makes it difficult to determine from comparison with GMD observations whether the higher CO seen in GMI-HiEmis and COonlyLowNHOH is realistic (Fig. 6), so we also compare the four simulations shown in Figure 6 to the CO column from MOPITT. Both the RefGMI and RefCOonly simulations show a large negative bias in NH CO compared to MOPITT (Fig. 7a,c). The GMI-HiEmis and COonlyLowNHOH simulations both reduce this negative bias (Fig. 7b,d), but the increased emissions of the GMI-HiEmis simulation lead to a greater overestimate of CO over East Asia and Indonesia. Furthermore, eliminating the increase in COea to reduce the high bias compared to surface observations over Europe and compensating with a larger adjustment in Asian CO would lead to an even greater bias over Asia compared to MOPITT.
Impact of increased source strength in a GMI chemistry simulation

Based on the tagged tracer results (Figs. 4 and 5), we conduct a new simulation, called HiEmis, using the GMI chemistry with increased emissions from Asian and European anthropogenic sources as well as tropical and Russian biomass burning. All other aspects of the simulation are identical to the standard simulation. We adjust the emissions for each season based on the biases and tagged tracer sensitivities for the season. We choose the adjustment factors by solving for the linear combination of COaa+COea+CORubb and COtrbb that minimizes the error in both the IHG and the global mean bias. Table 2 shows the emissions adjustments for each season. Figure 6a,b shows the simulated surface CO for April 2007 in the RefGMI and GMI-HiEmis simulations compared to GMD observations. The HiEmis simulation shows less negative bias at many of the high latitude sites, but shows a positive bias over Europe, one of the locations where the emissions were increased. This suggests that our adjustment of COea is too large, which is unsurprising given that European emissions are relatively well known.

| Russian BB | 17.4 | 45.0 | 63.2 | 0.00 |
3.2.4 CO sensitivity to transport

Transport, in addition to chemistry and emissions, plays a role in the IHG of CO. The simulations discussed so far are free-running CCM simulations driven by SSTs, since our goal is to understand the biases seen in CCM studies such as ACCMIP. Consequently, the simulated tracer transport is affected by any differences between the simulated and actual meteorology. We examine the sensitivity of the CO bias to model transport by comparing RefCOonly, which is a free-running CCM simulation, with the COonlySD simulation, which has year-specific meteorology from MERRA. The largest difference between the simulations occurs poleward of 30°N during July through October (Fig. 8a). The use of specified meteorology makes only a small difference in the global mean and IHG CO biases compared to surface observations in March-May (Fig. 4), but leads to a large reduction in bias as well as improved spatial correlation with the GMD observations in June-August (Fig. 5). The biases in global mean CO and the CO IHG are -3.5% and -6.6%, respectively, in COonlySD, compared to -11% and -26%, respectively, in RefCOonly. More CO from northern hemisphere anthropogenic and boreal biomass burning sources remains in the lower troposphere and reaches the high latitudes in COonlySD, where as more is transported to the upper troposphere in RefCOonly (Fig. 8b).

3.3 Impact of Increased CO Emissions on Ozone, OH, and CH₄ Lifetime

The tagged tracer results presented in Section 3.2.2 suggest that increasing CO emissions can improve the agreement with CO surface observations. However, increasing CO emissions will lead to feedbacks on OH, CH₃, and ozone that are not captured by the COonly chemistry option. We therefore conduct a sensitivity simulation.

Deleted: The increased CO sources considered in section 3.2 will impact ozone production and the concentrations of OH and other constituents. We quantify these effects by comparing the GMI-HiEmis simulation to the RefGMI simulation.
with the GMI chemistry option called GMI-HiEmis that is identical to the RefGMI simulation except for an increase in CO emissions. Since trace gases in the GMI option of the GEOSCCM are radiatively coupled to the underlying GCM, altering emissions within this option produces feedbacks between CO, ozone, CH₄, and radiation and transport.

The results shown in figures 4 and 5 suggest that increasing CO from tropical biomass burning along with Asian anthropogenic, European anthropogenic, and Russian biomass burning CO, can eliminate both the IHG and global mean bias. We therefore adjust the emissions for winter, spring, and summer in the GMI-HiEmis simulation based on the biases and tagged tracer sensitivities for the season. We do not alter the September through December emissions since the RefGMI simulation shows little NH bias in those months (Fig. 2) and our focus is on spring and summer. We choose the adjustment factors by solving for the linear combination of COaa+COea+CORubb and COtrbb that minimizes the error in both the IHG and the global mean bias. Table 3 shows the emissions adjustments for each season. We apply the same adjustment to COaa, COea, and CORubb since these three sources show nearly the same slope (IHG bias / model bias) in Figures 4 and 5. The purpose of this experiment is not to calculate the optimum CO emissions to reproduce the CO observations, but rather to determine how a reasonable set of CO emission adjustments impacts the simulated concentrations of ozone and OH as well as CO.

Including larger CO emissions increases the loss of OH, reducing OH concentrations. The mass-weighted global mean tropospheric OH in the GMI-HiEmis simulation is 1.11x10⁶ molec/cm³, a 3% decrease compared to the RefGMI simulation (Table 2).
methane lifetime against tropospheric OH also increases slightly, from 9.6 years in the RefGMI simulation to 9.9 years in the HiEmis simulation. This slightly improves the agreement with the observation-based estimate of 11.2±1.3 years of Prather et al. (2012). Since the decrease in OH occurs primarily in the northern hemisphere, the NH/SH OH ratio shows a small reduction from 1.19 in the RefGMI simulation to 1.16 in the GMI-HiEmis simulation, but the large hemispheric asymmetry in OH remains.

Both the RefGMI and GMI-HiEmis simulation show a large high bias in NH TCO compared to the OMI/MLS observations, as well as a low bias in the equatorial Pacific and the extratropical SH (Figure 9). Similar biases were present in the ACCMIP multimodel mean (Young et al., 2013), indicating that these biases are a common feature in CCMs. The increased CO emissions in the GMI-HiEmis simulation slightly increase the high bias in TCO in the northern midlatitudes, but the increase is small compared to the bias in the RefGMI simulation.

### 3.4 Sensitivity of OH to model biases

Given the sensitivity of the CO biases to OH (Figs. 3, 4, and 5) and the relatively small changes in OH resulting from the increased CO emissions in the GMI-HiEmis simulation, we next examine how other biases in the RefGMI simulation may impact OH concentrations and consequently the CO distribution and methane lifetime. We conducted a series of sensitivity studies using the CO-OH parameterization option to isolate the impact of several known model biases on OH and CO distributions. We analyze the results for the entire year in order to compare our results to observation-based estimates of methane lifetime.
The primary source of OH in the troposphere is ozone photolysis followed by reaction of O¹D with water vapor, and secondary production of OH occurs through reaction of HO₂ with NO or ozone (Spivakovsky et al., 2000). Consequently, simulated OH concentrations are sensitive to errors in NOx and ozone concentrations, water vapor, and factors that influence photolysis such as overhead ozone column and clouds. Here, we examine the sensitivity of OH to model biases in some of these factors.

3.4.1 Sensitivity to Tropospheric Ozone

Comparison of output from the CCMs that participated in the ACCMIP study to OMI/MLS TCO reveals positive biases in simulated tropospheric ozone over the NH midlatitudes, and negative biases over the tropical Pacific and SH (Young et al., 2013), which lead to an overestimate in NH OH production and an underestimate in SH OH production (Naik et al., 2013). The multi-model mean tropospheric ozone also shows a high bias in the NH and low bias in the SH compared to the Tropospheric Emission Spectrometer (TES) (Bowman et al., 2013). A multi-species assimilation study by Miyazaki et al. (2012b) found that assimilating TES ozone increased OH concentrations in the SH.

We use the CO-OH option to investigate the impact of removing the GEOSCCM’s tropospheric ozone column bias relative to the OMI/MLS observations (Fig. 9). We scale the tropospheric ozone values input to the parameterization of OH for each month between October 2004 and December 2010 from 60°S-60°N so that the tropospheric ozone column is unbiased compared to the OMI/MLS TCO for that month. No scaling is applied where the TCO data is missing. We use the scaled ozone input in a sensitivity study for Oct. 2004 to Jan. 2010, called CO-OHSensTCO, which parallels the RefCO-OH...
simulation but uses the scaled tropospheric ozone values in the parameterization of OH. CO-OHSENS TCO shows a small (2%) decrease in global mean OH compared to RefCO-OH, with a 3% decrease in NH OH and 1% decrease in SH OH. The increased OH leads to a 2% increase in both methane and methyl chloroform lifetimes against OH. The NH/SH OH ratio decreases slightly to 1.19 (Table 4), suggesting that the inter-hemispheric gradient in the tropospheric ozone bias makes only a minor contribution to the model’s interhemispheric OH asymmetry.

3.4.2 Sensitivity to Stratospheric Ozone

We next examine how biases in stratospheric ozone affect OH through their role in photolysis. Voulgarakis et al. (2013) found that changes in stratospheric ozone and tropospheric OH in the ACCMIP models both correlated strongly with J(O1D). We conduct a sensitivity study for 2005 through 2009, CO-OHSENS StO3, which parallels the RefCO-OH simulation but replaces the simulated ozone with the GMAO ozone assimilation in the stratosphere for input into the parameterization. The change in global mean OH in CO-OHSENS StO3 is nearly identical to that of CO-OHSENS TCO, but CO-OHSENS StO3 places more of the change in the SH, causing the NH/SH OH ratio to increase to 1.23 (Table 4). The change in OH due to stratospheric ozone bias is small in part because GEOSCCM has relatively small biases in tropical stratospheric ozone. However, the multi-model Chemistry Climate Model Validation-2 (CCMVal-2) study (Morgenstern et al., 2010) shows a large spread across models for column ozone in the tropics (Austin et al., 2010). Thus, biases in stratospheric ozone may play a larger role in tropospheric OH in models with larger stratospheric ozone biases.
3.4.3 Sensitivity to Water Vapor

We investigate the impact of model biases in water vapor on OH concentrations through its role in OH production. Inter-model differences in OH in the POLMIP study are correlated with inter-model differences in simulated water vapor (Monks et al., 2015). The GEOS-5 AGCM exhibits a high bias in specific humidity compared to the MERRA reanalysis in much of the troposphere (Molod et al., 2012), and a high bias in the mid-troposphere is also seen throughout the year in GEOSCCM compared to AIRS data (Lamarque et al., 2013).

We quantify the impact of this bias by conducting a sensitivity study, CO-OHSensQ, that applies altitude and latitude-dependent zonal mean scaling factors for each month to the specific humidity provided to the OH parameterization. The scaling factors are based on comparison of the RefGMI simulation to MERRA and are applied in 100 hPa intervals between 900 and 200 hPa for 60°S to 60°N. These scaling factors are designed to remove the mean bias in the simulated specific humidity compared to MERRA while allowing the simulated water vapor to vary in space and time in a manner consistent with the simulated meteorology. The water vapor scaling is applied only to the OH parameterization, and does not impact the general circulation of the simulation. The scaling results in lower specific humidity in the middle and upper troposphere, with the largest percent reductions occurring between 300 and 500 hPa (Figure 10).

Simulated OH is 6% lower in the CO-OHSensQ simulation than the RefCO-OH simulation, and the methane and methyl chloroform lifetimes against OH are thus 6% longer (Table 4). Consequently, water vapor bias has a larger impact on OH concentrations than the stratospheric or tropospheric ozone biases in our simulations.
The OH reduction is similar in both hemispheres in the annual mean, so the NH/SH OH gradient is unchanged compare to RefCO-OH.

### 3.4.4 Sensitivity to NO$_x$

Anthropogenic NO$_x$ emissions, which contribute to secondary production of OH, are located primarily in the northern hemisphere. Consequently, an overestimate of these emissions could contribute to the NH/SH asymmetry in simulated OH. *Previous studies have estimated NO$_x$ emissions based on satellite observations of NO$_2$ columns (Lamsal et al., 2011; Miyazaki et al., 2012a), but some uncertainty in NO$_x$ emissions remains.* We quantify the sensitivity of simulated OH to NH NO$_x$ with a sensitivity study, CO-OHSensNO$_x$, which parallels RefCO-OH but includes 30% lower NO$_2$ and NO$_x$ concentrations in the NH. *We note that in this experiment, ozone values remain the same as in RefCO-OH, rather than responding to the change in NO$_x$.* The reduction in NH NO$_x$ emissions leads to a 3% reduction in global OH (Table 4). SH and NH OH are reduced by 0.3% and 6%, respectively, reducing the NH/SH OH ratio to 1.15. While this shows that the hemispheric asymmetry in OH is affected by NO$_x$ emissions, a much larger redistribution of NO$_x$ emissions would be required to completely eliminate the asymmetry.

### 3.4.5 Summary of OH Sensitivities

In the previous sections, we examined the sensitivity of OH and its IHG to model biases in tropospheric and stratospheric ozone, water vapor, and NH NO$_x$ emissions. We find that water vapor has the largest impact on global mean OH, while NH NO$_x$ emissions have the largest impact on the NH/SH ratio. However, none of these biases...
individually explains the 20% reduction in NH OH that would remove the interhemispheric asymmetry and which Figures 4 and 5 suggest are necessary to remove most of the CO bias. We note, however, that the CO-OH option simulations do not account for all the chemical feedbacks between ozone, methane, OH, and other species, and may underestimate the sensitivity of the full chemistry simulation to some of these biases.

Table 4 suggests that applying multiple bias corrections simultaneously would bring our simulation into good agreement with the observation-based estimates of global mean OH. We conduct a final sensitivity simulation, called CO-OHSensAll, incorporating the bias corrections for tropospheric and stratospheric ozone, as well as the specific humidity scaling and 30% reduction in NH NOx emissions. This simulation results in a 13% reduction in global mean OH, with a 10% reduction in the SH and 16% reduction in the NH. The NH/SH OH ratio is reduced to 1.14. The lifetimes of methyl chloroform and methane in this simulation increase by 15%. Applying this 15% increase in methane lifetime to the RefGMI methane lifetime against OH of 9.6 years would yield a lifetime of 11 years, consistent with the 11.2+/-1.3 year estimate of Prather et al. (2012). This shows that removing the main model biases related to OH production would bring simulated global mean OH into good agreement with observation-based estimates, although some NH/SH asymmetry would remain.

The reduction in OH in the sensitivity studies compared to RefCO-OH leads to higher surface concentrations of CO. The bias in the global mean March through August surface CO changes from -4% in RefCO-OH to 3% in CO-OHSensAll, while the bias in the IHG changes from -11% to -4%. Figure 11 shows the latitudinal distribution of the
change in CO for each sensitivity simulation versus RefCO-OH. The sum of the changes for CO-OHsensTCO, CO-OHsensStO3, CO-OHsensQ, and CO-OHsensNOx, shown in the dotted line, is similar but slightly smaller than the change for CO-OHsensAll, indicating small non-linearities in the system. Correcting water vapor (CO-OHsensQ) makes a large contribution to the CO enhancement in both hemispheres, while adjusting NOx emissions (CO-OHsensNOx) and to a lesser extent tropospheric ozone (CO-OHsensTCO) contributes to the larger increase in the northern hemisphere.

### 4 Conclusions

We examined possible causes of CO model bias, such as underestimated emissions or overestimated OH, in a global CCM. An underestimate of CO emissions can impact the chemistry-climate simulation through the interaction of CO with methane via OH and with ozone, but we find the effects to be small. In contrast, a CO bias due to excess OH would imply biases in methane lifetime, further influencing the simulated climate.

Either increasing emissions or decreasing northern hemisphere OH can remove the bias in the latitudinal gradient of CO compared to surface observations. However, we find that the large increases in Asian anthropogenic emissions needed to remove the negative CO bias at remote surface sites leads to overestimates of CO over Asia compared to MOPITT. In contrast, reducing OH in the northern hemisphere improves the agreement between simulated and observed CO concentrations. This is consistent with the finding of Patra et al. (2014) that the ratio of northern hemisphere to southern hemisphere OH is close to one. We note that biases in OH, CO emissions, and transport are not mutually exclusive, and the model bias in CO is likely influenced by a combination of these factors.
The availability of satellite-based constraints on CO, ozone, and water vapor enables us to assess model biases that affect the major sources and sinks of OH and hence CO concentrations and methane lifetime. We used a CO-OH parameterization to explore the effect of model biases in ozone and water vapor on simulated OH and CO. Removing the high bias in northern hemisphere tropospheric ozone, a common feature of CCMs, had only a small effect on simulated OH and methane lifetime. A high bias in water vapor had a larger impact on global mean OH, but removing this bias did not remove the northern versus southern hemisphere asymmetry in OH. Removing both ozone and water vapor biases, as well as decreasing northern hemisphere NOx, provided the desired increase in methane lifetime, but was insufficient to remove the hemispheric asymmetry in OH. Thus, while a NH/SH OH ratio near one improves the simulation of CO, we cannot generate this ratio in our simulations by removing known model biases in ozone and water vapor.

Our study suggests that the springtime low bias in CO at northern latitudes often seen in CCM simulations likely indicates a bias in methane lifetime. Improving the model representation of water vapor and ozone, as well as reducing uncertainty in NOx emissions, could reduce these biases. However, additional research is needed to understand the causes of northern versus southern asymmetry in simulated OH. Future field missions that provide data on the latitudinal distribution of CO and oxidant sources and losses will be valuable for understanding biases in simulated CO and OH.
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# Table 1: Description of reference and sensitivity simulations used in this study with each chemistry option

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Description</th>
<th>Key Result</th>
</tr>
</thead>
</table>
| RefGMI     | ACCMIP timeslice simulation for 2000 | CO-OH
|            | CO biased low at high latitudes | O$_3$
|            | Regional CO bias compared to MOPITT | NOx
|            | CO Bias low at high latitudes | NH$_3$
|
| GMI-HiEmis | Increased CO emissions compared to RefGMI | O$_3$
|            | NH$_3$ emissions simulation for 2000 | 2000
|            | AMIP bias compared to RegCM | 2000
|            | AMIP bias compared to RegCM | 2000

**Key Result:**
- 2.0% decrease in CH$_4$ lifetime
- 2.0% decrease in CH$_4$ lifetime
- 2.0% decrease in CH$_4$ lifetime
- 2.0% decrease in CH$_4$ lifetime
- 2.0% decrease in CH$_4$ lifetime
- 2.0% decrease in CH$_4$ lifetime
- 2.0% decrease in CH$_4$ lifetime
- 2.0% decrease in CH$_4$ lifetime

**Key Description:**
- CO-OH only simulations
- CO-OH only simulations
- CO-OH only simulations
- CO-OH only simulations
- CO-OH only simulations
- CO-OH only simulations
- CO-OH only simulations
- CO-OH only simulations
Table 2: Tropospheric OH concentrations and lifetimes against oxidation by tropospheric OH

<table>
<thead>
<tr>
<th></th>
<th>RefGMI</th>
<th>GMI-HiEmis</th>
<th>RefCO-OH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Mean OH (10^6 molec cm^-3)</td>
<td>1.14</td>
<td>1.11</td>
<td>1.05</td>
</tr>
<tr>
<td>SH OH (10^6 molec cm^-3)</td>
<td>1.03</td>
<td>1.02</td>
<td>0.943</td>
</tr>
<tr>
<td>NH OH (10^6 molec cm^-3)</td>
<td>1.22</td>
<td>1.18</td>
<td>1.15</td>
</tr>
<tr>
<td>NH/SH OH</td>
<td>1.19</td>
<td>1.16</td>
<td>1.22</td>
</tr>
<tr>
<td>CH₄ lifetime (years)</td>
<td>9.65</td>
<td>9.89</td>
<td>10.5</td>
</tr>
<tr>
<td>CH₃CCl₃ lifetime (years)</td>
<td>5.91</td>
<td>6.06</td>
<td>6.39</td>
</tr>
</tbody>
</table>
Table 3: CO emission adjustment for the high emission simulation compared to the standard simulation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian &amp; European anthropogenic; Russian BB</td>
<td>17.4</td>
<td>45.0</td>
<td>63.2</td>
<td>0.00</td>
</tr>
<tr>
<td>Tropical BB</td>
<td>26.4</td>
<td>60.6</td>
<td>28.2</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table 4: NH/SH OH ratio and percent changes in tropospheric OH concentrations and lifetimes against tropospheric OH for the CO-OH sensitivity studies compared to the RefCO-OH simulation

<table>
<thead>
<tr>
<th></th>
<th>SensTCO</th>
<th>SensStO3</th>
<th>SensQ</th>
<th>SensNOx</th>
<th>SensAll</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH/SH OH</td>
<td>1.19</td>
<td>1.23</td>
<td>1.22</td>
<td>1.15</td>
<td>1.14</td>
</tr>
<tr>
<td>% change vs. RefCO-OH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SH OH</td>
<td>-1</td>
<td>-2.9</td>
<td>-6.3</td>
<td>-0.3</td>
<td>-10</td>
</tr>
<tr>
<td>NH OH</td>
<td>-3.1</td>
<td>-1.5</td>
<td>-6.1</td>
<td>-5.7</td>
<td>-16</td>
</tr>
<tr>
<td>CH₄ lifetime</td>
<td>2.5</td>
<td>2.4</td>
<td>5.7</td>
<td>3.5</td>
<td>15</td>
</tr>
<tr>
<td>CH₃CCl₃ lifetime</td>
<td>2.4</td>
<td>2.3</td>
<td>5.9</td>
<td>3.5</td>
<td>15</td>
</tr>
</tbody>
</table>
Figure 1: Simulated annual zonal mean OH concentration for the RefGMI (a) and RefCO-OH simulations (b) averaged over 1999-2009. c) The annual cycle of the pressure-weighted column mean OH by latitude from the RefGMI simulation. The column is averaged between the surface and 200 hPa. d) The annual cycle of hemispheric mean OH from the RefGMI (solid lines) and RefCO-OH (dashed lines) simulations for the northern hemisphere (black lines) and southern hemisphere (gray lines).
Figure 2: Monthly mean GMD observations (black) and results from the RefGMI (purple), RefCOonly (green), and RefCO-OH (orange) simulations. Circles and error bars represent the mean and min-max range, respectively, for 1999-2009. The GMD sites are as follows: a.) Ny-Alesund, Svalbard (ZEP, 78.9°N, 11.9°E), b.) Barrow, Alaska (BRW, 71.3°N, 156.6°W), c.) Trinidad Head, California (THD, 41.0°N, 124.2°W), d.) Izana, Tenerife, Canary Islands (IZO, 28.3°N, 16.5°W), Tutuila, American Samoa (SMO, 14.2°S, 170.6°W), and e.) Cape Grim, Tasmania (CGO, 40.7°S, 144.7°E).
Figure 3: Latitudinal distribution of CO observations from the GMD network (black circles) and simulated CO from the RefCOonly simulation (purple stars) averaged over March-Aug. Blue-green + signs indicate the effect of a) increasing the Asian anthropogenic CO tracer, b) increasing the tropical biomass burning CO tracer, and c) decreasing OH globally by 5 or 10%, or decreasing NH OH by 20%. 
Figure 4: The impact of increasing the tagged CO tracers for Asian anthropogenic (+), tropical biomass burning (star), Russian biomass burning (diamonds), European anthropogenic (triangles), biogenic (squares), and North American anthropogenic (x) sources on a) bias in the inter-hemispheric gradient versus global mean bias and b) correlation versus global mean bias compared to GMD observations from March-May. Large circles represent the RefGMI (red), RefCOonly (black), and COonlySD (purple) simulations. Small circles show the impact of changing global or NH OH in the RefCOonly simulation.
Figure 5: As in Figure 4, but for June through August.
Figure 6: CO for March through May of 1999-2009 from the GMD observations (circles) overplotted on the surface CO from (a) RefGMI, (b) GMI-HiEmis, (c) RefCOonly, and (d) COonlyLowNHOH simulations.

Figure 7: March through May difference between the simulated CO columns and MOPITT averaged over 2000-2009 for the (a) RefGMI, (b) GMI-HiEmis, (c) RefCOonly, and (d) COonlyLowNHOH simulations. The simulated CO is convolved with the MOPITT averaging kernels and a priori.
Figure 8: (a) Annual cycle of surface CO in the RefCOonly simulation (circles) and COonlySD simulation (triangles) for 30°N-90°N (black), 30°S-30°N (cyan), and 90°S-30°S (magenta). (b) Annual zonal mean cross section of the difference in CO between the COonlySD and RefCOonly simulations.
Figure 9: Annual mean tropospheric column ozone (TCO) from the RefGMI (a) and GMI-HiEmis (b) simulations compared to the OMI/MLS TCO product (c) of (Ziemke et al., 2011). Panel d compares the zonal mean simulated and OMI/MLS values. The simulated values are averaged over the years of the timeslice (1999-2009).
Figure 10: Annual mean percent change in specific humidity imposed in the CO-
OHSensQ experiment between 900 and 200 hPa, 60°S-60°N.

Figure 11: Zonal mean surface CO difference compared to RefCO-OH for the CO-
OHSensTCO (green), CO-OHSensStO3 (cyan), CO-OHSensQ (blue), CO-
OHSensNOx (pink), and CO-OHSensAll (solid black) simulations averaged over
March through August of 2005 to 2009. The sum of the differences for the CO-
OHSensTCO, CO-OHSensStO3, CO-OHSensQ, and CO-OHSensNOx compared to
RefCO-OH is shown in the black dotted line.