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Abstract

We investigate different methods for estimating anthropogenig US(dg moddled continuous
atmosphericoncentrationsfaCO, alone,as well asCO, in combination witlthe surrogate tracers

CO, +BC(COy) and g*C(CO,). These methods are applied three hypothetical stations
representing rural, urban and polluszhditions We find that independent of the tracer used, a
observatiorbased estimate of continuous anthropogenicCO, is not yet feasible at rural
measurement sites due to the low signal to noise ohtamthropogenic C@estimatesat such

settings Thetracers *C(CQ,) and CO provide an accurgiessibility todetermine anthrogenic

CQO, continuously onlyif all CO2 sources in the catchment area are well charactesizealibrated

with respect taheir isotopic signature an@O to anthropogenic CQOratio. We test different
calibration strategiefor the mearsotopic signature and CO to G@tiou s i ng PpP'CE®)I se @
measurementsn monthlyintegrated as well asngrab samplegor + 3C(C(Q,), a calibratiorwith

annually averagetfC(CQ) grab samples most promisingsince integrated sampling introduces

large biasemto anthropogenic C&estimatesFor CO thesebiases are smallefhe precision of
continuousanthropogenic C@determination using**C(CQ,) depends omeasurement precision

of 113C(CQ) and CQ while the COmethod is mainly limited by the variation afturalCO

sources and sinkét presentcontinuousanthropogenicCO; couldbe determinedsingthe tracers

1 13C(CQ,) and/or COwith a precision of abouB0%, a mean bias of about 10%nd without
significant diurnatliscrepanciesdypothetical future measurements of continugtfC(CQOy) with

a precision of 5 a ar e 2g¢eermination (preadsiord ca.ri®0%) bhut hr o p o ¢

they are not available yefhe investigatedracerbased approaches optre door to improving
1
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validating and reducing biases of highly resolved emission inventoriesusing atmospheric

observation and regional modelling

1. Introduction

Earthss carbon budget is strongly influenced by anthropogenice@tissions into the atmosphere
(Keeling et al., 1996Le Quéré et al2015. In order to sipport studies othe carbon cycle and to
determine net and gross carbon fluxgsntitatively various measurement sites anitor the
atmosphericCO; mole fraction worldwide. In top-down approachesand in conjunction with
atmospheric transport modekhese CQ@ measurementare usedo infer total CQ emissions
(Bousquet et al200Q Gurney et al., 20Q2Peylin et al., 2013 but a differentiatiomnto biogenic,
oceanic and anthropogeniCO, sources and sinkss not feasiblewith CO, concentration
measurementsalone Inverse model studies commonly utiliznthropogenicCO, emission
inventories to estimate anthropogenic LC&hd are then able tseparate anthropogenioom
biogenicor oceanic carbosink and source influenceblowever, currenty availableemission
inventories exhibit largeliscrepanciebetween each othef about 1640% at thecountry level
(Peylin et al., 2011)andincreasdurtherwith decreasingpatialscale(Gurney et al., 2005These
discrepanciesuggest that biasesay be in the order of abo@-100 % for highly resolved
(0.1°x0.1°)data setaand wncertainties( 1 ©f)emission inventoriesnay bebetween30-150 %
(Warg et al., 2013 In order to better study and quantify the biospheric carbon fluxes, their
underlying processes and potential feedbacks, it is destmbdelucehe current uncertainties as
well as biases of emission inventorid&lidation andimprovement of emission inventories
requiresaccurate and precise taropogenic CQ estimates (as well as accurate and precise
transportmodelg on all relevanttime scalesanging from hours to yeargVe hereafter refer to
anthropogenic C@as fuel CQ and include nortombustion emissions such as emissions from
cement industry or neanergy use of fuels as well as agricultural waste burning. Fossil fuel CO
excludes all contributions from biofuel emissions or from agricultural waste buiieglefine
biofuel CG as norfossil fuel CQ released duringombustionincludingsolid (e.g. wood, waste,
charcoalmunicipalrenewable wastdagassevegetal waste ahdung), liquid (e.g. biodiesdbio
gasolineand black liquor) and gaseous (from compost orecdsirm) biomaterial It does not
includelarge scalebiomass burning-or some purposes e.g., whalidating fossil fuel emission

reductionsit may actually be advantageous to estimate only the fossil fust@f@ibution, which
2
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is the fuel CQcontribution without biofuel C&® However, when solving for biospheric fluxes, the
biofuel CQ is important as well, since it equally contributes to the instantalyemegsasured C®
concentration and needs to eparatedrom the biospheric fluxin the following, we seek to
constrain the fuel C&Xfossil fuel CQ plus biofuel CQ).

14C measurements are commonly uasdurrogateo differentiate between biogenic afodsil fuel
CO; contributionsin the atmospheresince fossil fuels do not contain aHiZ, in contrary to
biogenicsourcegLevin et al., 2003)The!“C/C isotope ratio in C&is expressed on thig“C(CQy)
scale, which denotes the deviation of tH@/C ratio in CQ from a standard material in permil
(Stuiver and Polaghl977. We usethe depletion ofqg*C(CQ,) at apolluted measurement site
relative toop*C(CQy) in cleanbackground aito derivequantitative information othecontribution
of fossil fuel CO; to total measured GOnole fraction at the polluted siteRadiocarbor(*C) is
thus used agquantitativetracer for fossil fuel contributiong.g. Levin et al., 2003Levin and
Karstens, 2007; Turnbull et al., 200&yrnbull et al., 2015Newman et al., 20)5However, there
area number ofproblems, when usin§’C(CQ) as tracer for anthropogenic emissiofarst,
preciseq?*C(CQO) measurementfom conventionakounting or accelerat mass spectrometry
(AMS) (better thar?  aajetime and cost intensiyehuscurrently prohibiting the coverage of
large periods and large arebsuch measuremenittempts have been mate sample“C(CQy)
with a higher measurement frequensinggas chromatographys(C) coupled toccontinuousflow
AMS (Mcintyre et al., 2013)butthe technique is not applicable to atmosph¥ficsamples so far
and the precision in*C(CQ,) is lower than for AMS or conveiohal counting This results in
less precise fossil fuel GQestimates Thesestudiesindicate however,that the measurement
precision using GC and continueflesw AMS may reachb & future. The benefitof such
hypotheticalquastcontinuousbut reduced precisiofossil fuel CQ estimatess assessed for the
first timein this workin order to check if these measurements would prdvéiheficialconstraints
for determining C@continuously
Second, @omplicationof applyinggp*C(CQ,) measurement®r fossil fuel CQ estimationis that
nuclear power plantss well as nuckr fuel reprocessing plaresit“C(CQ,) and can biasegional
C(CQy)-based estimates of fossil furntributionsf not taken into accourgtevin et al., 2003;
Graven andsruber, 2011 Vogel et al., 2013b Moreover biofuel CO, contributionscannot be
monitored withg?*C(CQy) measurements, sinteey havea similarg?*C(CQ,) signatureas the
3
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biosphereor may even be elevated #C due to the bombadiocarbon**C(CQ) stored in wood
material This could beomeespecially problematic, since the use of bicuglexpected tplay

anincreasinglyimportant rolefor the energy supply thenearfuture (Coyle, 2007)Recognimg

these shortcomingsf gi“C(CQ,) as tracerfor anthropogenicCQy, it is worth consideringpther
tracers for the estimation of fu€lO, contributions

Turnbull et al. (201phave shown thdbr an urban study area the middle of thé&orth American
continent,the local CQ offsetrelative to clean ajrgppC €) can be used as tracer for fuel £0
contributions, if all othe€O, sources and sinksuch afrom theliving biosphee, are negligle.
This may be the case faintertimeperiodsin urban areawhen using dackgroundtationupwind
andclose tothe urbanarea However, we do not expegiCO» to be aquantitativetracer when
biospheric fluxes occuwithin the study arearhis is normally the case in spring, summer and

autumn.

Since CO is often cemitted during(incompletg¢ combustion and since CO can be measured
continuouslyt he CO of f set r el aftequendlyusedas trdces fmrmfueldGOr ,
(Meijer et al., 1996Gamnitzer et al., 200@Rivier et al., 2006; Turnbull et al., 2006evin and
Karstens, 2007; Vogekt al., 2010Turnbull et al., 2011Newman et al., 2033If the mearratio

of the CO offse{ mprelative to the fuel Ceoffset( @) , i/ .ge Y , iggknownand relatively
constantwithin one monthit is principally possible to derive continuougp/r estimatef r oxn @
measurementsy dividing gx by monthly meanyY . The overbashall emphasize that we usae
averagedvalue for Rr, eventhoughit actually varies withthe relative fraction of the different
emissiongroypsin a varying catchment ared the measurement sit€0 is also produced during
oxidation of methane andhydrocarbonsparticularly during summeifGranier et al., 2000)The
main sinks of CO are photaxidation and reaction with OKParrish et al., 1993s well as soil
uptake(Inman et al., 1971)eading to a rather shaatmospheridifetime of CO of several weeks

in summer(Prather et al., 2011Natural CO sinks and sources vary on time scaldsafs to
seasons. Further, relative contributions of different fuet §#ators (e.g. energy production, road
traffic, residential heating, industrial emissions etc.) with different emission rgtie®/4COy),

may vary on short time scales of hourslomger time scales of years, if e.g. combustion
technologies, processes and procedures change in theefomd hereforethe meany (=g wp)

is a function ofspace and time amdight need to be calibratainge.g.q0**C(CQ) measurements

4
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(Levin and Karstens, 2007)If 'Y does not varysignificantly within the time scale ofthe
calibration continuousqyr can be estimatedHowever, if 'Y variesstronglyon timescales of
smallerthan the calibration interval, furtherorrectionge.g. diurnal or seasonatjay benecessary
(Vogel et al., 201 Thesecorrectionsareonly reliableif Y variatiors aresystematic Since his
is not always the casadditional orother continuous tracensayneed to beonsideredo improve
fuel COy estimates.

One of thesdracers may be'3C(CQ), snce fuel emissions tend to be matepleted in-*CO;
thanfluxesfrom the biosphereZondervan and Meijer (1996patakiet al.(2006 andDjuricin et
al. (2010) have attempted to estimate fu@D, emissionsin specific case studies usimgass
spectrometric measurements 6iC(CQ), in addition tog*C(CQ,) measurementRecently, nes
optical instrumentation allosimeasuring *C(CQ,) continuously(e.g.Esler et al., 2000Tuzson
et al., 2011Hammer et al.2013; Vogel et a).2013) andthusopenthe door for 13C(CQ,) as a
continuous tracer for fuel G@ontributionsIn order to use 13C(CQ,) measurements at an urban
site, the mean isotopic signature of the sources (and sinkbke catchmentarea of the sitg
must be knowrandrelatively constantNewman et al., 2015nd potentially requirealibration
(as discussed for COfurther, the signature of fuel G@missiongnust be significantly different

from biospheic CO, emissions in order to differentiate properly between them

In many settingsywe will exhibit neithera constantratio'Y nor a constanfuel sourcesignature

1 . This will especiallybe the casaf multiple sourceqi) with different emission ratio¥  and

different fuel 23C(CQy) source signatures:; are located in the catchment area of the measurement

site Inthese case# may be advantageousdivide the fuel emissions intgiwo) different groups
CO will only be an adequate tracer focertain emission group, if #group has a significantly
differentratio’Y ( =xtpyp) than anyother emission groupgn analogyi *3C(CQ,) will only be a
goodtracer for a certain emission groiifghe group3s emissionsare significantly more depleted
or enriched with respect tihe othergroups. If we divide all fuel CQ contributions into two
emission groups, of which one is welhstrained by CO and the otherbyC(CQ,), we maythen
join bothtracergo determine the totduel CO; contributionsin severapublishedstudies, the CO
mole fraction has been used as a tracer for traffic emiseidpge.g. Schmidt et al., 20143ince
theseof t en e x hi bi 4ratidsiHgwevergmGanie geGi@hsemission inventories (e.g.
Landesamt fur Umwelt, Messungen durNaturschutz BadeWdrttemberg, available at:
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http://lwww.ekat.bademvuerttemberg.d¢/depictthat the emission ratitY ( =xtpgp) hasbeen
decreasingluring the last decagdegraang CO as a tracer for traffic contribut®rAt the same
time, diesel/petrol for vehicle is blended with an increasing amount of biodiesgksolingfor
OECD countriego the order ob %, (IEA, 2014). More in generalemission inventorieshow
that(the sum of solid, liquid and gasedb#ofuel CO, emissionsn OECD countrietiave increased
(IEA, 2014)and thatthe meanemission ratio of biofuel emissiong ( =xfpw) is very high
(EDGARV4.3 emission inventor(EC-JRC/PBL, 2015) qualifying CO as a treer for biofuel
contributions.However, the emission ratio varies depending on the combustionLigfes. we
examineseparatelyif thesetwo emission groups, traffic and biofuel emissiawyld possiblybe
tracedwith CO.

In the presentstudy, weinvestigate how continuous GOCO, 113C(CQ,) and p“C(CQ)
measuremeniss well agthe combination of thedeacerscould be used to estimatentinuouduel

COQO. In order to validate how precisely and accuratelywes be able tdeterminduel CO; using
continuous (hourlylCO,, CO, + 13C(CO,) andg'C(COy)as tracerswe usea modelled data set, in
which, contrary tomeasured data stCO» contributions fromall source categories, i.ehd
biospherefrom fossilfuel and from biéuel burningare tracedeparatelyUsing themodelledmole
fractions and isotopeecords ofCQO;, CO, + 13C(CO,) and g*C(COy), we estimatethe total fuel

CO;, offset usingthese tracersWe thendiscuss advantages and disateges of the different
tracers.Using a modelled data set has #uglitionaladvantage, that isotopic signatures, emission
ratios of different emission sersetc.canbe varied in order talso investigat¢he sesitivity of
thesesource characteristiam the fuel CQestimate. This enables us to judge how accurately the
sources in the catchment of the measurement site needctatseterized for a certain required
accuracyof fuel CO,, and if a calibration, using e.g. precise “C(CQ;) measurementsis
advantageoudn the course of this, we also compare different possible sampling strategies for
calibration. We furtherassesswhich measurement precision is needed to achieve continuous fuel
CO, estimates with sufficient precisioAdditionally, we investigate the diurnal cycle of ttnacer
basedtontinuous fuel C@estimats and compare theta the modelled reference fuel €@ order

to determineif we can reproduce the diurnal cycle correcltyd hence, if we would introduce

significant biases when using e.g. only afternoon values of fugirCi@verse models.

We discuss the model results fatheee typicaEuropearsites with different degrees of pollution,

which differ in their annual meafinel CO, offset. We define three pollution regimes, which we
6
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cal l Arur al 0, @& Rurabsdes ldaveaneah fuél ga@fdets of B5ec dno | /Weo |
here usahe (hypothécal) stationGartow( 5 3 A0 6 N as eXarhple3nih aFnedoel CO;
offset of 3¢ mo | /Gartolv is located in Northern Germany about 160 km rwdbtof Berlin.

Urbansitesspan a range from80e& mo | / Weaekemplary use Heidelberghich is a tpical

urban measurement sigth large fuel CQ emissions, but also similarly high biogenic sources

and sinks in the catchment, which are also active during relatively mild winters. The mean modelled
fuel Cof f set i n Heidel ber g i ollutadsitesexhibitatnuatmean / mo |

fuel CO; offsesslarger than 2@ mo | / Arstation in the outskirts @erlin( 52 A56 N,
usedas example site wittnodelled mean fuel Cffsetof 25¢ ml/mol). For all sites, we looked
at the same height above ground level (30m aNd)e, that this classificatiorelates only to the
mean annual offset and not to single pollution eventsa¥¢essif an estimation ofcontinuous
fuel CQyis possible at all sisand what may bthe best traceFinally, we give an outlookn how
to apply this model study to a real measured dat®setinvesigationaims at providingthe basis
for the decision if continuous measurements of,GTD, 1 ¥*C(COy) and ¢?*C(CQ,) would be
worth to conductat a particular measurement statioim order to quantitatively and precisely

estimatecontinuouduel CO within a measurement network.

2. The modelling framework

For thes t u doyr@ose oftheoretically assessingprecision and accuracy of differetriacer
configurationdor fuel CO; estimaion, it is only of secondarimportarcethat moddedtime series
are correctbutit is mainlyimportantthat the model providesraasonablyealistic data setn this
study, we simulatemole fractiors and isotopic recorder the Heidelbergsite (49°3N, 8°40E,
urban, sed.evin et al., 2003andfor two nonrexisting stations Gartob3°0 &N, 11°DE, rural)
and Berlin(52°5N, 13°&E, polluted)for the year 2012All three stations may potentially be part
of the German ICOS atmospheric netw(skehttp://www.icosinfrastructure.eu/

We usedthe Stochastic Timdnverted Langrangian Transportl{i&T) model (Lin et al., 2003gs
well aspre-setsource and sink distributiofsee below)To simulate the atmospheric transport we
usedmeteorologicafields fromthe European Center for MedivRange Weather Forecast with 3
hourly temporal resolutioand 25km x 25km spatialresolution(Trusilova et al., 2010 Details

of the STILT model are given in Lin et al. (2003) and in Gerbig et al. (20683 we only provide

7
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a few relevant details. By emitting 100 particles (representing the observed cal) @drthe
measurement location and time and inverting the meteorological fields in time, it is possible to
follow the particles' trajectories backward in time using mean wind and a parameterization for the
turbulent motion. For each of the trajectortb®, sensitivity to emission fluxes is derived based on
the residence time within the lower half of the mixed layer during each advection time step
(typically 0.25 to 1 hours). The sensitivity of the observed tracer mole fraction to upstream
emissions waseatived by combining the sensitivities of each trajectory on a camimorizontal

grid (here 1/12° latitude x 1/88mgitude, corresponding to aboutkifd x 10 km). To reduce impact

from undersampling of upstream areas at times when patrticles are distobetexktensive areas

with large gaps between neighboring particles, the effective horizontal size of the grid cells is
increased dynamically with increasing separation of the particles (Gerbig et al., 2003). This allows
efficient simulations with a relate small ensenib size. The sensitivity of thaole fraction at the
measurement site to emissions located upstream is typically called foolwnparticles are
traced back in time until they leave the model domaichextenddrom 16°W to 36°E and from

32°N to 74°Nlnitial/lateral CQ tracer boundary conditions for G@acerfar-field mole fractions

are taken from analyzed G@®elds, generated by the global atmospheric tracer transport model,
TM3 (Heimann and Kdrner, 2003), basadoptimized fluxegR6denbeck, 2003janspored at a
spatial resolution of 4°x 5fith 19 vertical levels, and a temporal resolution of 6 hours (s96 v3.6,
http://www.bgejena.mpg.déichristiantroedenbeck/downloa@02-3D/). The footprint is
multiplied with thebiospheric and anthropogersarface emissions to estimate thele fraction

change at the measurement site.

For the biospheric COluxes, we use the vegetation photosynthesis and respiration &M,
Mahadevan et al., 2008The Net Ecosystem Exchange is calculated for different biome types
based on SYNMAP (Jung et al., 2008ing land surface water index and enhanced vegetation
index from MODIS(http://modis.gsfc.nasa.gg\watellitedata, as well as air temperature and short
wave radiatiofrom ECMWF. VPRM resultsare computed at 1/12° x 1/8° resolution witburly
resolution. We neglect biospheric @dd CH fluxes in the model. CO desttion by OH and CO
production va CHs oxidation is taken into accourfGerbig et al., 2003However,CO production

via norntmethane hydrocarbon (NMH@xidationandCO uptake by soils(Conrad, 199bare not

included inthe modelWhen using CO as tracer for fuel g@eglecting natural CO sources and
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sinksmay be problematic since natural sources would lead to an overestimation and natural sinks

to an underestimation of fuel GONVe will discuss this in more detail in Sect. 3.3.2 and 3.4.

Anthropogeniemission®f CO;, COand CH are froma preliminary version of the EDGARV4.3
emission inventory (EQRC/PBL, 2015), also used for the UNEP Emissions Gap Report (Rogelj
et al., 2014) for the base year 2Cfl have a spatial resolution of 0.10.4°. The emissions are
further separated followp IPCCemissioncategorieswhich are agaiseparated in fuel types (i.e.

hard coal, brown coal, oil, natural gas, derived gas, bisfetc.). To extrapolate the emissions to

the year 2012 specifically we follow the approach taken in the COkREESe{CO; release and
Oxygen uptake from Fossil Fuel Emission Estimate) (Steinbach et al.,, 2011) and use specific
temporal factors (seasonal, weekly and daily cycBBshi{ervan der Gon et al., 2011) for different
emission categories, and apply country anditiyee specific yeato-year changes at national level
taken from the BP statistical review of World Energy 2014 (available at:

http://mww.bp.com/en/global/corporate/abeap/energyeconomics/statisticakview-of-world-
energy.htnm.

The STLT model calculateshetotal trace gasnole fractionof COz (yiot) at the measurement site
as the sum of hackground mole fractioyg, contributions from the biospheysio, from different

fossilfuel typesys,i and different biofuel typeg,:

() U (@) Wp W f

1)

The last two term®f Eq. (1) form the total fuelCO, (yr). We can associate a totaotopic
113C(CQy) (4101) record to theotal CO, recordfollowing Mook (2002:

(2)

The isotopic signatures attributed to the different emission types, #@.cand vio are listed in

Table 1.Note that we do not implement a diurnal cycle into the biospheric signature.
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The totalCO mole fractior(xot) can be balanced in analogy@&», butwe neglectbiosphericCO
contributions as they are expected tchwll:

U U
Y Y i

¢

3)

The emission ratio¥ , ( =xtpwpi) depend on the emission category as well as fuel type and are
determined by the emission characterisfiogplied emission factorgjiven in EDGARv4.3. The
footprintweighted mean ratios, e.y., are listed in Table Afor HeidelbergFor the background
valuesqd‘Cog, Ybg, Ubg and xtyg, We use those mole fractions where «Ghble fractions reach a
minimum value within two daysThisis mainly the case in the afternoon when vertical mixing is
strongest (for more detailsn the choice of backgrourskeappendix AJ. Note, that theCO
backgroundxa,g is denoted with a prime, sindehas been corotedfor chemical reactions with

OH (sink) andfor production from oxidation a€Hs by applying a firstorder chemical reaction on
hourly OH and CH fields. The contributions of fossil fuel and biofuel CO, are, however, not
corrected for these chemical reactions in the model, since the CO, which is released in the footprint
area of the measurement site typically travels arditgction of its actual lifeime until arriving at

the measurement site.

The p“C(CQ,) (q3*Cior) balances also simulated arfdllows:

w > H#E p OWH p O w# P B wopw #5 p

B worpw#4;5 p (4)

With oF*Cpio, 03*Corj andd*C, listed in Table A andCO, mole fractions from model resultas
all fossil fuel CQ sources are void df'C(CQy), fuel CQ contributions are sepated into fossil

fuel and biofuel contributions

In the following, we use six different tracers or trao@mbinations to derive continuous fuel £0
COz-only, CQ CO as tracer for traffic and>C as tracer for all fuel Cexcept that of traffic, CO

as tracer for biofuel Cand1 13C(CQ,) as tracer for fossil fuel GOt 13C(CO;) andg“C(CQ).
Thesix tracercombinations were qualitatively motivated and described in the introduction and the
equations are desed in the ppendix Al are summarized in Table Zheyare briefly appointed

10



here withtheir underlying assumption$Vhen using C@as tracer for anthpmgenic CQ, we
assume that all CGstems from anthropogenic sources and no biospheric sources or sinks exist
the catchment aretn the CObased method, we utilize that CO isewmittedduringanthropogenic
CO; emissions and assume that we kntv rmonthly mean atio of yr to xr. In thet 13C(CQy)
approach, we use the isotopic depletion of fueb @ative to biospheric C£and assume to know
the mean isotopic signature of fuel and biospherie.Clhe gt*C(CQy)-based approacimakes

use of the facthiat fossil fuel CQ@ contains no“C(CQ) in contrary to biospheritand biofuel)
“C(CQ,). Both need to be known for calculation. We also investitfeecombination oCO
andi B¥C(CQy), with CO as tracer for first, traffic G@ind second, biofuel G@nd+t 13C(CQ,) for

the respective remaining fuel @O'his separatiorwas made, since in Europaffic and biofuel

© 0 N O 0o b~ W DN PP
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11  emissions both show a rather large ratio of CQ/C@npared to emissions from other sectors,
12 which makes CO a suitable tracer for thesemec¥When separating between traffic and-traffic

13  fuel CQ, weneed to knovthe monthly mean values foxRny, 1  and! . This holdsanalogously

14  for separation between fossil fuel and biofuel.CtThe different targeted emission groups (fuel
15 CO;, fossil fuel CQ, fuel CQ without traffic, traffic CQ, biofuel CQ and biospheric C¢) are

16 also listed and characterized in Table Al.

17

18

19 3. Results

20 Weinvestigatd how well the differentracercombinationgperformat a typical urban, rural and
21 pollutedmeasurement sit&irst, we will discuss the upper limit pfecision and accuracy &fel

22 COpestimatiorusing these tracerghen assuming all parameters (g.g.are known at every time
23  step. Here, the smallest possible time step is hdVesthen invstigate howthe use ofiveragd
24  accuratgarameterand variablesffects the fuel CQestimateNext, we also perform a sensitivity
25 analysis to identify, which parametesad variablesieed to beknown at which precision and
26  accuracyfor fuel CO estimationwith satisfying accuracyof e.g.betterthan 10%) Finally, we
27  discuss the diurnal variation of fuel €@nd include aealisticmeasurement uncertainty into our

28 considerations.
29

30 3.1. High (hourly) resolution of parameters and variables
11
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Theintegrated footprintveighted parametere@’Y,’Y h'Y i ,1 H H H ha and

& ) areneeded for the estimation of fuel €@sing thetracersCO and 13C(CQ) (see Appendix

Al for derivation and Table 2 for summary of all equatiomfese parameteesedependent on

the emission characteristics of the sources in the catchment area of the measurement site. If e.g. the
mean isotopic signature of fuel @8ourcesn the catchment area varies or if the catchment area
itself varies, thentegrated footprintveighted parametgr will change. Typicallythe ntegrated
footprintweighted arameterssary on time scales of hours, weeks, months and yHafer a

given measurement sitee could determine these parameters on the time scale of hours (which is
the temporal resolutioof our mode), we would be able to estimate fuel £éntirely correctly
(difference of estimated and modelled fuel G@uld be zerd using COand 3C(CQ,) or any

combination of theskaces.

In contrast to methods usir@O and/ori 2*C(CQy), COz-only will overestimate fuel COwhen
biospheric CQ contributions are positive (which will often be the case during rigte¢ andin
winter) and underestimate fuel @@hen the biospheric GOs negative (which may be the case
during daytime in summerThis leadsto time-dependent biasaefepending on the proportion of
biospheric CQto total CQ at the locationwhich is in generatot negligible compared to the fuel
CQO; signal.

As (p“C(CQy) is not sensitive tdiofuel contributionsg*C(CQ,) basediuel CQO; estimaeswill
underestimate the fuel GQ@ontributionsapproximatelyby the amount of biofuel COwo the
regional CQ concentration offsetAdditionally, any “C(CO;) emissions from nearby nuclear
power plantor nuclear fuel reprocessing plawtsuld potentially mask the depletion of fuel @O
contributions.Nuclear power plant emissions were not implemented inrntadel, butwe will

shortlydiscusgher possible effects isect.5.

3.2.  Low (monthly) resolution of parameters and variables

Normally it will not be possible to determine parameters suchY &sY h'Y h'Y H
1 H A M ha andd with hourly resolution. We, thus, investigate how using monthly
median values of these parameters miyence the fuel C@estimatesWe will discuss later how

we can obtain their monthly mean values and, for now, assume they are knawroathly basis.

12
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We now only use the monthly median value of fibetprintweightedparameters’Y h'Y h'Y h
YH ,1 ht hy B ha andd to estimate fuel CO Note, that we use the median
instead of the mean valdier the footprintweighted parameters, since the median is less sensitive
to outliers.Using onlymonthly median valuesvill introducesulbmonthly inaccuraciesnto the

fuel CO estimatesince the footprintveighted parameters vaon submonthly timescales The
variability of the discrepancybetween estimated and referencirectly modelled) fuel CO
estimates will depend on thmagnitude of sutmontHy variatiors of 'Y h'Y h'Y h'Y A

1 A WM A ha andd& , butalso on thg absolutevalues For examplethe more
depletedhe fuel CQ emissions arghe larger the isotopic difference betweenissions from the
biosphereand from fuel burning and the better the tradé€(CQy) will be for fuel CQ emissions

as both emission groups can be isotopically distinguished clsadyAppendix C). For our model
setting,the submonthly variationgstandard deviatignareabout+3 (nmol/moly(¢e mo | /fono | )
Y,Y AT A , £+ 02 (nmol/moly(nmol/mol) for & and& h +2 & for 1 h] h] h

1 ATJA  (variations due to varying footprints in the STILT moadeld temporal emission
patterns of the different emission sec}ofis variationis propagated into the fuel C@stimate
Thecorresponding distribution of the difference between the estimated and modelled fualCO

be seen irfrig. 1 for the station Heidelberg

The mean difference between the modelled and ttzased fuel C@estimate provides a measure
for the accuracy othe fuel CO, determination with the different tracer methods. In pringiphes
cannotassume that, when using the correct median valued/fofy h'Y h'Y A h1 H h

1 AT  nomedianbias will be introduced into the G@stimate. The reason is that the
values for'Yh'Yh'Y h'Y H h] h] h] AT A are calculated on an hourly basis
independent on the tothlel CO, value(yr) at that time and are then averageahthly. However,

if v and Y, YhYHh 1 R h AT9IA are correlated,submonthly over and
underestimation of yr due to submonthly variation of 'Yh'Yh'Y h'Y H h] h

1 H AT  will not necessarilyot average oufAn analysis of thdias(difference between
modelled and tracdvaseduel CO; estimate; xaxis inFig. 1-3) introducedwhen using monthly
median footprimweighted parameteis therefore vital.The standard deviations of the Gaussian
fits to the difference distribution§~ig. 1-3) provide a measure for the precision fafel CO,

determination.

13
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All methods using*C(CQ,) and/or CO(Fig. 1b-e, 2b-e and d-€) are able to estimafeel CO,
without significant systematic biasébthe annual mediaparameters H h] hi AT XK
areknown (see Sect. 3.3. for the case that they are not accurately kridear).and median
differences of modelled and estimated fuel>G@e within 10 % of the annuameanfuel CO;
signal.The benefit when using CO additionallyttC(CQy) is very small which is due to the fact
that traffic or biofuel CQcontributions are not very distinatith respect to their isotopic signature
or their CO/CQ emission ratidrom the other fuel C&contributions for our model settingd/hen
using CO as tracer fduel CO; (Fig. 1b, 2b and 3pthe standard deviatioof the differene
between the estimated and the fiusd CO; value islarger than when using3C(CQ). The reason

is the large sulmonthly variation ofootprintweightedY in our modelled data.

Generally the absolutestandard deviatiomf the different tracer distributions larger at the
polluted station than atrbanand ruralstatiors. At the same timewe found thathe variation of
the footprintweighted parameters suasY h'Yh'Y h'Y H ;9 A B H  ha anda

is largest in rural areaand smallest in polluted areas, whishprobably due to the fathat in
polluted catchment arsathe many polluters homogenipartly, whereas at cleaner sites the
emissions bthe few different polluters areemporally and spatially distincHence, the larger
spread of théuel CO; estimate at polluted statioisnot the result darger sourcéeterogeneity
butis due to thdarger absolutsignals (and with thdarger absoluteariationg of fuel CQ in the
catchment area odhesesites.Only CO as tracer for fuel C&shows less variability dhe polluted
siteBerlin, which is due temaller contribution from thieiosphere irits catchment areddowever
the relativevariability ( = 1 0 / yg)geisasigrificantly higher in Gartoe.g.1 13C-method:20 %)
than it is inHeidelbergor Berlin (both ca. 3%). Differences and spreasiof the CQ-only and
14C(COy) method were already described in Sect. 3.1.

We have found that only small median differences occur when usi@¢CQ,) or CO as tracer

for fuel CQy. Thisfinding isonly valid under the premise, that the dien values of all input and

footprintweighted parameters are known. If one or more of the parameters or variables are

assigned incorrectly, this will lead to a systematic error of the fueleStinate. The sensitivity of

this misassignmerfor the different parameters and variables will be assessed in the next chapter.

3.3. Sensitivity of fuel CO2 estimates on misassigned parameters and variables
14
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We haveinvestigatechow well we are able to estate fuel CQ in a setting in whicke.g.the
monthly averages of all parameters gerfectlywell known, but temporally varyingpn shorter
time scaleHowever, B1ce, in reality, parameters such asorY areonly approximatelyknown,
we need tanvestigate how a misassignment of one of these parametersfluence fuel CO
estimates. This will provide information on how well certain parametedsvariablesieed to be
assigned for a fuel CQOestimate withtargetedaccuracy.For this purposewe misassign one
parameter anat the same timéeep the other parameters at their correct value. Welgtermine
how the fuel CQestimate changes-@xisin Fig. 4) when the misssignment of the parameter-(x
axis) varies.The sensitivities of all metdsto the most important parameters aratiables are
shown in Figure £xemplary forthe urban siteHeidelberg We have done this analysis for the
parameters C&y (Fig. 4a), 1 *Ciot (Fig. 4b), CQng(Fig. 4c), 1 13Cng (Fig. 4d),1  (Fig. 4e),]

(Fig. 4f),1  (Fig.4g),] (Fig. 4h), CO offset Fig. 4i), & , & (Fig.4j),’Y h'Y (Fig. 4k),

Y (Fig.4l), g*Ciot (Fig. 4m) , qp“*Cog(Fig. 4n), o0“*Chio (Fig. 40) andcp'“Cos (Fig. 4p). The variation

of these values was chosen in a whaat the range includes the typical measurement precision for
COmeas COag, Ubg, Umeasd*Chg andd“Cmeas The variation of the CO offset was chosem way
that it displays the measurement precision of total CO and of the background CO, nd ades
realistic contributions fromaturalCO sources and sinkiSor the parametéksh'Y h'Y h'Y H

1T H A M ha R, g¥*Coio andgd“Cer, we selected realistic ranges of smonthly

parameter variation.

The errorbars given on the right hand sidéFigure 4show the interquartile rang€QR) and
stem from thesubmonthly variability of ,"Y ,& andi ,which was discussed in chapte?23
One can directly identify critical parametensd variablesfor which the difference between the
modelled and estimatddel CO; (y-axis) changes significantly with increasing misassignment of

parameteryariableg(x-axis).

3.3.1 Sensitivity of C@only method

We confirm thatthe COzi only method(green inFig. 4) is insensitive to the variation of the

displayed parametdksriables

15
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3.3.2 Sensitivity of COnethod

Critical parametersariablesof the COmethod(orange irFig. 4) arethe CO offsetpCO (Fig. 4i),

as well as the ratitoy ( =xégr) (Fig. 4l). In practise the CO offset is derived by subtracting the
CO background as well amturalCO sourceand sinkcontributions from the totaheasuredCO
mole fraction.Typical fuel CO offsets are in the order of @®ol/mol In our model we have not
included naturalCO sources and sinkbut in practise the uncertainty of the CO mol&action
measuremenand of the natural CO contributions will add to the uncertainty of the fuel .CO
estimate.Assuminge.g. a CO background, which is lmol/mol too large, or assuming an
additional sink resulting ia 15 nmol/mollower CO backgroundwhich may be a realistic diurnal
variation of naturalCO variation (Gros et al., 2002; Vogel, 20,1@)puld leadto a significant
overestimatiorof fuel CO; of about2.5¢ mo | [mmedidn).Therefore, for a real data set, it is vital
to determine theatural CO contributionsand sinks (also soil sinks)sing chemistry models or
calibration with e.gg?*C(CQ) (see Seic4). In Heidelberg, the medianodelledratio’yY is about
5( mo | //(mmelfmpl) and shows a rather large variation ofn&ol/molyY(emol/mol). Fig. 4l
shows, that suchaariation of 'Y contributes sigificantly to theimprecision of fuel CQ@in the
CO-method.Also, the correct determination of is vital for accuratduel CO, estimates using
CO.

3.3.3 Sensitivity of methods using®C(CQy)

The sensitivities of fuel CQestimatesusingt 13C(CQ) only (bluein Fig. 4) and combinations of
1 3C(CQ) and COare rather similatred and blackn Fig. 4). Note that the sensitivity libg OF

kot is plotted when keeping,y andyiot constantChangingthe yog Or yiot Values at the same time

when changingig or Ukt (following a Keeling curvgKeeling, 19581960)wi t h t y p¥Q al

source of-2 5 &) results in about ardisthereforeaat critica. n
However, small+3C(CQy) variations (e.g. due to finite measurement precision or small
inaccuracies) which ae uncorrelated withCOztt, lead to large bias in fuel CQ, e.g. a
measurement biadf ko=0.1a leads to a fuel COmisassignment of 5¢ mo | / (seeFlg.)4b).
Therefore, a high measurement precisisrwell as accuraayf + 3C(CQ) is requiredfor precise
and accuratéuel CO; estimation Further critical parameters of the methods ustig(CQ,) are

the isotopic signature of fuel G@nd the isotopic signature of biospheric ®the footprint(see
16
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Fig. 4e, f). The isotopic signatures of fuel and biospheric,@tist therefore be well know(or
potentially calibratedsee Sec4), if we want to use :*C(CQ,) as tracer for fuel C® Especially
assuming more enrichddel isotopicsignatures otoo depleted biospheric signatures legsthe
fuel CQ, estimatesstrongly, becausén these casesiospheric and fuel C£sourcesaredifficult

to distinguishusingt 13C(CQ).

3.3.4 Sensitivity af?*C(CO)method

Figures 4 rrp display the sensitivity of thg*C(CO,) based estimate of fuel GOn the variables
Ciot, Cobg and g*Coio. While fuel CQ is rather insensitive against misassignment of
pHC(CO2)bio (Fig. 40) andydt*C(COy)ut (Fig. 4p), it is very sensitive ogp“C(COy)wt (Fig. 4m) and
HC(CO)ng (Fig. 4n) aswas already described Turnbull et al. 2007). Thus, precisand accurate
*C(COy) measurements are important for fuel Q@terminationNote, that thédestcurrently
achievedme asur ement precision of conventional
(equivalent teabout+1.0 € mo | /fuel €Oy), but the hypothetical futurecontinuous GEAMS
measurementsiaybeoforderN 5 & ( e g whoutialle enmtl fueh®Q). The reason why
the fuel (biofuel + fossil fuel) C@estimate based dfiC is biased bybout 11 mo | /fisme ko
the fact thatbiofuel CQ, in contrast to fossil fuel C£ contains'*C(CQ) and is therefore not
detectable by lack dfC(CQy).

3.4 Measurement precision and sub-monthly variation of parameters/variables

In Sect.3.3.1:3.3.4, we have seen how sensititiee fuel CQ estimates ar¢o the total mole
fractions andi ¢ values.Since they have a large impact on the fueh €Qimate, weowinclude
their uncertainty into our analysis of precision of fuel@Stimationln order to display the effect
of alimited measurement precision 60;, CO, 1 13C(C(Q,) andg*C(CO) we construct random
realizationgvith mean value zero aradspecificstandard deviatiarAdditionally, we addarandom
variation tothe CO offset ancthe biospheric/biofuel isotopici@) signaturein order to simulte
the effect of variability ofCO to CQO ratio and of isotopic end member3heserandom
uncertaintiesvere not included in Sec 3.1 and &ad inFig. 1-3. Note, that in realitythese

variations may not be randomly distributed. E.g. weay introduce a systematic bias in one
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directionif we haveunaccountegroduction of CO from VOCsr, if we haveunaccountedCO

(e.g. soil)sinks Thesesources and sinks will not occur randomly, but have a distinetrgurtiHy
pattern.Depending on the sign of the net natural CO flux, the bias may be positive or negative
However, br simplicity, we alsoinclude the natural CO variation here as a random vector as no
natural CO sinks or sources are includedhi@ modelled CObffset, but wewart to show the

possible effecof their variation.

Therandom vectorsvhich were used in this study are summarized in Tabighidheir magnitude
being motivated.The distributions of the diffence between estimated (incl. measurenagak
parameter ncertaintiesand submonthly variationgand modelled fuel C&can be seen iRig. 5-

7. Notethat a possible misassignment of parametersraahMasas investigated ifRig. 4 isneither

accounted fom Fig. 1-3 nor in Fig. 5-7.

When including the measurement uncertainties and (input and foeamighted) parameter
variability into the considerationf)e mean bias remains unaltered, siheeincludeduncertainty

is random. Howevethe distributionsof the CO and **C(CQy)-based approachefor rural sites
(such as Gartow), medium polluted sites (such as Heidelberg)ddnted sites (such as Berlin)
widen significantly by about the same amount fali threesites This isdue to identical assumed
measurement precisions and parameter variat®imeethe absolute fuel Cfoffset is larger in
Berlin (annual modelled average ca. 25mo | J, thanlin Heidelberg (16 mo | ), andih
Gartow(3 e mo | ), tmeorélative variahiy ( = 1 0 / yp)eisasmdllest for the measurement site
in Berlin (e.g.ca. 15 % for 1 13C(CO,)-method)and largest for Gartol10 % for 1 3C(CQ)-
method. At present, iis therefore questionable whether the estimatiooooitinuouduel CQ; is

at rural measurement siteEven@“C(CO)) measur ement s wit hesdtin@r eci si
variability in fuel CQ of 60%, butag@*C(CO)pr e c i s i avauld tedd to2 vadability in
fuel CQ of only 35% at rural sitegnot shown here)rhereduced precisioof fuel CO, estimates
which we observewhen includinglimited measurement precisiomto our considerations,
highlights again the necessity performingprecise atmospheric measurementsd€(CQ,) and

CQO, if we want to use 13C(CQ,) as tracefor fuel COs.

For urban sites, CO and*C(CQO,)-based methods show a very similar precision of about 4
emol [ mal) . At 1BOADAIs slightly meresprecise than C@is worthpointing out

that CQ-only may be a adequate tracer for fuel GGn polluted areas in the winter tinses
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absolute biases are small ¢% and the precisior{ca. 12 %) is rather good.qt*C(CQy)
measurements wi t\wouldbe the leest trager at all statibns, Buuéently not

available yet.

3.5. Comparison of the estimated fuel CO2 diurnal cycle with different tracer

configurations

As the diurnal cycle of C®emissions is coupled to a diurnal change of theoapheric mixing
layer heightfuel CO, mole fraction varies during the day. In our calculations, we only use monthly
median valuesd¥ h'YhY h'Y i ;0 B H H  ha anda forfuel CO; estimation.
Discrepancies between the modelled reference diayeéd and the tracer based diurnal cycle may
be introduced due to a diurnal cycle of the paramadisy h'Y h'Y H

1 A W A  ha andd .We thus need to testif we are able to reproduce the diurnal fuel
CO; pattern inorder to estimatéuel CO, from tracers asubdiurnal resolution Therefore,we
calculate the median diurnglel CO; cycles with the different methods and compare them to the
reference model diurnal cycle feammer and for winter (séeg. 8 exemplary for the urban station
Heidelberg.

One can see that thé*C(CO,) methodreproducsthe reference diurnal cycle within its variability
very well (standard errarof the respective hour in a half year are denotestras bars irig. 8).
Median hourly differences are about 0.D.¥& mo | fommethods using*3C(CQ,). The CQ-

only method largely overestimates fuel £&dntributions duringhe night by upto 1@ mo | / mo |
in winter and by about 285¢ mo | /ineamimer. During the afternoon, the £6nly method
overestimates fuel COn winter and underestimates it in summer. Even though the absolute
difference is small during the afternoon, the relativiedknceis still large.The COzi only method

is therebrenot able to trace the diurnal fuel €@ariation at a site likeleidelberg corredy. Using
C(CQy) for fuel CQy estimation leads to a slight median underestimation throughout the day
(and season), which is due to the presencéQffCO;) in biofuel CO, masking all biofuel C@
contributions The COmethod slightlyoverestimatefuel CQ during nighttimeby about10% in
winter and20 % in summer. The standard deviation of th@urly medians of thelifference
between model and GBased fuel C@is abou 15 % of the total fuel CQ

19
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One could consider implementing a diurnal correction into the fuelegStimate in a way that not

only monthlymedian valuesf'Y ,”Y h'Y h 1 A A A H h andd are usedbut
alsohourly correction factors for these parameters are multifdi€dvogel et al. 200). This will
beadvantageous if the parameters exhibit a significant diurnal cycle themselves. However, for our
setting, implementing a diurnal correction faataty slightly improvesthe agreement between the
model and the estimated fuel €ot shown here)The reasors that the (hourly) median
footprintweighted parameters do not influence ¢heurly) medianfuel CQ, estimats linearly,

and thatthe synoptic variations of the footprinteighted parameters are larger than the diurnal
variations. Thereforean hourly median correction factor does metcessarilymprove thehourly

fuel CQ estimate.We note thatno diurnal systematiwariability of the isotopic biospheric
(respiration and photosynthesis) signature as agaf thenon fuelCO sinks and sourcgsvhich

would be treated as an enhancement or reduction of the CO q&8twere implementedout

only random uncertaintiesf + 2 & {fio@md = 15nmol/mol for qCO. This assumptiomf
random variabilitywill not be correctif systemati¢e.qg. diurnalyvariationof 1 13Cyio andnon fossil

qCO variationoccut. For1 ®Cpiothe diurnal changemsr e expect ed (Flanagareet s mal |
al., 2009 corresponding tduel CO; biasesof <0.5¢ mo | /), howt for CO these may be larger

(e.g. diurnahaturalgaCO variation of about0 nmol/molmay occur from dry deposition of CO in
forest soils during night and from photochemical production of CO by hydrocarbons during the
day(Gros et al., 2002)orresponding to c2.5¢ mo | fuel €Qy). Therefore, in a real setting, it
might be necessary tnodelnaturalCO concentratiom order tonotintroduce a bias intdiurnal

VF structures

In inverse model studies, often only afternoon hours are used to derive 8axbs atmospheric
mixing can bebettersimulatedoy the moded duringconditionswith a well developed mixed layer
(Gerbig et al., 2008)Therefore, it is especially important to check the afternoon valugselof
CO,. Figure 8shows an enlargeidlay of the diurnal cycle during the afternoon hougice in
this model studyve usethe minimum of total CH valueswithin two days as background value
(Appendix A2, the afternoonffsets are vergmall leadingto a low signal to noise ratiblowever
differencesbetweenthe + 3C(CQ,), CO, and qp“C(CQy)-basedand referencéuel CO, are very
small as well (mean differences X0 % of afternoorfuel CO, valug standard deviation of

differencesabout 30%. Therefore, it seems justified to uaa ensemble ofafternoon values of

20



I

© 00 N O O

10
11
12
13

14
15
16
17
18

19
20
21
22
23
24
25
26
27
28

continuous fuel C@estimates (based aR*C(COy) or CO) for inverse model studies despite the

small absolutéuel CO, values of about-2 s mo | finrthe &fternoon hourst an urban site.

4. Calibration of #;, #;  y#+ynand 4 with @?C(CO2) measurements

In order to estimate fuel GQccuratelywith methods using CO and/ot3C(CQ,), theparameters

1] 7 (and and’Y need to be known with high accuracy, since otherwise biases are

introduced into the fuel CQestimate (se€ig. 4). However, for the evaluation afmeasured data
set] ] 1,1 andyY are nofper seavailable butrequireeither extensive source sampling
campagns or good bottorrup inventories.Alternatively, these parametersould also be
ficalibrated usingfossil fuelCO; estimates fronip'“C(CQO;) measurementsith high precision (in
addition to biofuel contributions, which need to be added on Eap)this purposeig. (1) and(2)
can be rearranged and solved feoalibration of ,1 or’Y (for derivation see Appendix
B).

Sinceq?*C(CQO,) measurements are tirm@nsuming and costly, in practice only a limited number
of p*C(CQ) measurements can be regulary perfornkeat. example,n the Integrated Carbon

Observation System (ICOS) atmosphan&twork, the radiocarbon measurement capacity was
designed for about 50 radiocarbon measurements per station per year of which about 26 will be

used for integrated sampling for lotgym monitoringof fossil fuel CQ.

Previousradiocarbon calibratiorapproaches suggested integrated (e.g. monthly) sampling of
C(CQ,) for CO tracercalibration (cf. Levin and Karstens (2007) and Vogel et al., (2010) for
'Y ). Another possible approaddr tracer calibrations to take grab samples rather than integrated
sampleg(e.g. Turnbull et al., 2011)Grab samples could be taken throwgit the year anthe
derived parametef¥ AT{ARh A could then be averaged to one median valugeparated

into seasons and averagedseparatesaluese.g. for summer and wintefhe optimal sampling
strategy depends on the structure, variation and noi$é Af1 AR A within one year.
Principally,it would also be possibte take all the sample®nsecutively at 2 houmtervalsduring
asocalledievent 0 and calcul at e t Therefomevddoraparehera | u e

four different sampling strategidsr parameteralibration,all using a tal of n samples pegrear
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(in

| C Q Note thatav@ndl)de submonthly variation into the parameters and measurement

uncertainties into the observations (aSett3.4).

1.

2.

Integratedsamplecalibration: Take n/24 integrated sampleach month and their
associatedbackgroundsamples( f o r na24 tnioathly sampleseasd 12 2
monthly background samplesyea) and calibrateY AT7AR A on amonthly
basisfrom the integrated sampléis corresponds to the approach suggestdain

and Karstes (2007) and Vogel et al., (20for 'Y ). In this approach, the meapCO
andfuel qICQ; (from integrated CO ang**C(CQ,) sampling) over the course of one

6 O . .
monthare usedo calcuIatemonthly;—c,y However, since actually the mean of ratio

=6—a0is required and not the ratio of mealgos—?,)(Vogel et al., 201)) biases may be

introduced into théuel CO, estimatg'same holds for the factorsjin,] and ).

Annual grab sample calibratioRandomly select a number of samples n/2 (and their

associatedafternos background (n/2))each yearand calibrateannual median

Y AT1AR A 8Biases introduced by this sampling strategy are twofold:; first, the
random choice of grab samples may not represent the median annual value. This
potential bias decreases witlicreasingnumber of grab samples used. Second, the
potentialseasonal cycle of the parameters is not considered. Therefore, in the annual
grab sample calibration, the wintttme and summetime fuel CO; estimats will

always be shiftéagainst each othgf 'Y AT1Ah  h exhibit a seasonal cycle, but

only one annual median value for these parametewtd beused

Seasonal grab sample calibrati&andomlyselect a number of samples ii&hd their

associated afternoon background Jpid summer and in winteand calibrate a median
Y AT1AR K with half-yearly resolutionHere again, the random choice of grab
samples may not represent the mediati annual valueand a potential bias may be
even larger herthan in the anmal grab sample calibratipaince only half the samples

are available to obtain a robust value TrA 1 AR h  for summer and winter
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In return, it is principally possible to detecthe seasonal variation of
Y AT'AR h 8

4. Seasonalwent calibrationRandomly sel ect season @ethieday, day

select n/22 consecutive grab samples (ahdssociatedfternoon backgroundand
calibrate amedian'y AT{AR A with half-yearly resolutionThis approach is

similar to approach 3, but entails a greater risk of choosing an event, which is not
representative for the entire season, since subsequent samples are not independent of
each other. On the othband it has the advantage of using mosdilarations for the
samenumberof radiocarbon measurements as approach 3 since only one background
sample is needed f@ach eventHowever,if the background sample is biased, it will

influence the entire event.

Comparing these sampling strategies to each agieg one model ruis difficult, since the result
changes frommandom realization to random realizatiolepending on the selection of calibration
samples in sampling strategy42 We have therefore perfoeda MonteCarlo simulation(with
500rung and used the root median square difference between the obtair@eharally modelled
reference valuey AT19AR R to calculate the difference between tralbased estimate and

modelled referenctiel CO,.

Table4 shows the mean difference and standard deviation (as determined from a Gaussian fit to
the difference histogram of modelled and trazased fuel Cg) in analogy toFig. 5) for an urban

setting. Onecanseethhathe fi nt egrated sample calibrationo
the factors in Eq. (B1) (B4). The effect is much stronger for methods usifig (ca. 15 % of
meanfuelCQof f set i n Heidel berg (16 ¢5P)Thisbmsi3 t han
directed meaning that it is not a random uncertainty, but actually a systematic bias introduced by
computation. This is different from the calibrations on grab sampleshwiai¢e a bidirectional

absolute difference. Bidirectional differences may be advantageous over unidirectional differences
whenanalyzingong-term records asi-directionaldifferences contribute to lorAgrm noise rather

than biased-or CO, it semsthatthe integrated calibration approach works wait a uni-directed

biasremains. Notethat the differences found here are not due to the insensitivity of biofuel CO

23



N

© 00 N o 0o b~ W

10
11

12
13

14

15

16

17
18
19
20
21
22
23
24

25
26
27
28
29

contributions of*C(CQ,), as we add the (assumed as known) biofued €® i or t o fic al

(see Eq. (BL(B3)).

We further find that singe ,] 1 andyY do not exhibit a strong annual cycle, but shiather

large high-frequent variations, the best sampling strategy for 24 available radiocarbon
measurementser yearaswould bethe case for the ICOS network) is using all available samples
to calibrate welldefined median annual valuesfA T 1A R A  (sampling strategy 2Dnly,

with 96 (or more) available radiocarbon measurements may be advisable to group the
calibrations into halyearlyintervak. Having such many radiocarbon grab samples available

be a realtic scenario, if the parameseA Inot show any trendver the course cfeveralyears.

Note, thata monthly grab sample caliation (not shown here) results in large biasegbout+3

e mo | ffon@Otbased as well as*C(CQy)-based methodsnd are thus, not advisable.

The accuracy of the seasonal event calibratiahightly worse tharihe accuracy of the seasonal

calibration(see Table ¥due to norrepresentativeness afsingleevent for the entire season.

5. Discussion and Conclusion

In this work, we analyzed the advantages and disadvantages of different tracers for estimating
continuous fuel C@at different types of measurement statiofise accuracy and precision of
continuous fuel C@estimates at three exemplary statiamse rural, o urban and one polluted

site were calculatedThis should serve as orientation for the development of ansatmaric
measurement strategy, so that the best tracer configuration for a particular station can be chosen to
resolve the different C£source components over a country or region. The results can be used to
plan and construct new measurement networkssantpling strategies with the goal of deriving

fuel CO» concentrations atigh temporal resolution.

The results of our model study suggest that with our current measurement precision of continuous
tracers such as CO¥C(CQ,) (or g#*C(CQy)), in general ifs not possible to estimate fuel &

rural areagb ¢ mo | /omiesd offuel COy) with a precision better than @% (due to the small

signal to noise ratjo It could still be possible to monitor single pollution events since the signal

to noise ratio is much higher durisgichevents. At present, thusseems not helpful to equip
24
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measurement stations in rural areas withtinuoust 13C(CQ,) and CO measuresnts with the
objective of monitoring continuous fuel GOHowever, it seems that tracdrasedfuel CO;
monitoring may be possibé urban or polluted sites (as e.g. planned within the Megacities Carbon

project)andmay have the potential to improve theef CQ bottomtup inventories

We find that CG-only cannot be used as tracer for fuel2C43 a significant contribution of GO
is released or k&n up by the biosphere everwimter time. Only during winter in strongly polluted
areas, biogenic C{rontributions lead to a relatively small bias of about\wih the COz-only
approactandas mal | v ar i wt5%psedid. 9./ me a n (

In contrary to C@only, CO and *C(CQ) can be used as tracer for fuel 860 summer and in
winterat urban and polluted site¥he accuracy of CGind/or 13C(CQ)-based fuel C@estimates
depends to a large degree on how well the different parameters such 6, &.gand tiio are

known. Missasignmereads tosignificant biassin the fuel CQ estimate Fig. 4). Therefore, in
practice, it is important to screen and monitor all sources and sinks in the catchment area of the
measurement site and to determine the median isotopic source signature and the medhn ratios
'Y h'Y as well asthe CO offsetas accurately as possible, e.g. by calibration witthocated
C(CQy) measurementsThe accuracy of théuel CO; estimate aftet“C-calibration depends
strongly on the number of radiocarbon samples available for calibration and on the sampling
strategy usedk.g. In the ICOS projectapproximately 24 radiocarbon samples will be available

for calibration ofY,] | hl © . With that amount of calibration samples available, due to

the large noise of the calibrated footpnmtighted parametefs | hil © it may be
advantageous to group all calibrations to obtain robust annual median values fof ©

If a large number of precise radiocarbon measurements are available or if the parameters do not
change over the course of several years and thus, several years of calibration samples can be
accumulated, it is advantageous to apply radiocarbon calibraidredfyearly resolution. Note,

that due to changes in technology and technical processes, as well as due-to-gegrarariation

of extreme temperatures, tkentribution fromfuel CO; different sectors arékely to change

within a period of four years. However, this could be cheakgdusing nighttime Keeling plot
intercepts(Vardag et al., in preparatianfor calibration ofY , integratedp*C(CQy) calibration

could be usedwith rather small but systnatic biases or grab samples could be used for slightly
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larger, butrandomuncertainty The accuracy then will typically be better than 10% for the CO
method or the 3C(CQ,) method.

The precision of COand! 13C(CQ,)-based approaches is very similar for all site classes, but for
polluted sitest 13C(CQ,) seems slightly more precise. For Heidelberg it is about 26%

1 G/ mg)p nF6r CO,the uncertainty originates mainly from the large variatioriyofin our

model runs due to the inhomogeneity of fuel CO sources in the footprint area of urban or polluted
measurement stations and due to natural CO soufbhesuncertainty of the3C(CQ,) approach

is mainly determined by the limited measurement precisfon*C(CQ). Thus in order to use
13C(CQy) as a tracer for fuel CQt is vital to perform isotopic measurements with a precision of
at least O0.05 aiBC(ropeandcCDrids iuei GRestimation ésffavorable in
cases where each of two ession groups is well distinguishable by one of the tracers. Since for
our model setting this is only partly the case (EDGAR emission inventory, see Table Al), the

combination of these tracers provides only little additional information.

We have found, théhypothetical futurep“C(CO;) me a s u r e me n absolutgaretigionob &
background and measurea’C(CQ,) values(see Figure 67f) would generally be a very precise

tracer for continuous fuel G@ st i mati on ay) rar a0 %) ,20%mndmamn ( ( ca
polluted (ca. 10%) stations. The precision of fueb€8&imates is determined mainly by the limited
measurement precision of background and tpt#f(Co) ( N 54) . Not ep’C@yever ,
measurements with 5 a precision are not yet f
comparison, ap“C(CQ,) measurement precision of 1% would be needed to achifie €0,

precision similar to that af**C(CQ,)- and CGbased methods. An unceirty of 2%, which could

be a realistic near future precision of labased instruments (Galli et al., 2013), would lead to

relative uncertainties of 260%, 50% and 30% respectively. The downsmgiE#@fCQ,) is its

inability to determine biofuel CO Theefore, thegp"*C(CQO,) methods will underestimate the fuel

CO, (biofuel plus fossil fuel) contributions approximately by the share of biofuel maCe site.

This may be only a small contribution as was the case for the studied year 2012 (e.g. 5% in
Heidelberg), but may increase in the future. Note also that we have not investigated the effect of
nuclear power plarifC(CQ,) contributions at the measurement site, which could additionally bias

fuel CQ estimates derived fromp“C(CQO;) measurements. Dispersion model results for

Heidelberg (pers. comm. Kuderer, 2015) suggest that the nuclear power facilities (most importantly
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Philippsburg, located about 25 km sowmthst of Heidelberg), increase monthly megfiC(CQy)

by about(2 + 2) & , ormesponding to a misassignment in fuel@@about 0.8 + 0.8 mo | A @o |

5%). If there are nuclear power plants or fuel reprocessing plants in the catchment area of the
measurement site and if monthly mean emission data of f2(@QCy) from these nucledacilities

are available, it is advisable to correct for them at the highest possible temporal resolution e.g.
using transport models (Vogel et al., 2013b). Note, that for the calibratigniof| 1 ©

using g?*C(CQ,) grab samples, it should be possible to choose the calibration grab samples via
trajectory forecast such that no nuclear power plant influences are encountered in the grab samples.

However, this limits the footprint area that can be sampled and calibrated.

We have compared the diurnal cycle of the trdizesed fuel C@estimates for Heidelberg and
found that the tracer configurations using G&C(CQ,) andg*C(CO,) were able to reproduce

the diurnal cycle well and show a mean difference of better thah55% and a roahean square
difference of 15% at the most. Tlesemssurprising, since one might expect a diurnal pattern of

1 andY due to a varying share of emissions of different emission sectors in the footprint, leading
to a systematic deviatioof the estimated from the real modelled diurnal cycle. However, since the
diurnal patterns are smab.g.peak to peak difference of3C(CQ,) ca. 2 a), the
variations are not significantly improved when using a diurnal correction of &as msotopic
source signatures. One should keep in mind ti@tral CO contributions may also vary
sysematically on a diurnal basis. Such a natssatematic variation was not included into the
model simulation, but will potentially introduce a diurbéals into the continuous fuel G&stimate

in a real setting. Therefore, it may be necessary to model or approxiatatal CO in a real
setting. It may be possible to approximate the +{swmthly) natural CO component using
formaldehyde (HCHO) measurentgnsince the production of CO from NMHC pass HCHO as
intermediate molecule (Atkinson, 2000). However, the high dry deposition rate of HCHO may
complicate the interpretation further. Since afternoon values areusielin inverse model studies

to derivefluxes it is important, that afternoon fuel €@alues can be estimated accurately. This
could be confirmed for3C(CQ) and CO in this study (seg. 8).

In order tabetter study the biospheric carbon fluxes on all relevant scales, it is importaptdéoe
fuel CQy bottomup inventoriesso that fuel and biospheric @€an be separatddr independent
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use ininverse model approachest present, mission inventories typically have uncertainties of
30-150 % at regional resolution (Wang et al., 20¥8. could show in our study that some tracer
based approaches such as CO‘dfi@(CQ)-based methods lead to uncertainties of fuep 6O

30% and accuracies of 10% (after calibratioHpwever, for retrieving improved emission
estimates using inverseodels, also the model transport errors need to be taken into account and
convoluted with the accuracy of fuel @&stimates. At the moment, the model transport errors are
usually larger during night time (ca. 100%) than in the afternoon (ca. 40%) @asic®untain
sites), which is why mainly afternoon values are used in nmadefsions (Gerbig et al., 208
Obviously, but unfortunately during the afternoon hours, ftred CO, signal is very small
complicating the unbiased estimationfoél CO, emissons using continuous tracers in inverse
transport models in these hours until better transport models and boundary layer height models

exist.
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Appendix

A) Methods of continuous fuel CO2 determination
A.1. Tracer configurations and their emission groups

We formally introduce six different tracers or tracer combinations, which we use to estimate fuel
CO; continuously: CQis used as sole tracer for fuel £€CQO, + 3 C(CO,) andp'*C(CQy) records

are each used solely with @@ estimate fuel C® Further, CO is used as tracer for traffic (and

1 3C(CQy) as tracer for fuel COminus traffic) and finally CO is used as tracer for biofuels (and

1 3C(CQ) astracer for fuel C@minus biofuels). The different emission groups are also listed and

characterizeih Table Al.

A.1.1. CQ as sole tracer for fuel CO

WhenusingC@al one as #fAtr algeyd yf, the totdl negohal CDOfset is

assumed to solely originate from fuel emissions:
() 3w (Al)
With g/ = Yot - Yog

This simple approacis valid, if (nearly)all CO, emissions are from fuel burning, as might be the

case in cold winters or in areas without biospheric activity (e.g. Mega cities).
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A.1.2 CO as tracer for fuel CO

The CO offset@x = Xt - Xog) Can be used to estimate fuel £dfsetif it is divided by the mean

ratio’Y =gx/qyr of all fuel sources:

U5 (A2)

Note that in reality the ratioY varies, depending on the share of emissions of different emission

sectors in the catchment area, their temporal emission patachdue to natural CO sources and
sinks, at least in summer (Prather et al., 2004.denoteY with anoverbar to emphaze that

this is a footprirtweighted averagef thefuel emission ratio.

A.1.3 CO as tracer for traffic C@andt 13C(CQ) as tracer for all fuel CQ except for traffic C@

We now includet 13C(CQ,) in fuel CQ estimation as a tracer for all fuel €@xcept those of

traffic (Yru = it + Yot - Ytr).

W W W W W (A3)
W w 1 U W W (A4)
In analogy toY we denot¢ and with anoverbar to emphasize that these faxprint

weighted averages of the emission groups traffie & fuel CQ excluding trafic, respectively.
Solving Eq. (A3) for yhio, we can substitutgio in Eq. (A4). In analogy tdEq. (A2), we use CO as
tracer for traffic CQ:

- w O
U o —

Y
(A5)

With the mearmpCO/QICOs ratio of traffic’Y = (qd/qy)r. COr can be determined from:

#/1 O 3# /0 (A6)

withd = X/gEpbeing the share of traffic CO to the total CO offéet. needs to be estimated

from bottomup inventories andan be found in Table Attight column) and is also dependent on
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the footprint area of the measurement site and the soaincesinks lying in this are&q. (A3) T
Eq. (A6) can then be rarranged:
W W I @ W W] W I
1 1

(A7)

Total fuel CQ (yr) contributioncanthenbe determined as the sum wf (Eq. (A5)) andye« (Eq.
(A7)).

A.1.4 CO as tracer for biofuel Cand ! *C(CQ) as tracerfor all fuel CQ, except for biofuel
COo

This method of fuel C®edimation is in analogy to case A3, but instead of separating fuel €0
in to traffic contributionsyr) and othersye), we separate it into biofuel contributionss| and

others Yo = yr); this leads to:

N W W I @ W W W 1
1 1
(A8)
Analogously taeq. (A10), we formulate fowwr:
. 300
w 0O ———
Y
(A9)
Witha = u/gegpfrom bottomup inventories (see Table ATljotal fuel CQ (yr) is calculated

as the sum ot (EQ. (A9)) andyruf (EQ. (A9)).

A.1.5113C(CQO) as sole tracer for fuel emission

When usinglot as tracer for lhfuel contributions Eq. (A3) andEq. (A4) simplify to

W W I 0w W T
|

(&)
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(A10)

if all fuel CO, (Yt andyt) contributions are pooled §g.

A.1.6.q3"C(CQ) as tracer for fossil fuel CO

Following Levin et al. (2008), we can derive fossil f@D, from ¢**C(CQOz)and total CQ

measurements according to:

W w# W # W o # W # W W # W #
P w#

(A11)

However, sincegd“Cuio & q3“Chor, and becauskiofuel contributions are not known, we neglect the
last term of thenumeratorin the following. Note, that sincg'*C(CQy)is not sensitive to biofuel
contributions, it is only possible to estimate the fossil fueb €@ntributions without biofuel
contribuions.

A.2 Determination of parameters and variables

The background valugsg, Xog, Uhg andgpt*Cog should represent the regional clean air to which the
source contributions from the footprint area are added. Since often, there are no nearly clean
observations available for a polluted station, we use those mole fractions as background where the
air masses in the boundary layer are well mixed with the free troposphere. This is usually the case
in the afternoon and is associated with low mole fractions. Since &Qwvell as CO both have

local sinks relevant on the timescale of days, we here ugea€Hn indicator for a wefthixed
boundary layer and assume that, wtiesCHs mole fractiorreactesa minimum value (within two

days), vertical mixing is strongest. Principally, if continuous radon measurewenmrtavailable,

these could also be usedaasindicator for vertical mixing (Dorr et al., 1983), instead ot.CMe

checked that the CHminimum values always represent a lower envelope of the simulated
greenhouse gas record and does not vary at the synoptic time scale. We then use the total mole
fractions and isotopic recorgis:, X, tkot, andga-*Cio: observed duringituations with minimal Cld

mole fractions as background values.
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Further, in order to solvEq. (A2)- Eq. A11), we need t he bojgH@d Thesp ar a me
input parametera/ere assigned with the objective to create realistic frextidata set (see Table

1 and Al). Additionally, the integrated footpriweighted parameterd’, Y h'Y h

1 AR A A H R andd& are required (see Tablelp We call these parameters
footprintweighted since the ratios and isotopic signatures depend on the relatitréoution from

the different emission sectors (with their sector specific emission ratios and isotopic signatures)
within the footprint of tlke measurement site. We denote theegrated footprintveighted
parameters with an overbar to draw attention to the fact that the parameters are averaged over the
(e.g.monthly) footprint area. Even though the emission factors of the source categoriesenesed

are fixed for every pixel, integrated footprintveightedY ,'Y R'Y H

1A A A K R anda are not constant in time, because fbetprint of the
measurement site and the emission patterns are temporally variable. Thus, the fwetghted
parameters change when the emissifmen the different sectors or the footprint of the
measurement siteary. Note, that for our model studye do not require the parameters to be
absolutelycorrect, since we do not compare them to measured data. However, since we want to
provide a realistic case study, we seek to use the most realistic parameterdyss in Table 1

and Al).

B) fiCalibrationo with g*C(CO2)

SolvingEq.(A3), (A8), (A9) and(A11) for fuel CQerequires’y ;] | PAT A  8lf these values
are not known, they may lerived fromepH*C(CQOy)observations (what wiaencall g *C(CQy)-
calibrated) However, for the calibratiops must be knownThe idea is to calibratessil fuelCO,
e.g. with precisep“C(CO;)measurementsn a lover time resolution(e.g. monthly)and assume
that thefootprintweighted parametefé ,] 1 PAT jA  do not change significantly within this

calibration interval.
Rearrangingeq. (1) and(2) for] and averaging it monthlgads to

W I W W 0w W W] W 1
W

(B1)
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, which codd then be used i&q. (A9). Note that we require the biofuel G@ addition to the
fossil fuel CQ from ¢p*C(CQy)..

1 can then be derived, if thygrconcentration is known.

(B2)

If fossil fuel emissions are divided into fosgilel contributions without trafficyet) and traffic

contributions Yt), we can derive required for solvind=q (A8):

; 1T 0w 1
W W
(B3)
Analogously, the ratioY could be calibrated following:
3w
vy 29
W
(B4)

In order to calculate the monthly mean valuédof0anddY Q'the mean ratio8—O (Eq. (B1)-
(B4)) are needed. However, from integratpdC(CQ,) sampling, we only have the mefossil
fuel COz andfuel CO; valuesand can thus, only calcula(;?e% Using the product (or ratio) of the

means rather than the mean of the product (ratio) is only cairtbet factors are uncorrelated.
Since, the factors ik&q. (B1) - (B4) (andgx and qys) are correlated, thimtegrated calibration
cannot be applied without introducing a bias mmnthly meard @ @  CanddY Olnstead
of using integratedp*“C(CQ,) samples in order to obtain the monthbgsil fuel CO; values, it is
possible to takegrab samples, analyse these fqQC(CQ) (and with thatys), total CQ,

1 B8C(CO2)wtand CO in order to calculatiee individual (noraveraged) values forh R and

Y (see Sectd).

C) Influence of more depleted fuel G2C(COz2) signatures
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We have argued that we only require a realistic set of input parameters, rather than an absolutely
correct set of parameters to estimate uncertainties of the different tracer methods. However, the
results presented so far are to some degree dependent onish®e characteristics used in our
model (see Table Al). When using CO as tracer for fuel €@ould be advantageous if natural
sources of CO were negligible and if the emission fdtivould be the same for all sources. When
using CQ as tracer fofuel CQ, biospheric C@emissions should be negligible, and when using
113C(CQ), it would be advantageous if fuel g@missions were strongly depleted compared to
biospheric emissions. It is beyond the scope of this work, to show explicitly for alllcasdbe
Achoiced of different emi s s bestimateihtarmsotpreeision st i ¢
and accuracy. However, kigure AL, we illustrate exemplary for this latter case how the presence

of more depleted fuel sources in the footprint area of the measurement site could improve the tracer
113C(CQy) for fuel CQy estimation. This should serve as an example, showing how much the

emission characteristics at a site may influence the precision of fuet€§lithates using different

tracer configurations.

Figure AL shows that fuel C®can be estimated much better when the mean source mix in the
catchment area of the measurement sitébéts a strongly depleted isotopic source signature. The
regression coefficient improves from 0.94 to 0.99 and the precision within onelg@@ases
significantly by 40 %when choosing 7a mor e d-8pP1 @&t @ ch 3t2eaad) .ofThe
precision oft 3C(CQ,) -based fuel Cowill increase with decreasing isotopic signature of fuel

CO; sources. Analogously, the precision of ®@sed fuel C@ estimates will increase with
decreasing inhomogeneity of CO/efatio of fuel CQ sources. This effechould betaken into
accountwhen designing a measurement network and thus highlights the importance of a thorough

source evaluation in the catchment area prior to instrumental installation.
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List of acronyms

AMS - accelerator mass spectrometry

bf i Biofuel

bgi Background

bioT Biosphere

EDGAR- Emissions Database for Global Atmospheric Research
Fi Fuel

F-bf i Fuel excluding biofuels (=ff)

ff i Fossil fuel

F-tr i Fuel excluding traffic

GC- Gas chromatography

ICOST Integrated Carbon Obseti@n System
IQR- Inter-quartile range

mx T CO share of emission group x to CO offset
NPPR Nuclear power plant

ppmiparts per million, equival ent

t

(0]

emol / mol
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Rx 1 Ratio of CO to CQ@in the emission group X

sd Standard deviation

STILT i Stochastic Timdnverted Langrangian Particle model
toti Total

x- CO mole fraction

y- CO2 mole fraction

Table 11 13C(CQy) source signature of fuel types and biosphere as used in the model. The isotopic
signature of the biosphere follows the findings of Ballantyne et al. (2011) for Europe. The assigned
isotopic fuel values were chosen from mean measured isotopic signatitesl@tberg (Kaul,

2007 and unpublished data) or if not available, are similar to isotéjii¢CQy) values reported in
Andres et al. (1994) or (for biogas) Widory et al. (2012).

Emission source Urr;i, Uf,j O Ipio U
[ 4
Hard coal -27
Brown coal -29
Peat -30
Solid waste -30
Heavy oil -31
Light oil -31
Natural gas -48
Derived gas -30
Solid biomass -29
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Bio liquid -31

Biosphere

Jan -27
Feb -26
Mar -25
Apr -24
May -23
Jun -22
July -22
Aug -23
Sep -24
Oct -25
Nov -26
Dec -27

Table 2: Tracer airacer combinations, required parameters and formula for estimation of targeted
fuel CQx concentration. In cases c) and d) we further divide fuel B0 traffic CQ and nonr

traffic COp, or fossil fuel CQand biofuel CQ, respectively. In case f) we canly estimate fossil

fuel CQ with g?*C(CQy)and therefore lack biofuel G@or a comprehensive fuel G@stimate.

Case Required Formula (for derivation see Appendix Al)

parameters

a) CQ - (%) Ww

b) CO Y W0

c) CO(tr) Y ,a . woo X @ W I w W W ® 1
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d) CO(bf) Y L W o0 A ® AR ® O W (Al o
+ 13¢-CO, 9 I Y 1 1
e) it3C-COz 1 W I W @ @ I o
T 1
f )HCPO, p“Cer, ) w 30 3> 0 w 30 3> 0 w 3 0 3> 0
o Coio ® 3> 0 pTTT
1
2 Table 3:Magnitude, physical reason and reference of parameter variation, which are included in
3 Fig.57
4
Component Variation (random) Physical reason for Reference
variation
Ytot, Ybg 0.05¢ mo | / mo Measurement Hammer et al.,
uncertainty 2013
Umeas Ubg 0.05 a Measurement e.g. Tuzson et al.,
uncertainty 2011; Vardag et al..
2015
Xtot 15 nmol/mol naturalCO sources Gros efal., 2002;
and sinks Vogel, 2010
Ubio 2 a heterogeneity of cmp. to Pataki et
biosphere al., 2003
0B*Cineas 3 *Chg 5 a Measurement Mclntyre et al.,
uncertainty 2013
o3*Coio 5 & heterogeneity of ~ cmp. Taylor et al.,
biosphere and turn 2015
over times
o3 *Co 104 Source/Age of --

biofuels
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14
15
16

-- Footprint or source
H) Fa  and Submonthly mix change

a variation already

included as only

monthly median

values are used, bu

parameters vary at

an hourly time scale

=T =5
<

Table4: Mean difference of tracdrased estimate and modelled (as correct assumed) fuehCO

e mo | /fanthé tracers CO and'3C(CQ,) for different sampling strategies and respective
standard deviation (both determined from a Gaussian fit tditfezence histogram) for an urban

setting (here: Heidelberg). Depending on the random selection of grab samples, the bias of the
calibration with annualy distributed grab samples is sometimes positive and sometimes negative.
Therefore, the mean absoluiference between the modelled and calibrated value was determined
inaMonteCar | o si mul ati on x@nidn ifsr aretn od fe dt lwe t he an fiv
bias does not have a unique sign. The standard deviation denotegitheulncer t ai nty
difference, which is always dalirectional. Note, that we only show the results for CO and
113C(CQ), since the results when using a combination of these tracers is very similar to those of

the1 13C(CQ) -method. Measurement uncertainties are included icalibrationmethods.
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Method COmole fraction UBC-CO,
Summer Winter Summer Winter
No uncertainties, monthly median
o 00+x21 -0.3x20 0.0 £0.7 0110
values known (as shown in Fig. 1)
Measurement uncertainties include
monthly mediarvalues known (as -02+£43 -03zx37 -0.1+£35 0.0 4.2
shown in Fig. 5)
Calibration with
integrated samples -4 0.8+49 -07+40 -24%52 -18%51
(method 1)
Calibration with
o n=24 +1.2+53 +15+47 +0.8+4.0 +1.6+4.9
annually distributed
grab samples
n=96 +1.1+52 $13+45 +0.5+3.8 +1.1+45
(method 2)
Calibration with
n=24 +12+53 +15+47 +16+46 11649
seasonal grab samp
calibration
n=96 +08+48 +1.1+43 +09+43 +0.8+4.3
(method 3)
Seasonatvent n=24 +2.1+6.1 +20+51 #1.2+43 +19+51
calibration
(method 4) n=96 +1.5+56 +£1.9+49 +1.1+4.2 +1.3+46
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Table Al: Annual or haljearly (summer = S, winter = W) averaggif'C(CQy), + °C(CQy),

pC O/ prtds and mean fraction of G@nd CO relative to total GGand CO offsets as used

in our model study for the measurement site Heidelberg for the year 2012. BiogH@(@QD,)
values are based on Ta ydraioancthe fractiomof CRahd @) . The
offset were taken from the STILT model runs, which were fed with anthropogenic emissions from
the EDGAR emission inventory. Note, that fractions of biofuels in traffie @@issions are not
included. U val ues weotopic vdlee rtoi each fliel type ana sveightopan i n g
these depending on the respective share of the fuel type to total fual €@ measurement site.

Thet -values of the biosphere are the hafrly mean values from Table 1. Analogously(&hd

q“Cyx) valueswere derived by assigning an emission ratio CQ/@@dgt*C(COy)value) to each

emission sector and weighting these depending on the respective share of the emission sector to
total fuel CQ at the site.

Emission group  p“C-CO, WBC[ a] 'Y= % of gCO2 % of gaCO
[ 4] S w o (®COMWC oy g W
[Ppb/ppm]
Fuel COz -995 -31.5 -335 7 50 80 100 100
Fossil fuel CQ -1000 -32 -34 3 45 70 50 37
(excl. biofuels)
Biofuel CO, 90 -27 -28 30 5 10 «a& a
=50 =63
Fuel CQ excl. -990 -31.5 -33.8 7 35 67 70 80
traffic CO; (but
incl. biofuels)
Traffic fuel CO -1000 -31 -31 7 15 13 & a
=30 =20
Biospheric COz 60 23 -255 0 50 20 0 0
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Heidelberg

I Winter o
Winter
8004 (a) 002 [ Ssummer 8004 (b) cO Summer
800 winter Summer: 6001 winter Summer
u=-1.5 ppm u=-0.5 ppm p=-0.3 ppm u=-0.0 ppm
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et
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1800 ‘
I \inter [ winter
8004 ] 14 ]
(e) 8"°C(CO,) i Dsummer 18004 () AMC(CO,) (2] Summer
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4004 45=10 ppm 16=0.7 ppm 8001 15=03 ppm 16=0.3 ppm
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200
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Difference fuel CO, [ppm]: model - estimated

Figure 1: Histograms showing the differences between the moueledO, (assumed as correct)
and the tracebased estimatddel CO; for the year 2012 for Heidelberg using the different tracers
and tracer configurations listed in Table 2. Differences result frorrrutihly variations of
parameters. Note the differedaxis scale. Darker colors denote the winter periods and lighter
colors the summer periods (see legend). The distributions were fitted with a GausanalntHi¢

shift (¢e) and the standard deviation (G) for

© 00 N oo o b~ W

10
11
12
13
14

histograms do not follow Gaussian distributions (especially*fG(CQ,)due tonot normally

distributed biofuel C@contributions within one yearye also give the Interquartile range (IQR)
in the figure to remind the reader that the uncertainty may berestoeated when using the
Gaussian standard deviation for uncertainty analysis.CQ mole fractions are given in parts per

million (ppm)

summeris 1% mo |

famd éof winteris 1€ mo | / mo |
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Gartow

Il Winter 14001 [ Winter

800+ [ Summer
(a) COZ 12004 (b) CO Summer
600 1000
Winter Summer Winter Summer
400 u=-0.8 ppm u=-0.9 ppm 800 p=0.0 ppm u=-0.1 ppm
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1 Difference fuel CO, [ppm]: model - estimated

2 Figure 2: Same dsg. 1, but for Gartow. In Gartow, medimel CO, for summeris2 mo | /ando |

3 forwinteris4e mol / mol
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Berlin
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Difference fuel CO, [ppm]: model - estimated
1

2 Figure 3: Same dsig. 1, but for Berlin. In Berlin, meafuel CO, for summer is 22 mo | /ando |

3 forwinteris27¢c mol [/ mo |
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Figure 4: Sensitivity analysis: Median difference between the modelled fuea@the tracer

based estimated fuel GOvalue (yaxis) at a typical urban site (Heidelberg) when using
@Oest mat i
parameters/variables used in STILT. The error bars given at x=0 (assumed value = model value)

parameters/variables for fuel on (Aassumedo) devi ati

denote the Intequartile ranges (IQR) for all-gositions. If the IQRs vary depending on the

assumed value, therers (IQRs) are drawn as shaded areas.
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Heidelberg - with measurement imprecision
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Difference fuel CO, [ppm]: model - estimated

1

2  Figure 5: Same dsig. 1, but now also including measurement imprecision.
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2

Figure 6: Same dsig. 2, but now also including measurement imprecision.
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