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Abstract. Immersion freezing is an important ice nucleation pathwaplived in the formation of
cirrus and mixed-phase clouds. Laboratory immersion freegxperiments are necessary to deter-
mine the range in temperatur€)(and relative humidity (RH) at which ice nucleation occunsl &0
quantify the associated nucleation kinetics. Typicaligthermal (applying a constant temperature)
and cooling rate dependent immersion freezing experimaetsonducted. In these experiments it
is usually assumed that the droplets containing ice nunkgagrticles (INPs) all have the same INP
surface area (ISA), however the validity of this assumptiothe impact it may have on analysis and
interpretation of the experimental data is rarely questibescriptions of ice active sites and vari-
ability of contact angles have been successfully formdl&tedescribe ice nucleation experimental
data in previous research, however, we consider the abilitystochastic freezing model founded
on classical nucleation theory to reproduce previous tesuld to explain experimental uncertain-
ties and data scatter. A stochastic immersion freezing hizstked on first principles of statistics is
presented, which accounts for variable ISA per droplet ass parameters including the total num-
ber of droplets i) and the heterogeneous ice nucleation rate coefficigat,l’). This model is
applied to address if (i) a time and ISA dependent stochastizersion freezing process can explain
laboratory immersion freezing data for different expeniaé methods and (i) the assumption that
all droplets contain identical ISA is a valid conjecture w#ubsequent consequences for analysis
and interpretation of immersion freezing.

The simple stochastic model can reproduce the observedaimdesurface area dependence in
immersion freezing experiments for a variety of method$iaag droplets on a cold-stage exposed

to air or surrounded by an oil matrix, wind and acousticadlyitated droplets, droplets in a con-
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tinuous flow diffusion chamber (CFDC), the Leipzig aerodold interaction simulator (LACIS),
and the aerosol interaction and dynamics in the atmosp¢b\j cloud chamber. Observed time
dependent isothermal frozen fractions exhibiting noneeemtial behavior can be readily explained
by this model considering varying ISA. An apparent cooliaterdependence ofe; is explained by
assuming identical ISA in each droplet. When accounting$a@x Variability, the cooling rate depen-
dence of ice nucleation kinetics vanishes as expected fiagsical nucleation theory. The model
simulations allow for a quantitative experimental undettaanalysis for parametey, 7', RH,
and the ISA variability. The implications of our results #perimental analysis and interpretation
of the immersion freezing process are discussed.

1 Introduction

Ice crystals in tropospheric clouds form at altitudes wheraperatures fall below the ice melting

point, also known as supercooled temperatures, and foittmmglin which water partial pressure ex-

ceeds the saturation vapor pressure with respect thcamﬁdmndﬂelmt_egg_aﬂ H nd Baker,

). Cirrus or mixed-phase clouds consist entirely ofdgestals or of ice crystals coexisting

with supercooled aqueous droplets, respectively. Thesalslcan significantly impact the global

radiative budget and the hydrological cy(iLe_(B_li ﬂ@s@m&nﬂ&hﬂu;_lﬁ b_._thnA al.,
|;0_0ﬂ)] L_LLel_a|i [;O_d JL_o_ Lohmann and H&Hﬁj@laojélﬂjﬁﬂsgn_feid_eﬁl_@}m , however,

their formation is not well understood or constrained inud@nd climate model$ (Boucher et al.,

). Ice nucleation precedes the formation of ice crgstdbmogeneous ice nucleation occurs
from supercooled aqueous aerosol particles or cloud dsopt formation can also occur at tem-
peratures higher than the homogeneous freezing limiateiti by insoluble particles acting as ice
nucleating particles (INPs). Heterogeneous ice nucleatam occur when INPs are immersed in
supercooled aqueous droplets, termed immersion freewingn INPs make physical contact with
supercooled droplets, termed contact freezing, or whentcteates on INPs directly from the su-
persaturated vapor phase, termed deposition ice nuabedtics impossible to observe in situ ice
nucleation in the atmosphere and very difficult to infer treenucleation pathwa @003;
[I:I&gg_a.nd_lia.kljl;_ngg). Despite the established importaiite ampact of heterogeneous ice nu-
cleation on cirrus and mixed-phase cloud formation, it isinoluded in global radiative forcing

estimatesl (Myhre et LL;dlS).

Laboratory studies are necessary to investigate at whistmihdynamic conditions, i.e. temper-

ature,T’, and relative humidity, RH, and by which mode ice nucleatonurs for predictive use in
cloud and climate models. This study presents a newly dpeelmodel simulation applied for anal-
yses of previously published laboratory immersion fregziata obtained by different experimental
methodologies. It allows prediction of atmospheric icetiphr production under relevant scales of
time and INP surface area (ISA).
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Classical nucleation theory (CNT) is currently the onlyikke physical theory to describe ice
nucleation. Simply stated, CNT quantifies a maximum Gibbs fnergy barrier corresponding to
the minimum number of water molecules in a cluster that hle twvercome to initiate ice nucleation

dPruppther and KIHI, 1§97). Cluster formation and thagsnucleation, occurs stochastically and is

dependent on time, and in the case of homogeneous ice nucleation, the supeddayuid volume,

V. . 0) parameterized the theoretical homomenéce nucleation rate coefficient,
Jhoms @s a function ofl" and water activitya,, (a,, = 1.0 for pure water and., < 1.0 for aqueous
solution). This approach yield#,.m, to be independent of the nature of the solute and avoids the

weakness of the capillary approximation in CI‘LILLELuppﬁ.dnEtISLeIItJ_lQ_Qb).

Immersion freezing can be described by CNT by reducing the énergy barrier due to the pres-

ence of a solid surface. Ice nucleation remains a stochastoess, but is dependent on the available

ice nucleating surface ared, instead ofl”/ dﬂugp_ammmqllo_bﬂsl&k LzLjOW). The
heterogeneous ice nucleation rate coefficiéiy, is a physically and experimentally defined param-
eter which gives the rate of nucleation events for givenasgrfarea and unit tirrlmpmmrt
) parameterizedhe; as a function ofl’ anda,, following |lKoop et al. MO) using direct mea-
surements offhet andJpet derived from previous studiels (Archuleta e|t|Léd)05 N@_ﬂ 2011a,

|2Q1H.ngg_61_€4 L_2Q13) Known as the based immersion freezing model (ABIFI\MLHL

),Jhet can be derived for different types of INPs such as mineralsjusganic, surfactant and

biogenic, applicable fai,, < 1.0, and independent of the nature of the solute. The ABIMF islisho
tic and computationally efficient description of the immensfreezing process for prediction of ice
nucleation for atmospherically relevant conditions angligpble for a variety of experimental meth-

ods, including the droplet-on-substrate approchh (Zobtial|.,|;O_Q|7I Knopf and ForreJt r, 2011,

rt et I|LOL]6UA lannone g]l &I., Zblll' Murray JalJ_e_O;_HBroadlev et AILLQII . Ri tal.,
), oil-encased dropletls_LMULLa;Le} Mdlmmd LZQlIZIJALnghI_a.nd_EelLL 13)

d|fferent|al scannm calorlmetrL/ (Marcolli et|<’llu_2£|)JHlnl|_e_t_aI| l_ZQl|2), and continuous flow diffu-

S|0n 21 Archuleta [a_.,j(b(ﬁ; Harlmar_ahlmlll Kulkarni et AIL;O_& Wex etlal

). These previous studies represent a subset of a moatidsrselection of experimental meth-

ods and designs.
Different parameterizations of,et exist.|_ZQb_Li_s_t_e_t_alI.|_(29ﬂ)7) investigated droplet freezimitj-
ated by organic surfactant monolayers and parameterizeetriexentally derived/,,¢; values using

parameterizations of the Gibbs free energy and diffusidivaton energy. Reduction in the Gibbs
free energy barrier is described by the parameter knowneasahtact angley, which is defined as
the angle of contact between an ice embryo and substratausgied by the liquid parent phase and

derived by the balance between interfacial surface teristmeen the three (Pr her and Klett,
). It was found that a single value efcould not reproduce the experimental freezing data
for organic monolayers, but when allowingto be a linear function of’ the data could be rep-
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resented| (Zobrist et LlleOﬂ, corroborated by othersfandifferent INPs |((Knopf and Feresker,
|2Q1.{|_Alp_en_e1_all|._2QﬂQ l:LAALeIll_eﬂa{L_ZSI)LZ._RJQQ_JtM) It is important to note that a self
assembled organic monolayer is a completely uniform sarfeevn to the molecular level, i.e. the
notion of different ice active sites present does not a[lﬁ_l&\_lﬂ_sh_el_éllﬁd_:ﬂp_omiﬂo_eﬂ al.,
|L9_9j; Majewski et AIL;QJBS). For particles that have an eneworphology, cracks, pits, or ridges
such as mineral dust, a singlevalue has been shown also to not reproduce experimentajalgta

Marcolii et al | 2007| Liitind et al.. 2010: Niedermeier etiaD11bi Welti et al.| 2012: Rigg etlal
M; Niedermeier et JaIL_Zdllé_l Wheeler glt|a|_._£015). Ulﬁmr_isj_ej_a]. [(;0_d7), some of these

studies do not consider thatcan vary with7", but instead randomly distributevalues on particles

immersed in droplets while using all the other same paraizatens (i.e. the Gibbs free energy and
diffusion activation energy) to calculatge; and not experimentally derivé,e. This procedure is
similar to distributingJye; values over different droplets containing INPs as dong@h.
JZQ;&) an(JLI:LQLb.&LI_eLaJ_(sz). These are successful apipes to describe the freezing data lead-
ing one to think that allowingy to be a linear function of” or distributinga across particles are

in principle the same, both resulting in the necessity tongkathe contact angles to represent the
freezing data. However, application of these frameworkscanceptually and mathematically very

different and in fact result in very different interpretats of the data and underlying ice nucleation
processes. The method|_o_f_Zo_L1r_L$1_eJt Ia.L_dOO?) derives desautinuous function ofhe(7") for a

specific particle type, while an active site approach rargatistributes multiple/,e(7") functions

across particles and their surfaces. In other words, oneitiaer use a singldne(7") function (i.e.
not applying a single: value) or use multiplehe(7") functions (different only by utilizing different
values ofa), constituting completely different pictures of ice nuatien. One major advantage of
the ABIFM approach chosen here is that it uses a single fomaf J,e(7") and avoids any use or
calculation ofa and instead uses water activity as a parameter. It inhgrafitws « to be both

T dependenl].(ZQtlLle_e_tJaL_ZdOY) or distributed in a patmbpulation (an active site approach).

A caveat to our approach is that it cannot make a statemenit e active site distribution. An-

other advantage of our approach is that ABIFM can be useditsimaously for immersion freezing
from pure water and aqueous solution droplets. When usingBiEM, a uniform ice nucleating
surface is not assumed, however, a single functiofaf’) for a single particle type is assumed to
describe the experimental data without invoking the presef different (rare) and non-detectable
ice nucleating sites or components present in some but indrtogilets.

The major difficulty with a variety of experimental techné&gis how accuracy and uncertainty of
T, RH, t, and A are assessed and how these uncertainties affect extiapaétaboratory derived
ice nucleation parameterizations to atmosphericallywegleconditions. Previous investigations have
developed state of the art instrumentation and methodsrtstizin uncertaintiei (Connolly etlal.,
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). Additionally, progress in understanding ice nuitgabehavior has been made by validat-
ing empirical parameterizations or models based on theegiraf ice active sites, i.e. that surface
sites on a particle have variable ice nucleating efficies)aan be used to reproduce experimental

data. However, there is no physical basis for these int&toas I(Niedermgier et Lal 2le) and

they may be inherently constrained to the investigated eaofgl’, RH, ¢, A and concentration
of INPs from which they are derlveJ:LLRJgg_eJ ﬁbhi_lsﬂgmm_e&bmb) These include
the multi-component mod 11), the tinepehdent freezing rate parcel model
(Valiand SnidglrI_ZOiS), parameterizations of INPs per Iag air JDQMQII et aHLO_JJO), the-
PDF model|(MarcoIIi et AILZQ(I)JE:_LﬂQnd_eﬂMm) the\ecsite model|(MarcoIIi et eLIL_ZQb?

[Lugnd_el_al L2Q1|0) the singular descrlptlm)au_;l.ldlmﬁmlm_al I_ZQ_dd_Alp_enﬂ_iiL_ZQ;llla
IE @ [ZD_O_éI_MuLLaLe_I_al L_ZD_ih.J_HJLa.numa_eJ E.L._ZblS) tirelsoccer ball modtJ_L(NLe_dQngLer_ek al.,

). According to the singular hypothesis, the numberctife sitesn,(T'), is dependent off’
only and neglects ice nucleation kinetics. We suggest thididr analytical efforts regarding ice nu-

cleation kinetics can improve our understanding on the gorng parameters of immersion freezing.
The immersed ISA per droplet is important for experimentaivétion of Jhe; and for deriving

empirical quantities such as (7") or fitting functions and their parameters. In previous expental

studies, droplets for ice nucleation experiments wereatispd from a bulk solution containing INPs

g all, 2012; Rigg etlal.. 2013; Wright and Pet264.3{ Herbert et al, 2014; Diehl et al

). In other investigations, solid particles were selected by their electrical mobility and then

injected into, or continuously flown through, an ice nudl@atchamber where water condensa-

tion precedes ice nucleaticjn (Archuleta elt @MMLZQ]I&M&L&L&LHJ&Z
|lALeLti_e_t_a.l|. ,LZQlIZbALex_e_t_iLILZQIM). In these studies andettbat used polydisperse aerosol (e.g.

Niemand et AI| 2(212), surface area calculations assuraggdlticles with the same mobility diam-
eter are spherical with identical surface area. Despiteahsumption, advancement in accounting

for particle size variability considering multiple chadgearticles in ice nucleation experiments has

been mad ile ; in- i La.LJZGﬂiowever, extensive theoretical and
experimental literature exists on aerosol sizing instnotagon and morphology characterization,

which consider particle density, void fraction, shape alattacal charge effects implying their
non—sphericitykDe_C_adQ_el_HL_deA:M @Mﬁjﬁﬂ

8). In general, neglecting these effectsinfeyence surface area estimates. Surfaces

of particles may differ depending on different generatechniques, and previous studies have made
progress in understanding why or why not these result iredifices in ice nucleation efficiency

for particle types such as hematiLe_(HiLa.numa_leIJ_alJZOEmka kaolinite [LLL]_Qnd_e_t_JlILZQhO),
KGa-2 and KGa-1b type kaoIiniteI; (Pinti e] Mﬂ), N)itellJPinti et aI.I_ZQlH:_I:[LLa.Dum;’i_e_IJaI

), or Arizona Test Dust (ATD) (Marcolli et HI., 2(})&7; Mermeier et AI 2011a). In the present
study, we consider laboratory generated particles of i SL_ZQh3), NX illite

(Broadley et al., 2012; Diehl etal., 2014), KGa-1b kaoknind K-feldspar (Herbert etal., 2014),
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Fluka type kaolinite14) and natural dhst thaed et AI., 2012) each with their own

respective generation method and argue that accurateifigegtitn of ISA is crucial to discriminate
how surface properties affect ice nucleation efficiencegiently, distributions of immersed ISA
per droplet are typically assumed to be monodispersed,ath&r words, each droplet is assumed to
contain identical ISA. Furthermore, the number of dropsgiplied in an ice nucleation experiment
may also affect the significance of the freezing data and ititespretation of the experiment. It is
necessary to question if a potential variability in ISA ardhe assumption of monodisperse ISA
and a limited number of observed freezing events becomerianpidfor interpretation of immersion
freezing experiments with subsequent ramifications foathedytical ice nucleation description.

We introduce a newly developed model simulation in whichnaeleation is treated explicitly
as a stochastic process applicable for isothermal andngpadte experiments. Previous experimen-
tal results using different experimental methods are satedl and compared for a wide range of
atmospherically relevant conditions. However, this asialys applied to laboratory generated parti-
cles only and may not be applicable to field or natural santpéesiuse of the difficulty to separate
INPs from others. Sensitivity studies on frozen fractiotadand experimentally derived,e; are
performed as a function of ISA assumptions, the number gbldte employed in the experiment,
T, and RH. The validity of typical assumptions of ISA varidtyiland uncertainty are tested. Then,
a detailed analysis of the ability of the model simulationgproduce experimental results with strict
uncertainty estimation is presented for 7 independent irsime freezing studies utilizing 8 different
instrumentation: (i) droplets on a cold-stage exposedriqigidroplets on a cold-stage covered in
ail, (iii) oil-droplet emulsions, (iv) droplet acousticdgation, (v) droplet wind tunnel levitation, (vi)
the Leipzig aerosol cloud interaction simulator (LACIS)j)a continuous-flow diffusion chamber
(CFDC) and (viii) the aerosol interaction and dynamics ia #tmosphere (AIDA) cloud chamber.
A rigorous uncertainty analysis of the ice nucleation kiceetor typical ranges in experimental con-

ditions is presented and discussed for laboratory apitat

2 Immersion freezing model based on classical nucleation ¢ory
2.1 Simulation of isothermal freezing experiments

Stochastic immersion freezing simulations (IFSs) arequeréd to evaluate the effect of variable
ISA on droplet immersion freezing experiments conducteth@laboratory. As discussed above,
different droplets in a laboratory experiment will possdgterent ISA. To account for this fact,

ISA in each simulated droplet is sampled from a distributimmimic this variability. Surface area

can be any real positive value and can change by orders ofitndgnFor this reason, a lognormal
distribution can be assumed with the most probable ISA bdingr a mean distribution parameter
p =1n(Ag). The distribution width parameterds= In(ogy), whereogy represents the factor by which
ISA can vary. A different distribution can also be assumethwhnowledge of experimental meth-
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ods used in particle generation, e.g. assuming a bipolageldistribution for electrical mobility
diameter selected particles. Knowledge of ISA for each ldtogan be directly used as an alterna-
tive without a need for random sampling. Droplet freezingisothermal experiments can then be
described by

5Nufz = JhetAtot(;t ) (1)

whered Ny, represents the change in the number of unfrozen dropletsaafertain interval of time,
0t, and Jet is the heterogeneous ice nucleation rate coefficient. Ttad dvailable 1SA isA =
>~ A;, whereA; is the ISA in thejth droplet. An assumption typically made is that all droplet

contain the same ISA, oty = AqNuz , Where Ay is the ISA for all droplets (e.g. Marcolli et al.,
whumdﬂAILmiiﬂmmm& dmmmkbmhiammubd&. Using
this assumption and assuming a continuous differentiabin() leads to,

dn, ufz
N, ufz

= — JhetAgdt. (2)
Integrating Eq[(2) further results in the commonly used-eggion for the fraction of frozen droplets,

N;
frz= 2 =1— ¢ hadet, (3)

The form of the expression given in Edl (3) is used in manyistudlthough modified slightly
i

when considering multiple components or contact angleibigtons (e.g. Niedermeier et )10;
I 201,]J' Broadley et |al| Zd) 2; Ri tom)d when particle or droplet sizes are

discretized or binned (e.b_MaLc_QLLLeﬂzJ.L_Zb ile tlmlﬁl)). The major weakness of this

exponential form to describf; lies entirely in the assumption it is based on, i.e. it is ordlid if

the ISA is exactly the same for all droplets considered. Whkimg into account individual droplet
ISA for all droplets, this formulation is not valid. Thus,@jeation of this formula to interpret ice
nucleation studies, or use in mathematical frameworkitlgtispeaking, is also invalid when ISA
on a droplet per droplet basis is different.

The ISA in a single droplet is a measurable quantity with aesponding measurement uncer-
tainty. It is unlikely that every droplet prepared in an imsien freezing experiment has identical
ISA. For the same particle type, there will exist a syste&iA uncertainty with respect to a par-
ticular droplet preparation technique. This systematiceutainty isoy and can be determined by
directly measuring ISA in a population of independentlyganed droplets. Since the ISA variabil-
ity may not be typically resolved in previous experimentsiraplet freezing simulation must be
employed to model ice nucleation for interpretation pugsodo accomplish this, freezing of each
single droplet is assumed to be stochastic, or in other wahése exists a probability of thih

droplet to freezep’; «,, within 6¢. The probability for a single droplet not to freezg,r, is realized

as an exponential decay |3LAL(EI’_UQD_a.Qh_e_I’_a.D_d.| .JJ.Q.QI?) and therefore,

Pj,frz =1- Pj,ufz =1-— efjhetA]’(;t' (4)



A time and surface area dependent immersion freezing psaekish follows CNT is assumed and
as a result, all simulations emplole; having units ofem =2 s~1. However,Jyet does not explicitly
depend on time and ISA, but dhanda,,. A droplet can either remain in an unfrozen state or freeze
240 and therefore, is described exactly by a binomial distidwyB (k;n, P; #,), with parameter®; 1,
given by Eq.[(#) anch = 1 meaning that only one trial is given for an individual drdptefreeze in

ot. A randomly sampled numbeét,= 0 or 1, is obtained from the distribution

B(kin=1,Pj5;) = Pﬁfrz(l _ Pj,frz)l_k -

for each droplet with a normalization prefactot/(k!(n — k)!) = 1. Whenk = 1, freezing occurs

245 for thejth droplet and ifc = 0, the droplet does not freeze and anoth& sampled in the next time
interval. For a collection of multiple droplets, the numloéfreezing events that occur in a given
time interval isny, and the cumulative sum as a function of timeNig, (¢). For a single IFS starting
with Nig liquid droplets, the fraction of unfrozen dropletsfig,(t) = 1 — Nz (t) /Niot.

Arecord ofng, and corresponding droplet ISA, i.4,, is kept for a single IFS. This record can be

250 thought of as a simulated experimental immersion freezatg det, i.e. it gives a record of droplet
freezing time while trackingl;. Due to the stochastic nature of nucleation, repetitiorsofliermal
IFSs will not result in identical values gf;, overt. Likewise, repetition of a laboratory experiment
will not result in exactly the samfy,(¢) curve. Therefore it is necessary to repeat the simulations i
order to reveal a range d¢fy,(t) values of which the mean unfrozen fractigfy, (¢), can be derived

255 from all simulations. We choose an ensemblelof IFSs to accurately determingy,(t). This
procedure is a basic form of a Monte Carlo method and yielgguand lower percentile boundssat
and95 % serving as a stochastic uncertainty of the immersion frepgiocess. We define stochastic
uncertainty as the scatter in the data due to the occurrdmaadom (i.e. stochastic) freezing events
upon repeat experiments as a result of a set number of oloseezing events.

260 An ensemble of IFSs, referred to as a model simulation, reguihe selection of parameters, e.g.
Niot, Ag, g, andJner. FOr demonstration purposes, the parameter choice isambiHowever, when
reproducing a laboratory derived data set, a parametartszigrocess is applied. Parameters which
can be directly accessed from previous laboratory studiegirst selected to mimic experimental
conditions. For example, if a study reports that 100 drepletre examined in an immersion freez-

265 ing experiment, themVi,; = 100. Some previous studies report only average ISA per droglgt,
and neglect information for estimatirg. If A, is reported ag.1 x 10~ cm?, then for simplicity
we setdg = 7.1 x 10~%cm?. For all studies in which a parameter or multiple parameaeesnot
available or readily calculated, the model derivigd or f4, are fitted simultaneously to experimen-
tally derived fus, or f,, and either critically assessed whether or not the pararhest reproduces

270 experimental conditions or the fitted parameter value ispamed with independently derived val-
ues from other published literature. We define ‘model defite refer to calculated frozen fraction,
unfrozen fractions odye; Values which are not model input parameters. Details alhauselection

of parameters or whether or not parameters are or are ndtfiiit@ach simulation will be discussed
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in results section 3. In many isothermal immersion freefihgratory studies, droplet freezing con-

tinues over time when all other conditions remain constagtat constani’ S,

|2Ql§l§ LMMLL&)LQL{J L_ZQ:[LB_LO_adLeLe_d Mhz_uﬁbmlsbmﬂ) Therefore, thée parameter

is selected to be constant for isothermal IFSs.

2.2 Simulation of cooling rate dependent immersion freezig experiments
2.2.1 Experimentally derivedJye for model input

When a cooling rate is applied in model simulations, dropkstZing is simulated in discrete temper-
ature intervals and thereforke; at every step is required for derivirfg s, In this study, only water
droplets are considered and therefore, it is assumedthat 1.0 and J,et becomes a function df
only. Ideally, experimentally derivedhe(7") should be used for prediction of immersion freezing.
However, these data sets are usually limited'irange and are discrete in nat Ipert

) compiled experimental data which was parameterzea continuous function ovér fol-
lowing the ABIFM expressed as,

|0910(Jhet) =mAay +c, (6)

wherem andc are slope and intercept parameters, respectivelyfandis the independent variable
following the formulation oml 0). Th&a,, at which a droplet freezes is calculated
by subtracting the,, of the droplet & 1.0 for pure water) from the water activity point that falls on

the ice melting curveyy, ice(T), at the same temperature or

Aay = Gy (T) — Qyy, ice(T) 5 (7)
where
G, ice(T) :pice(T)/pono(T) , (8)

and pice(T) andp°n,o are the vapour pressure with respect to planar ice and watgrectively
(Murphy and KQQL)L 2Q§L5).
Resulting calculations from Eq$.](6) {d (8) are not compaitetly demanding and conveniently

derive Jhe(T') for model input. Details about parameter selectionyi:@andc, the treatment of ISA
variability or whether or not parameters are or are not fittdtlbe discussed in the results section
3.

2.2.2 Simulated droplet freezing

Cooling rate dependent IFSs are performed to evaluate fibet ef stochastic freezing and variable
ISA in laboratory immersion freezing experiments. Agahe tSA for a single droplet is sampled,
however, Eqs[{1) andl(4) are modified to

5Nufz = —TJhet(T)(ST ) (9)
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and
Aj
Pj,frz =1- Pj,ufz =1- e_TJhet(T)(STa (10)

respectively, wheréT is a temperature interval and= §7'/6t is the cooling rateJye(T) is calcu-
lated from Eq.[(b) and used in Ef.{10). Once the probabititytie;jth droplet to freeze is calculated
for all droplets, freezing is determined by sampling frBit; n, P; #,) (Eq.[3). The number of freez-
ing events that occur in a giveq” is ng,, and the cumulative sum as a functiornfofs Ny, (T") and
used to calculate frozen fractions of dropléeftg,(T) = Niz(T)/Niot. Similar to isothermal freezing,
a singler dependent IFS yields a droplet immersion freezing recoedogous to an experimental
data set. In this case, the record of droplet freezing angesponding4; is a function of7". The
average frozen fraction for0®> simulations,f;,(7T), is calculated along with percentiles @&nd
95% used as a stochastic uncertainty.

It is important to note that application efdependent IFSs presented here do not require the AB-
IFM, as itis only used as a parameterization of previoushlished immersion freezing data sets to
calculateJne(T"). Any other publishedine(T") will work equally as well. The ABIFM parameteri-
zation is INP type dependent and suitable for saturated alpsbsurated conditions, i.e,, < 1, or
RH < 100%, if the droplet is in equilibrium with the water vapor pha3éerefore, the ABIFM is
a useful and convenient tool for model inplyt( 7).

3 Results and discussion
3.1 Isothermal model simulations of individual droplet freezing experiments

Figurela shows and95 % bounds off,;; from 4 model simulations for differemY;; applying either
uniformly equal ¢4 = 1) or lognormally distributeddy = 10) ISA per droplet as given in Tablé 1.
Two of these test cases, Isol and Iso2, have uniform ISA lestliting inf,, (on a logarithmic scale)
linear witht¢. However, the spread of tlieand95 % bounds is much wider for 1Iso2 haviige; = 30
than for Isol havingVie: = 1000. It is clear that a larger spread in simulatgg is entirely due to
applied smallerNVy. This implies that a laboratory experiment using a smajt, is statistically
less significant compared to an experiment with greaigr. A single experimentally derived,s,
curve under the same conditions as Iso2 will fall anywhete/een the upper and lower bounds, and
thus may even appear to deviate from a log-linear relatipnaver time. Therefore, interpretation
about the nature of the heterogeneous ice nucleation wd&wes the slope of,, over time for an
experiment using smalVi,; should be conducted with care.

Model simulations Iso3 and Iso4 are shown in Fiy. 1a whege= 1000 and 30, respectively,
and the ISA per droplet is sampled from lognormal distriaitwvith oy = 10. In 1s03, fur, signifi-
cantly deviates from a log-linear relationship withn Iso4, the same curvature exists, however the
percentile bounds are much wider due to applied smaljgr It is important to note thaf}e is the
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same and constant for all simulations shown in Elg. 1a. Théeation rate of eaclith droplet can
be calculated asynet; = Jnetd; with units ofs~!. The droplets having a larger or smaller ISA will
result in larger or smallewne j, respectively. The fact thaf, is linear forog = 1, the curvature
effect in fur, seen forog = 10 must be entirely due to ISA variability. This is because t&tgpwith
greater values afinet ; Will tend to nucleate more rapidly than those having smallgg; values. In
other words, the curvature ¢fi,(¢) is entirely due to those droplets having larger and smafiér |
that freeze within shorter and longer time scales, resgytiln addition, the spread in the 5 and 95
percentiles is very similar for Isol and Iso3, and for Iso@ &so4. This is seen most clearly at the
intersection of the blue and green shaded regions1(.3min). In isothermal freezing experiments,
variability in ISA will not significantly affect stochastiencertainty estimates, but will caugg, (¢)

to deviate from a log-linear relationship.

In some previous experimental isothermal immersion fregegtudies, the number of liquid droplets
and an estimate of the average ISA per droplet are providedrobe derived. However, the validity
of the assumption that all droplets possess the same |ISAely iavestigated or quantified. Simi-
larly, Jhetis not often reported. However, laboratory data do provitegportunity to test our model
for robustness while using parameters similar to thosertegan the experimental studies. In fact,
our model can also provide estimates for parameters typigateported or unavailable, such.Ag;
andoy.

Experimental data Ay Wright and Pet}é&dOlS) forisothémm@aersion freezing by ATD is very

well reproduced by model simulation IsoWR as demonstratéigrillb. Parameters for IsoOWR are

given in Tabldl and chosen to mimic experimental conditionshich droplets contained+it %
ATD held at251 K. Bounds ab and95 % of simulatedf,, are shown in Fid.J1b and envelop the lab-
oratory data. A repeat experimentwgm_aﬂd_Pét rs (POABuId result in g\, curve falling

within the percentile bounds % of the time when considering only stochastic uncertainty.

To further evaluate the validity of the simulations, thegraeters used are compared with exper-

imental conditions given iLJAALnghLand_Ee_deJLs_d013). IsoViealV, = 1000 which agrees with

the reported range of 300-1500. Parametkysoy and Jhe: used in IsOWR were fitted simultane-

ously so that the averadfy, from 10° simulations (orf ,) best reproduced observeg,. The first
parameter in question ig, = 9.5, which can be interpreted as a systematic standard err§Amile
to the experimental methods of generating or dispensinget®containing ATD acting as INPs. We
note this is different from an absolute ISA measuremenir.iﬁﬂ@gEMﬁ{(LQb) emulsified

a mixture of oil and a bulk solution of water and ATD partictesform droplets with diameters of

50-250 . The variability in ISA should scale directly with the vaility in droplet volumes (i.e.
a factor of 125 or just over 2 orders of magnitude). Additiamacertainty will certainly arise from
the variability in ATD particle numbers and the variability ATD patrticle size. The surface area
distribution and a random sampling is given in Fig. S2 forls@/VR model simulation. A factor of
125 in range in ISA is a lower estimate of uncertainty, bu¢adly accounts for about 75% of the
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total sampled droplets. While not directly definedlby Wrighd ﬂetteds (20i3), we are confident
that the overall range in ISA should be well over 2 orders ofmi@de and thereforerg = 9.5 is

a reasonable value for the lognormal distribution widthapagter employed in the simulations in
Fig.[b to reproduce the experimental data. The third patemirequestion isdq = 6.4 x 1072 cm?.
Unfortunately, an average ISA was not reporteth by Wright M[(MS), but can be estimated
using literature values of specific surface area (SSA) applthe Brunauer, Emmett and Teller gas
adsorption methocl_(ﬂLmaLEr_e_{ M%S). It is importanbate that surface area measurements
are not unambiguous due to the fact that heterogeneous aeation may involve layers of wa-
é&]&). The BET technique is one of
many in which particle surface area is measured, and can dxb tosrepresent molecular avail-

able surface arelaie_d_ian_ian_ét EI. (3013) report SSA for AEBEd iA Wright and Penérk (2(})13)

as85+10m? g~!. The ISA per drop can then be estimated from the drop volurigs and the

ter molecules interacting with surface molecu

density of waterp,,, using the equatiofgop- pw - Wt % - SSA. Considering only the variability in
Varop, @verage ISA per drop should range betwgenx 10~* and7.0 x 1072 cm?. The A4 param-
eter in model simulation IsoWR falls within this range. Flgal/,e for ATD in water droplets was

investigated bI@lZ) who reanalyzed ATD imsian freezing data by Marcolli et al.

) but did not reporfe; values. However, estimates can be made following Knopf apera

_ﬂ) accounting fofs, = 0.01 and a nucleation time assumed tollg which yieldsJhet ranging
from 5 x 106 to 1 x 102ecm 25! betweenT = 247.4 and252.8K, in reasonable agreement with
Jhet= 2.6 x 103cm~2s~! used in IsoWR a251 K.

The new model simulation presented here based entirely oh €N describe freezing experi-

ments bMﬂghl.an.d.Be.tL&rls_(Zﬁl)lS) accounting for long nticledime scales and a large number

of droplets considering variability in ISA. In addition] atucial parameters applied are experimen-
tally supported, in particulayne: Which is in agreement with independent studles (Marcoldill?t

|29_O_JYJ_E'LnlLe_t_aJIL2QZ[2). Therefore, the isothermal imiioerfeezing data set l)ﬂALLighl_and_P_e_tters

) may be explained by a time and ISA dependent stochiastizing process, in which each

droplet contains variable ISA. More experimental investiigh and model analysis should be con-
ducted to verify their agreement at different temperatuiege scales and surface areas. Droplet to

droplet variability in ice nucleation efficiency is typibaparameterized with a variable efficiency

of sites to nucleate ice, as done successfully in Wrigh 201B) or different contact angles

(e.g..Niedermeier et la' Zgﬂ]lb_;ﬂo_@die;LJtMMZ).pmbto droplet variability parameterized

in these ways and employing identical ISA can result in aateun of f;, from a log-linear rela-
tionship, similar to what is seen if Figl 1. However, usingnan ISA variability EQMI

Zglﬂ Wright and PeﬂglMlS), we reveal that the obsemedtibn from a log-linear relationship

can be accounted for entirely by the ISA distribution. Thigynimply that the droplet to droplet

variability in ice nucleation efficiency is entirely due tanable ISA.
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Figure2 shows results of isothermal freezing experimeyllsrbadlev et all| (2012) for illite com-

pared to model simulation IsoBr and experimental resul{blhsb_e_n_e_t_él.w@ for the INP types
kaolinite and feldspar compared to model simulations IsblRd IsoHE2, respectively (see Ta-

ble[d). The experimental data arfig, for all model simulations are in agreement and fall withia th
percentile bounds. Notice that the scatter in the isotheimmaersion freezing data points is much
larger than fol‘JALnghl_and_EelLLrE_(ZbB) shown in Elg. 1b. Aevipusly discussed, this is entirely
due to a smaller number of droplets used in the laboratorgraxents b)lﬂo_a.die_Le_t_liL(;dﬂ)
(Niot = 63) and Herbert et gLII_(;O_lM)\(mt = 40) and thus, may be entirely attributed to the stochas-
tic nature of immersion freezing as expected by CNT. The rsidaulations capture this effect by

producing a wide range ifi,;. Only one experiment was performed for each of the laboyatata
sets presented in Figl 2 and if these experiments were exhdat values would very likely not be
the same and may even exhibit a more linear or curved behaitlotime. Repetition of experiments
should provide better estimatesfqf, andog, but for any single experiment,; may still fall within

the given percentile bounds. In other words, additionakexpents would better define the mean of
furz and the uncertainty in the mean fif,,, but will not decrease the uncertainty bounds. Only by

using more droplets, elg. Wright and Pe tLLs_dZOB), wouldglesexperiment be more statistically

significant.
The selection of parameters and ISA distribution used iBRsare discussedV;,; = 63 applied

in IsoBR is used heri‘;(ﬂo_adiaﬂ MlZ). In the analykthe experiment “run 20” simulated
by IsoBR, the authors sub-selected droplets- 20 um in diameter from a droplet population. The
droplet volume and the ISA variability should scale to thd Bower of the droplet diameter, i.e.
by a factor of about20/10)% = 8. Therefore, the simulated ISA is assumed to follow a uniform
probability density function betweeh4 x 10~ and7.5 x 10~ cm?. This ISA range spans a factor
of ~ 8 with a geometric average @f65 x 10~ cm? as reported in Broadley et al. (2012). We note
that a factor of 8 is a lower limit of variability as any additial uncertainty in illite particle size
distribution or the numbers of illite particles per dropietnot considered. The parametéy =
2.82x 103 cm~2 s~ ! was not fitted, but instead selected in such a way that thigesirlue resulted in
futz data falling entirely within the stochastic uncertaintyilis. This value is in agreement with the
previous ABIFM parameterizationhe;= 1.25 x 103cm 25!, at the same temperature and water
activity dK_no_pf_aadAlp_e}tl;OjS). We note that the decayiofidatedf, s, over time appears linear
in Fig.[Za although the experimental data appears curved.clinvature led Broad| .(2012)

to assume an active site model to describe the data. Howeesfind that when using too small
numbers of droplets, experiments may be too uncertain teeraal¢ solid claims about the nature
of the ice nucleation process. The stochastic uncertaiotintts in Fig[Pa are sufficiently large
that the data is still in agreement with the model simulatipresented here. The ISoBR simulation
demonstrates that freezing due to illite can also be de=gtily a stochastic freezing approach with
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one value of/ne. Thus, laboratory derived isothermal immersion freezififjite may be explained
by CNT accounting for the stochastic nature of immersior4ieg and variability in ISA.

In the model simulation IsoHE1, parametetg, o4 and Jye are are fitted to the experimen-
tal data. The parametety = 1.2cm?, is in good agreement with experimentally derivdg =
2.4cm? reported in_Herbert etlall_(ﬁﬂ), for kaolinite using SSA1.8m?g~! .,

), 1.0wt % concentration and/grop = 1 L. [H.etb.eﬁ.el.él.t(mh) did not report sufficient in-
formation to estimate an overall variability in ISA, theved, comparison ofy to experimental

conditions is difficult. As previously discussed, a repegiegiment may result irf,;, exhibiting
more linear or non-linear behavior withwithin the calculated percentile bounds, i.e. within the
stochastic uncertainty. Figuié 1a shows that a more lineabo-linear relationship ofy, with ¢
implies a smaller or larger value of,. We note that due to the lack of quantitative information
about the variability in ISA, the assumed lognormal surfacea distribution may be over or un-
derestimated. Performing more experiments or employirggel number of droplets will decrease
the stochastic uncertainty and better constrain the cumwaif f , over time. The ABIFM yields
Jhet=1.75x10"2cm 25! atT = 255.15K anda,, = 1.0 which is within an order of magnitude
of Jhet Used in ISOHE1. The agreement between simulated and exg@ahparameters implies
that CNT may be able to explain observed immersion freezfrgolinite when variable ISA and

stochastic uncertainty is considerE_d_H_eLb_Qn_L%Lal._d)Zﬁﬂldl_M_uLLa;Lel_él.L(ZQil) came to the con-

clusion that this particular type of kaolinite, KGa-1b, isstngle-component system”, which means

that a single/ie: function of 7' can reproduce the experimental data. Our model simulakgamsto
the same conclusion, and the derivgg; value is in agreement with the independently formulated
ABIFM parameterization blv Knopf and AIoleI’_t_(ZﬁLB).

Immersion freezing data lzf Herbert el £I._(;b14) for feladdpaeproduced by the model simula-
tion IsoHE2. The parameters for ISOHE2 are given in TablehhbsE that are fitted arég, o4 and
Jhet. Average ISA for the data in Fif 2 is85 x 1072 cm?, similar to Ag = 2.0 x 1072 ¢cm? used in
IsoHE2. Droplets used {D_Hﬂ_tb_e_l’_lg M14) were dispgmgth a digital micropipet with high
accuracy, thus it can be expected that the contribution @bldt volume variability to thery pa-

rameter is low. However, it is impossible to make any estnwitry for comparison with the fitted
og due to the lack of quantitative experimental informatioo@d SA variability. As in simulation
IsoHE1, a more linear or non-linedys, curve may imply that our assumed lognormal distribution
width is over or underestimated, respectively. Howevaenjlitbe demonstrated that the samgcan

be used to reproduce the cooling rate dependent experiraefeglspar, which gives confidence
that thisoy value may be appropriate. To better constrajnmore stochastic certainty is required
by application of more droplets or conducting multiple expents. Values ofjy for feldspar in-
dependent from_emﬂall._(ﬂ)M) in the same temperednge to our knowledge do not exist
making comparison difficult.
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Model simulations IsoDI1-3 of isothermal immersion freezexperiments by Diehl et . 14)

for illite in wind tunnel levitation experiments are shownHig.[3. Simulation parameters are given
in Table[1. Only one droplet was observed in each experinaernt,approximately 45 experiments
were conducted for each of the 3 data sets shown in[Fig. 3. i$teguivalent to 1 experiment
with Nyt = 45 droplets, since droplet freezing is independent of thezirepof other droplets. Ex-
cellent agreement is observed between simulated and engueal fr,. The parametery for the
three simulations match the average surface area per dpopted inl.@@. Param-
etersog, Jhetl—18°C) and Jhel(—21°C) are simultaneously fitted to experimental data. It can be
Im. @4) likely
used identical bulk water-illite stock solutions. Therefa single fitted value ofy = 3.2 is used

expected thaty is the same for all three simulations, due to the fact

for all simulations. IsoDI2 and IsoDI3 simulate data takéfi'a= —21°C and use the fitted param-
eter Jhe(—21°C) = 1.0 x 10°cm =257 L. IsoDI1 simulated data & = —18°C uses the parameter
Jhet(—18°C) =1.8x1072cm 257 L. At T = —18 and—21°C, the ABIFM yieldsJhet = 1.8 x 102
and2.6 x 10~ cm 257!, respectively, and is in excellent agreement with derivades in IsoDI1-

3. An adequate constraint ef could not be established due to a lack of information aboeil S
variability. However, it is evident that the fitteq) value may be justified due to the fact that the same
value reproduced all 3 isothermal data sets. We find thatediependent and stochastic immersion
freezing process may reconcile observations when varl&#es considered.

Depending on ISA variability, trajectories of model dedvg, over time are significantly altered
and thus assuming identical ISA may not be valid. It is wethkn that immersion freezing depends
on surface area, i.e. an increase in ISA translates to ardserin nucleation rate. However, we
note that variability in botht and ISA equally affect calculations of droplet freezing lpabilities
(Eq.[4) used in model simulations, and therefore negledting dependence will cause erroneous
interpretation of immersion freezing data to the same degsdf the surface area dependence is ne-
glected. This simple stochastic immersion freezing modebanting for ISA variability can explain
the isothermal ice nucleation data of various experimertitisowrt invoking empirical parameteri-
zations, assumptions of particle surface composition/aarather modifications in parameters and

interpretations.
3.2 Cooling rate model simulations of individual droplet freezing experiments

Cooling rate IFSs were performed to investigate the effettariable ISA andVi,; on experimen-
tally derived.Jhet and fi; as a function off’. For a single cooling rate IFS, variable ISA per droplet
is applied and used to calculak , from from Eq. [I0) in discrete temperature stefi§, and then
Eq. (B) simulates freezing. The IFS stops after sdmar when all droplets freeze, and the simu-
lated freezing record is kept detailing which droplets &azr remained liquid at each and their
corresponding ISA. This is analogous to running an immerfieezing experiment in a laboratory
setting and recording the observed number of frozen drepleice crystals as a function @t
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The simulated freezing record is treated as a freezing @afaosn which the assumption of iden-
tical ISA can be tested. This is accomplished by re-calmdat},¢; from the simulated data. These
(re-)calculations usey, the length of the time intervadt = §7'/r, and either of two different ap-
proaches in determining. For the first approachdq is assumed to be identical for all droplets,
i.e. without the knowledge that immersion freezing was s$atad for droplets with variable ISA
in the first place. This is equal to assuming a monodispergegddpulation in laboratory immer-
sion freezing experiments resulting in an “apparent” legeneous ice nucleation rate coefficient,
JEbPaentT), calculated by

T)
japparenirpy Nz ( 7 11
het E ) nufz(T)AgéT ( )

e
wherenyg,(T') is the number of unfrozen dropletsEtand Ay = nuizAg. The second approach ac-
counts for the variable ISA present in droplets resultintha“actual” heterogeneous ice nucleation

rate coefficientJ25"%(T'), calculated by

Jecway = (). (12)

A

and A = ) A, is the total surface area contribution from droplets thataia liquid. Comparing

results from Eqs[(11) an@{l12) allows evaluation of the agstion that all droplets have the same

ISA, when they actually do not. In this way a null hypothesisansidered, that is if22°**"{T") and

J2A(T) are the same, then the assumption of identical ISA is valid.

Poisson statistics are used to derive upper and lower fidiroigs of J22P**"T) and JASU(T)

atx = 0.999 confidence fory, following m 7). The upper fiducial limit of thetero-

geneous ice nucleation rate coefficieAfy, accounts for additional freezing events occurring with

a probability ofz, than observeds,. Likewise, a lower fiducial limit of the heterogeneous ice nu

cleation rate coefficient/}%¥, accounts for less than the observeg occurring with a probability
MW.

The fiducial limits of J22P**™and J25“@ for a single simulation can be calculated using EGS (11)

of z. We refer to the upper and lower limits of,, asng> andnlo®, respectively
and [I2), but replacings,, with ng> or nf%", respectively. Each simulation results in differgf***™
and J2Sa values and different fiducial limits at the saffiedue to random sampling, therefore, av-
erages are reported.

Figure[d shows the results of two model simulations, Crl aiji@ving- = 0.5 and5.0 K min~—?!,
respectively. For all0° IFSs,jﬁgtp aremandjﬁgua' are shown in Fig.J4a and b as dashed lines, respec-
tively, along with correspondingf, curves displayed in Figl4c and d. The parameterization of

Jhet(T) for illite dust lKnopf and AIpeH, 20i3) withn = 54.5 andc = —10.7 used in Eq.[{20) for

each simulation is shown as the red line in [Elg. 4a and b armtreaf to as the model inpuket.

Simulation parameters for Crl and Cr2 are given in Table 2.
According to CNT, two immersion freezing cooling rate expemnts conducted at differemt

should result in identical},¢; values due to the fact thah, is independent of. CNT is violated if
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significantly differentJye; values are derived at different Figure[4a shows that values @ 2f arent

are significantly different between model simulations Cntl £r2. Alsojﬁgf s overestimated
at higher freezing temperatures and underestimated at lioeezing temperatures compared with
model inputJhe(T). These significant differences do not support the null hygsis and imply
that when experimentally derivinge;, the assumption that ISA per droplet is identical is invalid
Figure[4b shows that accounting for variable Igﬁzualfor Crl and Cr2 is consistent. Itis important

to note thaﬁﬁgfaremshows a cooling rate dependence, i.e. when the cooling sates\vby an order

. —apparent . ™
of magnltude,]hztp evaluated at one temperature is also about an order of rodgnitifferent.

Values ofjﬁgual on the other hand, are not dependent on cooling rate. Weam‘tmatjﬁgf arent
andjﬁgiual are calculated from the same simulated freezing recorchgdeignormally distributed
ISA. The only difference between “actual” and “appareniz; is the surface area assumptions used
in their respective calculation (E4s.]10 11), igP¥*Mintentionally assumes identical ISA as
done commonly in experimental analysis akjf“®accounts for the variable ISA. Thus, the apparent
cooling rate dependence in simulations Crl and Cr2 is atdiesalt of assuming identical ISA. This
is the case when a broad ISA distribution is simulated,dge= 10. When the ISA distribution is
very narrow, uniform ofg is about 1.0, then/2S@ will equal JoP*"" This is demonstrated in
Fig. S7 by model simulations Cr3 and Cr4 using= 1. If an experimental study succeeds to create
a narrow enough distribution, then assuming identical 1S#y e applicable.

Towards warme(T > 248 K) and colder temperaturg¢$’ < 238K), the difference in upper and
lower fiducial limits derived in Crl and Cr2 are much greatert for the mid temperature range
(238 < T < 248K). In fact the smallest difference occursfat, ~ 0.5. This is because calculations
are statistically more significant at the median freezing@mels, is largest. Fewer droplets freeze
at the beginning and end of a cooling process resulting inde iiducial limit range reaching up
to 4 orders of magnitude (Fifl 4a and b) in spite of a high nunalbelropets usedNi, = 1000).
The corresponding percentile boundsfgf shown in Fig[#ic and d do not reflect a considerable
uncertainty compared to the upper and lower fiducial linfig)(4a and b). It is important to note
that f, are identical in FiglJ4c and d, because surface area is ndttas#erive fi,. This analysis
suggest that values and uncertaintiegigfare not suited to derivé,e and any corresponding error.

Previous immersion freezing experiments|by Herbert em) are modeled in CrHE1 and
CrHE2 wherer = 0.2 and2.0 K min !, respectively, for the case of feldspar acting as I\

) used the same weight fraction of feldspar per drapletothermal and cooling rate depen-
dent experiments. Therefore, it is reasonable to suspatthb parameters should be the same or
very close. The parametesg and Ay are not fitted in model simulations CrHE1 and CrHE2 and
instead are taken from the values fitted in ISOHE2. The paemhe andc used to calculatdye as
a function ofT following the ABIFM are fitted so that experimentally derivé;, is best reproduced
by model derivedfy,,. Sincelmegﬂ_e_tJill_(;QlM) assumed identical ISA, expantally derived

Jnet can be directly compared withfo "

from cooling rate model simulations.
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Figure[B shows experimentally derivgig, and JZP*"*"from |Herbert et @Jl.hﬁh) compared to
results of model simulations CrHE1 and CrHE2. Parameters122.83 andc = —12.98 are used in
Eq. [8) to reproduce frozen fraction data (Elg. 5a) withamd95 % bounds. The laboratory data falls
within percentiles and fiducial limits ofy, and JoeP*"®" respectively. Previous studies have been
successful in interpreting immersion freezing studiestioi an active site approach by considering

both cooling rate and isothermal experime \kaui&llﬂtbﬂ_n_elﬁl.l_ZQJA). Alternatively, we

have found that our isothermal and cooling rate simulatimsed on a single function dfe(T') for

feldspar are in agreement with experimental results wherséimeAy andoy parameters are used.
This also gives confidence for the appropriateness of theehmarameter values. Although, we
reiterate that the ISA distribution may be over or undemested as the experimental data has a large
stochastic uncertainty and thus, fitting our model to tha @amnot well constrained. Figuré 5b shows
that JooP**"Values for different are not the same, however, they are in agreement with expefai
data. Note that simulated and experimentally deri#*"*"for » = 0.2 and2.0K min~' (Bb) are
different by about 1 order of magnitude at the sdfhe

Figure[Bc showgﬁZiualwith upper and lower fiducial limits derived from CrHE1 andHE?2. For
comparison,/ie derived in model simulation IsoHE?2 for feldspar is also shamd in agreement
with J2<“al within our stochastic uncertainty estimates. When accogrfor variable ISAJﬁ?tua'
are in excellent agreement with the ABIFM parameterizagierived in this study for feldspar INPs.
Furthermorejﬁgual calculated for different- are identical as predicted by CNT, a similar finding
as in the model simulations Cr1 and Cr2 (Hiy. 4b). Therefdkg(T") used here can be considered
a newJpe( Aay,) parameterization for feldspar valid for078 < Aay, < 0.120.

The differences betweed>"**™and J2@ shown in Figs[bb and c can be attributed to two
reasons. i) A potential misrepresentation of the slopgnefversusT and ii) a potential misrep-
resentation of a dependence & on r. Regarding the slope ofye vs. T, note that droplets
with ISA less thanA likely freeze at coldefl” compared to droplets with ISA greater thalg,
that likely freeze at warmef. However, assuming identical ISA equal #g for all droplets ei-
ther overestimates or underestimates the actual ISA grésetioplets that freeze at colder and
warmer temperatures, respectively. Due to the inverseioa&hip betweemy and Jhe, calcula-
tions of JieP**"from Eq. [I1) may then be underestimated and overestimatzaider and warmer
temperatures, respectively. When comparifif**"against/25"in model simulations (calculated
from the same freezing record generated using lognormtyilsited ISA), JeP*"is underesti-
mated and overestimated at colder and warmer temperatasgectively. Therefore, this analysis
clearly shows that assuming identical ISA in each droplef pwentially lead to misrepresentation
of the slopeJhet vs. T. Regarding a dependence @ on r, we find thatJZoP**"for simulations
CrHE1 ¢ = 0.2Kmin—!) and CrHE2 { = 2.0K min—!) are different by about 1 order of mag-
nitude at the samé&’. In [I:I_e_Lb_e_Lt_el_le.L(ZO_’[4), experimentally deriveg; applying» = 0.2 and

2.0K min~! differ by about 1 order of magnitude at the saindn separate model simulations not
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shown here, applying different by 2 orders of magnitude yield&g®! values that differ by 2
orders of magnitude. We note that this is the case for a wisteillition width ofoy = 8.5 and that
the stochastic uncertainty ifye¢is large, not considering additional uncertainties, egemperature
or determining the surface area measurement and varjablivertheless, experimentally derived
Jhet data fron‘l Herbert et Jil|._@|14) is in good agreement with rheideulated.J 2" *"indicating a
potentially erroneous cooling rate dependence which masabsed by the assumption of identical
ISA.

Model simulations CrDI1 and CrDI2 of immersion freezing ekments b = I@IM) for

illite actini as INPs probed in acoustic levitation expesitts are shown in Fifj] 6. A non-lineawas

usedi I 4) and was the same for both expetsw@@ model simulations, but the ISA
per droplet was varie14) reported an 1SAdpep of 7.1 x 10~ and7.1 x 103 cm?

in the 2 different sets of experiments. These surface areascd the same as for isothermal exper-
iments, and so we suspect that different stock solutiong wespared for cooling rate experiments
by . IQ_Q_l|4). Therefore, parameters from IsoDIB t@are not used in cooling rate model
simulations and instead newly fitted values of simulatiorapeetersrg and Aq for CrDI1 and CrDI2
were derived and are given in Table 2. A continuous functiof,g was not fitted, but calculated us-

ing the ABIFM for illite ({KDQQf_a.D_d_ALD_QIItLZQlIB). When usinbe A4 values reported imal.

) in conjunction with the other parameters, model &itans cannot reproduce experimental
firz- This is in spite of the excellent performance of IsoBr fguraglucing droplet freezing initiated
by illite from [Broadley et AI.|(2012). In attempt to recomcilesults fr0I4) with

MZMMM) model deriveg, are fit to
experimentalf, yielding two different parameter values df; = 2.94 and2.91 x 1072 cm? used

in CrDI1 and CrDI2, respectively. We note that fitteld values differ only by a factor of 4 from
values reported by (Diehl et 14) and therefore, areasonable agreement. However, calcu-
lated J2PP2"*"Vvalues shown in Figil6b still use ISA 6f1 x 10~ and7.1 x 103 cm? as reported by

).

Figure[6a shows that simulated and experimefitalare in agreement when accounting for ISA

previous literature dat

variability (o4 = 5.7). Experimental values of.2"**"displayed in Figbb are in agreement with
model derived/per™*" This result is robust since experimentEP**"data was not used in fit-
ting fi, and the same value of the fitted parametgiis used in the two surface area dependent
cooling rate experiments, which gives confidence that théFAMBparameterization and the ISA
distribution width are appropriate. Accounting for theusdtvariability in ISA used to simulate
freezing, /2" shown in Fig[Bc is in perfect agreement with the ABIFM parterigation for illite

(Knopf and Alpenltl 2(21]3). For comparisofe derived in model simulation IsoDI1 to 3 for illite

are also shown and in agreement wif§“@ within our stochastic uncertainty estimates. Again, the

data and model supports a stochastic, time dependent inomdirsezing process and may describe
laboratory data considering variable ISA.
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A major inconsistency between experiment and simulatioshiswn in Fig[6b, evident from
the agreement ofoP**"for the case when different ISA but identical cooling rates applied.
According to CNT,Jyet is independent of surface area. This means that if two exjeris are
performed with different ISA but use the same/,,e; should be the same as a functiorfofHowever,
simulated and experimentally derive, ppa { T') deviate by more than 1 order of magnitude as the
surface area varies by two orders of magnitude. This woulitate that/2oP*""Vvalues violate CNT,

but this is the cause of assuming identical ISA. In fact, fmezmg behavior also contradicts all

surface-based empirical parameterization of immersieeZing, such as determmmviiT% or the
12). This
result impacts immersion freezing experiments conductedfanction of ISA that assume identical

number of actives sites per particle surface

ISA in each experiment, thereby implicitly imposing a sudf@area dependence gL *"or n.(T).
Accounting for the experimental uncertainty and vari&pil ISA may reconcile experimental data.

3.3 Continuous flow and cloud chamber immersion freezing exgriments

Model simulations IsoCFDC and IsoLACIS (see Tdlble 1) repoecexperimental resultsm al.
25111) who used 2 ice nucleation instrumentation, (i) aiooious flow diffusion chamber (CFDC)

q_Qg_e_s_e_A L_Oj)i DeMott etel " J)lO) and (ii) the Legpaerosol cloud interaction simulator
(LACIS) ({I:Iaﬂmann_el_al L_ZQil), respectively, to obsemveniersion freezing 0800nm mobility

diameter selected kaolinite particles as a functioff’ @d RH> 100 %. It is important to note that

for both instruments, droplet freezing is not observed arstieiad is optically detected and at the

LACIS outlet, a self-built optical particle spectromet€®PS-Ice|(Clauss et lal., 2613), determines
if the arriving hydrometeors are liquid droplets or frozea trystals, resulting in the determination
of a frozen fraction. Thusjfs, is calculated from the ratio between observed ice crystahlaamosol
numbers per volume of air. The model simulation paramatgris derived from known experimen-

tal parameters, including residence time of the CFRG; 55, aerosol flow rate) = 1.0 L min !,

and kaolinite particle concentrationd, = 10cm 3 Ny 4). By defining a single IFS
over an interval of time equal t, Nyt = NpQt. = 833 particles per IFS. Similarly for LACIS,
Q =0.08Lmin"!, ¢, = 1.6s, andNtot = artlcles per IFS. Note that minimurfy, values for
CFDC and LACIS presented 14) are approxipatgual tol/Ni.. We run 1440

and 6000 isothermal IFSs for IsoCFDC and IsoLACIS, respelgti equivalent to 2 h averages as

done i@l@@. Simulation parameters for IsoCEDE IsoLACIS are given in Tablé 1.
Figure[¥ shows that simulatefl;, for IsoCFDC and IsoLACIS agree very well with CFDC

and LACIS data b@l[{%

percentiles (Figld7a), which may imply that a greater uradety exists that cannot be explained

14). However, some data pdaitsoutside of the 5 and 95
by a stochastic freezing process. This may be due, in patin¢ertainty in ice crystal detection

which is not accounted for in model simulations. The surfaea for spherica00 nm particles is
Aszoonm = 2.8x107% cm?. However, the assumption that a kaolinite particle withlaateical mobil-
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ity diameter o300 nm is equal to 800 nm diameter sphere is likely not true, due to shape irregular-

ities, variable density, void fractions, multiple chargasd other geometrie 004;

|S_I_0MLiJs_e_t_aj. Mbwﬂﬂudw MMILZD_(LS) with a tendency for

greater surface area than assumed. Additionally, pastafiéarger diameter, and thus larger surface

area, may have the same electrical mobility due to the poesehmultiple charges. Therefore, a
distribution of particle surface area can be expectedofigl Wi i rl.n_(lb88), the

probability for particles having multiple charges as a tiowe of particle diameterP(In Dp), at a
constant electrical mobility diameter 800nm is shown in Fig. S8. The distributiof?(In D) is
a probability density function from which particle diamest@re sampled in simulations ISOCFDC
and IsoLACIS. Individual sampled particle surface areaaiswated assuming spherical particles.
We note that a lognormal distribution is not used in IsoCFD@ BOLACIS. Instead, it is assumed
that the ISA distribution varies only due to the theoretitailtiple charge distribution. Parameters
m andc used to calculatéye; for Fluka kaolinite are fitted.

Calculations of/22P"*™and.j2S ' assuming constant ISA equal £, OF accounting for vari-
able ISA, respectlvel in IsoCFDC and IsoLACIS are showRim[7b. We find agreement between
JEPparent data by Wex et @ |70|14) anff<“awhich accounts for multiple particle charges predicted

byWLe_d_e_nﬁ_thﬂLa.nd_ElsAAn_(leS) Within the uncertamiiesented here, assuming that the elec-

trical mobility diameter corresponds to the physical méetidiameter and calculating surface area

from a spherical geometry may be a valid assumption. Heneejucleation experiments in which
particles are mobility selected may be good examples ofscabere ISA variability plays a minor
role. Studies which use pre-impactors to remove largedizgticles, i.e. the selected size is larger
than the median size of the total size distributign_ﬂALeLJelmﬂlJ_Auguﬂm;B_au_dilL_el_LaL_ZdM
may even have a more narrow size distribution than used @eréhe other hand, a recent study by
Hartmann et AIJ_@{G) derived the numbers of multiple cesu@n300nm mobility diameter size
selected particles using simultaneous measurementsud clindensation nuclei activation curves

and total particle counts with a condensation particle teruihe authors found that when utilizing a
pre-impactor, the multiple charge distribution of molyilitiameter selected particles was larger than

theoretical predictioan_ﬂ:Ia.Ltma.nn_e_l LiL_2|016). For camspa to the charge distribution used in Iso-
LACIS and IsoCFDC shown in Fig. S9, we also plot the distitnutmeasured bm
@) for the same particle type (Fluka kaolinite) useJJAM_e_t_a.l l_OJ|4l Hartmann et a{_(J)lG)
claimed that when correcting for their measured multiplargk distribution in experiments, val-
ues ofns(T') are shifted by2 K. We note that/2?**"shown in Fig[Bb is about-1K shifted from
Jasual This shift is smaller than observed Mm@ to the fact that we applied

the narrower theoretical distribution. Despite theseassthe model inpuf; represents a new pa-
rameterization for Fluka kaolinite whene = 53.32 andc = —8.61 following the ABIFM applicable
for 0.220 < Aay < 0.305.
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. 4) presented a detailed immersion freeziradyais of various kaolinite particle
sizes and types of coatings and found that both stochastiactive site approaches can be applied
to describe the data. Simulating all these cases using odelnsomulations is beyond the scope of
this paper, however, we are certain that model simulatidmniswuse the samée«(7T', a.,) will hold
for all systems at alf” and RH due to the prediction of immersion freezing kinetics (1SingJhe)
being independent of experimentally applied ISA, partiiie, and particle coating type (assuming
the coating dissolves when water is taken up and does ndtwéhadche INP surface). These findings
demonstrate that our new model simulations and the ABIFMyppdicable for ice nucleation studies
using a CFDC as previously shown [b;LKan_and_AJpLiLt_(,JEm&) aaditionally LACIS.

IFSs are used to describe AIDA chamber immersion freezipg/ments applying natural dust
by/Niemand et AIJ_(;O_{Z) in model simulations CrNI1 and CrM&ong the different types of nat-
ural dust investigated, we choose 2 Asian dust experimeént@@l <7 < —28.1°C and—14.3 <
T < —22.4°C (see ACIO4_19 and ACIO4_16 in Tables 2 and b_m_NJ_ema.n_dJ&Qli) A continu-
ous non-linear cooling rate with time due to adiabatic espamis fitted to experimental trajectories

using a4™ order polynomial function. In AIDA experiments water satiion is typically reached
after cooling begins. To mimic this process, ice particledoiction in model simulations is allowed
after 80 s of cooling (see Fig. Z[Ln_uiﬂmand_ét[aljou). lystal concentration in an aerosol sam-
pling flow of 5L min~?, from the chamber is observed every using an optical particle counter
.5), thus a volume @#2 L, of air is simulated. Total particle numbers in the simu-
lated volume are on the order v®> which agree well with minimum reportefi;, of about10=5.
[NLe_mﬁ.nd_e_t_le.L(ZQiZ) reported lognormal surface-sizeibigions with parametersis medianand

og of polydisperse aerosol population. In CrNI1 and CrNi#2,is derived by sampling particle di-

ameters from the corresponding number-size distribuimasassuming spherical particles. We note
that a fitted lognormal distribution is not used in CrNI1 andN@, due to the fact that reported
size distributions are well defined. Sampling stops wHgj equals total surface area reported by
[NLema.n_d_e_t_él.L(Zle.Z). Experimentally derivégl is not available and so the ABIFM parameters
m andc are fitted to experimentally derivefi, data. Model simulation parameters for CrNI1 and
CrNI2 are given in TablE]2.

Figure[8 shows simulatef}, and J,?ggua' from CrNI1 and CrNI2 and the time evolution of sim-

ulated ice crystal concentration in CrNI1 observed durlrgexperiments. Simulatef4, (Fig.[8a)

fall within the experimental uncertainty reportedLb;M@_@j_a‘. [(;OJZ) and the scatter in the data
for all dust types. Narrow 5 arfth % bounds are attributable to largé, on the order of0° droplets
per cooling simulation. Ice particle concentrations oiraetin CrNI1 are shown (insert in Figuré 8b)
and capture the overall observed trend in observations. ihin spite of the fact that the observed
time evolution of ice crystal numbers was not used for fitfiagametersn andc. Figure[8b shows
—actual

Jhet @nd upper and lower fiducial limits. As frozen fraction deses the fiducial limits become
broader ranging frond.8 to 2.5 orders of magnitude. We conclude that our model simulatayes
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suitable for describing laboratory immersion freezing ifDA cloud chamber and further support
the necessity of quantification of ISA variability in the thation of ice nucleation kinetics.

Notice that in Fig[Ba, the vertical scatter in the experitabdata increases at warmgrand for
low f#z, which implies that uncertainty likely increasesfag decreases. Since aerosol numbers and

surface area in the experiments/ by Niemand |el al. JZOlZ)edaé\/lely the same for the two exper-
iments, decreasing, implies fewer detected ice crystals or decreasing numidface mucleation

events resulting in an increase in experimental unceytdimmersion freezing due to natural dust
was parameterized using a deterministic (singular) amproee. usingns(7'), which captured the
trend in experimental result tﬁOlZ). Haxes deterministic approach for inter-
pretation and analysis of ice crystal production, whictemr@mtly ignores stochastic freezing, cannot
explain the increase in the data scatter for smglleralues at warmer'. These observations can be
explained by a stochastic and time-dependent immersiezifig process. We note that other mea-
surement uncertainties may exist which may not be captutkdrédy a deterministic approach or
by our model. However, we conclude that stochastic unceytas important to consider for future
ice nucleation studies. The fiducial limits 682 shown in Fig[8b, in fact, capture this effect of
larger scatter a$' increases implying the uncertainty in observed ice nuidedtinetics increases.
Since the freezing efficiency of Asian dust was shown to béairfor Saharan, Canary Island, and
Israeli dust[(Nje_ma.nd_e_t_LlL_Zdﬂ), the new ABIFM paranizseion of Jhe( 7, ay, ) derived here is

applicable for natural dust.

4 Simulation findings and uncertainty analysis

Our results strongly suggest that laboratory immersioeZirgy studies should provide accurate es-
timates of ISA variability in droplets. We find that simplifiessumptions about ISA can result in
misinterpretation and miscalculation gfe; values. This includes assuming identical surface area,
which implicitly imposes a dependence &fe; on both ISA andr. Future laboratory immersion
freezing studies should also consider the stochastic eaftice nucleation following CNT and re-
sulting uncertainties. When only a single ice nucleatioreeixpent is performed or too few droplets
are used, stochastic uncertainty can potentially be veggland may limit data interpretation. Once
again, stochastic uncertainty refers to large or small evquedata scatter from observing small or
large numbers of freezing events, respectively. The serdaea based deterministic approach deriv-
ing ns(7T) is an alternative to calculating.e;, but does not consider stochastic effects or effect of
time in analysis of immersion freezing. By design(7") should therefore, not have any dependence
onr. However, this is not supported as(7') has been observed to be dependent ¢or feldspar

and kaolinite/(Herbert et lal 2dl4).

The model simulation and laboratory data sets investighted were performed for INPs im-

mersed in pure water droplets. However, aqueous solutioplels having:,, < 1.0 are frequently
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presentin the atmosphere at supercooled temperatureslasatsrated conditions (i.e. R 100 %).
The ABIFM (Egs[BEB) inherently and accurately accountgtiese conditions and thus, provides
a complete description of immersion freezing for labomatxperiments, as well as cloud models
under atmospherically relevaihtand RH. We suggest that future isothermal and cooling rgierde
dent immersion freezing studies investigate agueousisnldtoplets in addition to water droplets

(e.g.LALQhuIela_el_JtlL_ZleS;_Alp_en_eﬂ mwm) providing additional data sets to

constrain ice nucleation kinetics and to validate and egpsBIFM and other parameterizations.

Uncertainty analysis is crucial for the interpretation abdratory immersion freezing results.
Here we present a quantitative uncertainty analysigyef by defining A Jnhet @s the total uncer-
tainty derived from individual contributions of statisiaacertainty due taViy;, temperature accu-
racy referred to ad\T’, a,, or RH accuracy referred to aSRH, ISA variability expressed asy,
and accuracy of measuring absolute surface area referraslfioly. This uncertainty analysis is
applicable to both isothermal and cooling rate dependemigrsion freezing experiments. It is con-
venient to quantifyA Jye; in the form of a’ error instead of a typicat error due toJye varying
exponentially over a linear rangeTn If Jhet= 100cm 2 s~! with a factor of+3 error for example,
then AJnet =7 3 equivalent talher= 10033 = 100722 cm =251, In the following analysisA Jhet
is quantified as', representing a factor error.

The uncertainty due to stochastic freezing is derived bying10° IFSs with different values of
Nior and calculating\ Jhet Where the widths of the fiducial limits are smallest, i.efrat~ 0.5. Thus,
AJnetderived fromNyy yields the smallest error estimate possible or the limitrebgest experimen-
tal accuracy. Figurg]9a illustrates that smaligg; results in largeA Jher. When Ny = 30 for ex-
ample, A Jner =17, and whenNi,t = 1000, A Jhet=>1"3. The uncertainty contribution due 7" is
calculated using the slope gfe; vs. T following a similar procedure as IMesmLs_éJal. (2{0135}. ]
ing the ABIFM at various temperature ranges and for diffetsi® types|(Knopf and AIpérL@hS),
Jhet varies by a factor of.5 £ 5.5 per degreél. This means that i7 = +1.0K, AJper=> 7.5 0n
average, but can b&2 or * 13 depending on the INP type and the rang&imnd RH. For exam-

ple, AT = £0.5K translates ta\ Jhet =2 3.75 as displayed in Fig.]9a. Considering the uncertainty
in RH, Eq. [®) is used to deriVA Jhet = Jhet( Ady )/ Jhet( Aay, += ARH) = 10™4RH, Values ofm in
Eq. (8) are taken from this study and fr mel&Dranging from 15-123 and re-

sults in69 on average. The mean and range\of.e; due toARH are shown in Fid.]9b. For example,
if ARH==+3%, thenAJhe=> 117 on average. If ISA per droplet varies in an experiment, but is
assumed to be uniformiye; is overestimated fofs, < 0.5 and underestimated fgf, > 0.5. This
effect is quantified by allowingg to vary and calculating the ratid Jhet = 7ﬁ2tp aren?jﬁzttual evalu-
ated atfy, = 0.1 and0.9. The resultingA Jnet is displayed in Fig.9c as a function e§. If o4 = 10,

for example, them\ Jhet =75, at fi, = 0.1 and0.9. Finally, AJhe is directly proportional taA A4

shown in Fig[®c, e.g. ifAg == 5, thenA Jner =2 5.
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Figure[9 demonstrates that each experimental parameté&ibedas to the uncertainty idhet.
The total uncertainty in/j,¢; can then be estimated by summing the error contributiong@gy,
T, RH, o4, and Ag, respectively. FigurEl9 shows dotted lines serving as el@nglues of exper-
850 imental uncertainties and correspondifighe. Applying Nyt = 30, AT = +0.5K, ARH = +3%,
0g =10, andA Ay =% 5, results inAJher=713;. If laboratory immersion freezing studies were to
be conducted under these conditions, then the range inim@ally derived/e Should be over 4
orders of magnitude. Notice that the uncertainty due to Ridekan potentially dominate the total
uncertainty. We hope that Fig. 9 provides guidance in cotidlgiuture immersion freezing studies.

855 We test our analysis to reproduce experimentally derivegtainty. Irl_KnQQf_a.nd_Alp_ér_(ZQJB),
all experimentally derivedie fell within 2 orders of magnitude as a function of tlg criterion
(Eq.[2) and as a result, this range was adapted as a congemvatiertainty estimate for the ABIFM
model. The root mean square error of over 18 000 dropletifigezvents for 6 different INP types
was experimentally derived independent from model sinariat as an alternative uncertainty esti-

860 mate exhibiting values as high 4.3 orders of magnitude. Experimental parameters of studie$ us
in the formulation of the ABIFM for pure water and agueousutioh dropletsL(Alp_eﬂ_e_tAlL_ZQ_]Jla,
IE; Knopf and Fergsllelelh; Rigg g] MBMM) were aboul,; = 300,
AT = +0.3K, ARH=+1%, 0g=5, andAAy == 5. Applying the analysis displayed in Figl 9
results in an uncertainty oLJhet_flg (spanning about 2.5 orders of magnitude) for the ABIFM

865 model. This estimate is in excellent agreement with inddpatly derived root mean square errors

of Jhet (Knopf and AngJtl ZQﬂS) and demonstrates the accuracy ofiocertainty analysis.
)t 5@5 ;; LI

Model simulations reproduced observations of immersieeZing due to illite b

dZQlfll) antJLB_Lo_a.dI_e;Le_LaL(Zdﬂ). These experimental data wmcluded in a recent intercompar-

ison study of illite immersion freezing by Hiranum JaI_O_Lﬁ). Using 17 different instruments,

870 experimentally deriveds(7') values were observed to increase frafm3 to 10%cm =2 whenT

decreased from 263 236 K, equivalent to a slope of 0.5 orders of magnitude bEr The in-

struments used are grouped by common methods and inclyideldistag e| (Broadley etHL_ZdlZ;
Bingemer [, 2 Q;l : Schill and Tol el_L_b . Wright an |LOLI3 O'Sullivan et ill., 2014;

[LZQiS) (ii) liquid ali uotm ) (iii) droplet levitation |(Szakall et JiL,

875 |29_0_5{JJ_D|&|1L91_a LZQZlL_HQﬁma_nn_eJJc 13), (iv) cIonhrhmber[LMthﬂLel_leLZle&;_Njﬂmand_eL al.,
IZQ_;LM Taijiri et al |._2Q:IJS) and (v) continuous f|(JW (Bundke IHE_O_éJ_S_te_tZQLe_LL al.,
|_0_OLH_LLO_d_eJ_<’:hLLO_ib_‘_C_OlLe_CI Lbﬁﬂeﬁmaﬂémﬁiw rtmann L_QH_‘_a_l_eI|2 1; Kanji

|2Q12L ﬁQb_o_e_t_A LZQHLMMM) The scatter innthis roughly 3 orders of magnitude,

but depending of’, a n, range of 2 and 4 orders of magnitude can envelop the data. \owe

880 the authors provided no quantitative uncertainty analgsexplain this scatter. Since experimental
methods and data reproduced by presented model simulatiemscluded i||1 Hiranuma et eJI._(ﬁlS)
for illite, we apply the quantitative uncertainty analygiesented in Fid.]9 to provide a potential ex-

planation of the data scatter. We note that the abscissajiBFixtends to a value df.J,,¢; equal to
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a factor of 300, to encompass typical uncertainties of ab@ubrders of magnitude. Althoughiyet
andng(T) are different quantities, the contribution to their unagrties is the same fahT', ARH,
g AA,.

Experimentall’ uncertainty for all methods typically ranged frotr0).2 to £1.0K, and hence
AT = £0.5 is chosen as a representative value. Considering the slope. 7', AT = +0.5 con-
tributes a factor of- 2 uncertainty tows(7'), or Ang =7 2. The ISA distribution width parameter of
simulated experiments (Tablgk 1 4id 2) is averaged to meqres(7’) data, yielding a reasonable
value ofog = 7, resulting inAng =*%,. The ISA measurement error is considered ta\og, =
thus Ang =X 5. Calculation ofns(T') is not stochastic by design, and thus any uncertalnty contri

bution due toNy,; on ng(T") was previously not considereld_{J:IiLa.numa_elt[a.LJZ015). Aalaklly,

the intercomparison analysis ignores differences in expertal time scales im4(7") derivation.

However, this study demonstrates that the stochastic taiogr may be able to explain immersion
freezing data and may contribute to the range of data sdattey(7"). Typically, Nyt is about50
which serves as a reasonable representation yletmmsg_%, althoughNi,; can vary betweem0
and more thari000 depending on the experiment. Previous immersion freezipgraments for il-
lite have shown that whenor residence time differ by 1 order of magnitude, freezinggeratures

shift by about.75K on averagéiﬂmadﬂmﬂm{zm{aljmmmﬂkbmb).

As discussed iJ]_I:LlLa.numaﬁ_daL(,ZhS), cooling rates anideree times in the different instru-

ments varied ovet-2 orders of magnitude, ak¢ = 100, corresponding td\7" = +1.5K, and thus
contributing to an error of-0.75 orders of magnitude ahng =X 6. Accounting for all uncertainties
and making use of Fi§] 9 results i X(gﬁ’;f;fjfé for a total uncertainty of\n, =*2%, or an
uncertainty range of 2.8 orders of magnitude. The vast ritpjofrdata If'l_HlLa.D_um_a_el_JﬂL(ZQIlS) fall

within this uncertainty and implies that variability i (7") may be attributed to experimental, time-

dependent, and stochastic uncertainties. It is importanbte that the uncertainty due to neglecting
time, ISA variability and stochastic effect contributesmnto Ang, thanT and ISA measurement

error.LHiLanuma_e_t_éLILLZQhS) hypothesized that experiaigmbcedures of droplet or particle prepa-
ration, including particle generation, size selectioe, éeystal detection, particle loss at instrument

sampling inlets, contamination, inhomogeneous tempexasind differences in surface cation con-
centration between wet dispersed or dry dispersed partictey be the cause in measured scatter in
ns(T) data. These effects are not considered in the uncertaiatysig presented here, but may also
contribute.

5 Summary and conclusions

Immersion freezing simulations based on a droplet resa@techastic ice nucleation process appli-
cable for various types of INPs and experiments are preddr@ee for both isothermal conditions
and applying a cooling rate, The parameters in the IFSs are all physically defined ancunable,
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including the heterogeneous ice nucleation rate coefticigg, the number of droplets at the start of
an experiment]Vyt, and the immersed surface area (ISA) per droplet. When krigelef ISA per
droplet is not known, it may be assumed to be lognormallyitisted. For IFSs in which a cooling
rate,r, is applied,Jhet @s a function ofl” and aqueous solution water activity,, can be calculated
following the water activity based immersion freezing miq@&1FM) applicable for both pure wa-

ter (@ = 1.0) and aqueous solutiom, < 1.0) droplets. These IFSs generate frozen and unfrozen
droplet fraction dataf,, and f, respectively, and using a Monte Carlo method in whieh IFSs

are performed under the same conditidghand95 % bounds are derived as uncertainty estimates.

The sensitivity off,r, onog and Ny was tested using sets of isothermal IFSs, where a singls set i
referred to as a model simulation. Uniform ISA (ieg.= 1) resulted infyr, (on a logarithmic scale)
being linear witht. When ISA varied lognormally with parametegis=In(Ag) and o = In(oy),
whereog > 1, In(fur,) vS. ¢ exhibit non-linear behavior. When larger or smallg; was used s,
had a smaller and larger uncertainty, respectively, dudeostatistical significance of observing
more freezing events. These results demonstrate thatdndedsy immersion freezing experiments,
variable ISA imposes changes in trajectorieg@f and f+, over time, and that the number of inves-
tigated droplets significantly impacts experimental utaiaty.

Cooling rate model simulations were used to test the validitassuming uniform ISA. This
was accomplished by recalculatige; after simulation of immersion freezing in two ways, either
(i) assuming uniform ISA referred to as the “apparent” iceleation rate coefficient/oor*"®" or
(i) accounting for variable ISA referred to as the “actua® nucleation rate coefficieng2s 2.

When differentr were applied in simulations, values gf5"2"*™

o were significantly different from

each other. When comparing experiments with different ISidenticalr, J22P**"{T) was again

significantly different. Forfy, < 0.5 and fr, > 0.5, Joor**™was over and underestimated, respec-

pparen

PPAENT). These results demonstrate that

tively, compared to/2<@ yielding an erroneous slope
the assumption of identical ISA implicitly imposes a coglirate and surface area dependence on
experimentally derivedihe(7T"). However, derivation oﬂﬁg{“a' from model simulations accounting
for variable ISA were consistent for differenand ISA, supporting a stochastic immersion freezing
description as predicted by CNT.

Model simulations in which variable ISA was considered ogliced laboratory experiments us-

ing Arizona test dust (ATD)| (Wright and P el‘_s_,_ZIOlS),éIIitBroadlev et all[,lo_iu Diehl etlal.,
), kaolinite [(Wex et $Il ZQh ;. Herber Mom)dipar |(Herbert et eliILLQIM), and natu-

ral dusts from Asia, Israel, the Sahara desert and CanamdslkNj_e_ma.nd_e_[_LnLZdlZ) acting as

INPs. Despite whether isothermal or linear and nonlineating rates were applied, modeled and
experimentalfy, and fu, were in agreement within the stochastic uncertainty. Morpartantly,
experimentally derivedie(T) and simulated/ior**™were in agreement for ATD, illite, kaolin-
ite and feldspar possible indicating an imposed bias saal/ to the assumption of uniform ISA
and not to physical processes governing ice nucleation.n®rother hand, variability of ISA in
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experimental studies using size selected particles froifferehtial mobility analyzerl.,
), were modeled based on a bipolar charge distribulibare was d K difference between
Jhet assuming uniform ISA and accounting for variable ISA foliog/the bipolar charge distribu-
tion, but this was within stochastic uncertainty limits.ushthe assumption of identical ISA may be
valid when size selecting particles. However, the actuAl d&tribution for each study should be
measured to verify this assumption about ISA in dropletsrdepto correctly interpret immersion

freezing [(Hartmann et lal 2d16). In general, model sinatcan correct for any introduced bias
or calculate “actual” values, of2$"@ when not providedJ2S“@ resulted in consistent agreement

between different studies and additionally neywbased parameterizations.f«( Aa,, ) for feldspar
and natural dusts.

A quantitative uncertainty analysis of; was presented applicable for experimental studies in
which the contribution due to (iVio, (i) temperature accuracy referred to Ag", (iii) a,, or RH
accuracy referred to aSRH, (iv) og, and (v) the accuracy ol referred to as\ A4, were individ-
ually quantified. The following points summarize these esaurces and give recommendations for
future experimental studies:

— Applying too few Ny or performing only a single ice nucleation experiment inolatory
studies results in highly uncertain freezing results. €fae, repetition of immersion freezing
experiments or a statistically significant number of dréphaust be applied. We recommend
using at least 100 droplets and three independent freegitigscin order to better quantify
data scatter and averadgy, fiz, andfus, values. This contributes to a range of 0.75 orders of

magnitude in the uncertainty of experimentally deriviagl.

— For different INP types, the slope oke; vs. T is not the same and thus, the uncertainty
due toAT is INP type dependent, but can be as high as 1 order of magnited. K. We
recommended thahT remain< +0.5K to achieve an acceptable uncertainty contribution,
i.e. half an order of magnitude.

— The greatest source of error stems from RHAGRH. Immersion freezing experiments for
RH < 100% should aim forARH to be as small as possible. Current and future immersion
freezing experiments should be designed to carefully obRiH and quantify its uncertainty.

— Droplets in laboratory immersion freezing experimentd wit have identical ISA, but will
vary from droplet to dropletdy) around some ISA valueA). Variability in ISA and corre-
sponding uncertainty should be quantified and accounted/fien analyzing ice nucleation

experiments.

— Surface area and nucleation time scales clearly affect nsioefreezing data. Common as-
sumptions of ISA and neglecting the impact of variable expental time scales will lead to
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an incomplete experimental accuracy and uncertainty. i@eretion of these effects is recom-

mended to narrow the uncertainty in predicting ice crysiaifation.

Considering that ice nucleating particles have variabk m&y impact atmospheric ice crystal
numbers. For a broad surface area distribution of INPs, uméeation should occur over a broader
range of time and temperature, when compared with a narrd¥vdiNface area distribution. This
results in greater ice particle production at warmer tetjpees, important for mixed phase cloud
formation and their evolution. We suggest that field measergs determine and consider the entire
aerosol size distribution as a source of INPs for implententaf a stochastic, time-dependent ice
nucleation process characterized By, which is easily parameterized following the ABIFM in
addition to current methodologies.

Our findings concerning laboratory immersion freezing expents emphasize the importance
of setting constraints on the minimum number of droplets exyerimental trials that need to be
employed for improved characterization of ISA per droplEte results presented here resolves
commonly used assumptions that contribute to additione¢rainty in predicting immersion freez-
ing data for model implementation. The simulations use ABJIBhown to be valid for various INP
types. We demonstrate that the ABIFM can reproduce immefséezing by mineral dust for many
vastly different experimental designs and measuremerfiodst Laboratory derived,; values can
aid in testing existing ABIFM parameterizations and foratilg new ones. Their application to
a very simple stochastic freezing model based on a binons#illition in accordance with clas-
sical nucleation theory, can reconcile immersion freedlata for various INP types and measure-
ment techniques when the applied INP surface areas aredreare realistically. These findings
hopefully stimulate further discussion on the analyticaigedure and interpretation of immersion
freezing and its implementation in atmospheric cloud amdate models.
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Table 1. Summary of parameters used in isothermal model simulations.

Name Nt 0g Ag /cm?® T /K Jhet INP Type Figure Color
cm™2g7!
Isol 1000 1 1.0x107°% - 1.0x10*° - [da dark green
Iso2 30 1 1.0x107° — 1.0x10° - [da light green
Iso3 1000 10 1.0x107° - 1.0x10° - [Da dark blue
Iso4 30 10 1.0x107°% - 1.0x10% - [@a light blue
IsoWR 1000 9.5 6.4x1073 251.15 6.0x10"* ATD? b orange
IsoBR 63 U-pdf®  2.6x1077 243.3 2.8x10% illite Ph orange
ISoHE1 40 2.2 1.2x10°  255.15 4.1x107% kaolinite [2b orange
IsoHE2 40 8.5 2.0x107%  262.15 2.0x107% feldspar [2c orange
IsoDI1 45 3.2 51x107"  255.15 1.8x 1072 illite Bl green
IsoDI2 45 3.2 51x1072  252.15 1.0 x 10° illite Bl orange
IsoDI3 45 3.2 5.1x1071  252.15 1.0 x 10° illite Bl blue
IsoCFDC 833 MCD® MCD 238.65— ABIFM® kaolinite [ orange, black
247.65¢
IsoLACIS 21 MCD MCD 235.65— ABIFM kaolinite [4 blue, green
238.654

2 Arizona Test Dust.
® A uniform probability density function (U-pdf) was used to define the surface aseébdtion centered o8.6 x 10~ 7 cm?, with distribution
endpoints af.4 x 10~% and7.5 x 10~ 7 cm?. See text and Fig. S3 for further details.
¢ A multiple charge distribution (MCD) was used to define the surface araébdistn. See text and Fig. S9 for further details.
4 |sothermal simulations were performedoal 5 K increments within the stated temperature range.
¢ Values of Jhet arecLZ_u?I(l:ulated from the water activity,,, based immersion freezing model (ABIFM) where= 53.32 andc = —8.61
t 3).

Table 2. Summary of parameters used in cooling rate model simulations.

Name Nt og Ag /cm? m c r /Kmin~™* INP Type Figure Color
crl 1000 10 1.0x107° 5448 —10.67 0.5 illite %] orange
Cr2 1000 10 1.0x107° 5448 —10.67 5.0 illite ] blue
Cr3 1000 1 1.0x107°  54.48 —10.67 0.5 illite A4 black
Crd 1000 1 1.0x107°  54.48 —10.67 5.0 illite [ green
CrHE1 40 8.5 21x107% 122.83 —12.98 0.2 feldspar [ orange
CrHE2 40 8.5 21x1072 122.83 —1298 2.0 feldspar [b blue
CrDI1 45 5.7 2.9 x 10° 54.48 —10.67 non-lineat illite orange
CrDI2 45 5.7 2.9x107%  54.48 —10.67 non-lineat illite blue
Agor / cm?® Dpg /Hm
CrNI1  6.5x107* 1.72 0.42 22.62 —1.35 non-lineaf ND® 8 blue
CrNI2  54x107* 1.69 0.40 2262 —1.35 non-lineaP  ND¢ B orange

# A continuous non-linear cooling rate with time is givet@Ol

b A continuous non-linear cooling rate with time due to adiabatic exparisifitted to experimental trajectorimmmz) using a 4th order
polynomial.

© Natural dusts frorm‘mu): Asian, Saharan, Israeli and Canary Island dust.

37



I =In(10), N=1000

o=In(10), N=30
N c=In(1), N=1000
o=In(1), N=30
_I 0-2 1 1 1 M 1 1
0 1 2 3 4 5 6
t/ min
1e .
‘B I 1 1 I
° b
09 F %
.
08} .%.
~..
o \. .
.4_3 0.7 .q
%
®e
06 F
Simulated
@ Wright and Petters, 2013 (Arizona Test Dust)
05 L 1 M 1 " 1 " 1 L
0 200 400 600 800 1000

Figure 1. Sensitivity calculations of the unfro
model simulations for a total number of dropl

t/ min

zen droplet fractiginz, as a function of timet, derived from
elgqr, and variability of ice nuclei surface ares,. (a) Model

simulateds and95 % bounds off., are shown as dark green (Isol), light green (Iso02), dark blwS)lsand
light blue (Iso4) shading. Parameter values are given in the legeh&imulated5 and95 % bounds offus,

derived from IsoWR are shown as the orang

e shading along withiexgretial data of isothermal immersion

freezing by Arizona test dust (Wright and P

simulations in(a) and(b) are given in TablE]1.

tl’,‘Ls_,_JZOJB) shown ak blecles. Parameter values for all model

38



1 g1 1T 1 —— T
‘. a l b o‘ C
0ol 8 $ - °
l. ., (A
*s . - .
0.8 (]
] .. o
L]
& 05 | e 4
4> 07 ° 10 F 9 10 F E
L]
L] LJ
0.6
Simulated Simulated Simulated
@ Broadley etal., 2012 (lllite) @ Herbertetal., 2014 (Kaolinite) @ Herbertetal, 2014 (Feldspar)
05 1 1 1 1 1 1 102 1 1 1 1 1 1 1 1 102 I 1 1 1 1 1
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14 16 18 0 20 40 60 80 100 120 140
t/ min t/ min t/min

Figure 2. Simulated and experimentaIILLLB_Lo_a.dLe;Lelt Ia.L_idlZ:_l:I_el:b_ettMl_alél)Z@erived unfrozen droplet

fractions, furz, as a function time. Model simulations and INP types used g@:IsoBR and illite,(b) IsoHE1
and kaolinite, andc) IsoHE2 and feldspar, respectively. Orange lines and shadingsesyirg,, and corre-
spondings and95 % bounds, respectively. Parameter values for model simulations\ae igi Tableé1L.

39



1 M.‘ )  J ] I L) L] L] | ] I ] ] L] L] I L] L] L] | I L] L] L] L]
° ° .
-. -
L o i
L [ ) -
i ° !
°
N
— -1 L -
— 10 - ) -
L [ ] o
i o ]
i Diehl et al., 2014
° ® 5.1x10" cm?, -18°C
L 5.1x107 cm?, -21 °C ' -
® 5.1x10"' cm?, -21°C
o Simulated

10-2 REPEPEPE EPEPEPEPE BPEPEE I (i B S S B

0 5 10 15 20 25 30
t/s

Figure 3. Simulated and experimental@ MM) derived unfrozepldt fractionsfu, as a func-
tion time, t, using illite. Model simulated and 95% bounds off;, are shown as green, orange and blue
shading for IsoDI1, IsoDI2 and IsoDI3, respectively. Tempamand average surface area per droplet reported
by . ) are given in the legend. Parameter values fdehsimulations are given in Tadlg 1.

40



/cm

apparent

het

Jhetr J

\
0.6 | \ 1 \ < 0.6
N \ \ N
=] \ \ =
Y \ \ Y
L \ 1k \ ]
0.4 \ \ 0.4
\ \
\ \
\ \
0.2 \ —1F \ 4 0.2
\ \
\ \
5\ \
0 0 1 1 1 1 \F 1 1 1 1 1 1 \F 1 1 0 0
228 232 236 240 244 248 252 256

232 236 240 244 248 252 256
T/K T/K

Figure 4. Sensitivity calculations of heterogeneous ice nucleation rate coefficidrtsand frozen droplet
fractions, fiz, on cooling rater, derived from model simulations Crl (orange) and Cr2 (blue) whete).5
and5.0K min~!, respectively.Jhet as a function of temperaturé,, are shown in(a) assuming uniform ice

nuclei surface area (ISA) per droplet yieldidd?***" and (B) accounting for different ISA yielding2S"®!
—apparent —actu

The dashed lines i) and (b) are Jper ~ and Jpe ', respectively. Shadings i) and (b) correspond to

upper and lower fiducial limits witk: = 0.999 confidence and the solid red line is calculated from Ef. (6) for

illite (kngp_f_an_d_ALp_QIJt,LZD;LIS). Frozen droplet fraction., are shown ir(c) and(d) where dashed lines and

shadings represerft,, and 5 and5 % bounds, respectively. Parameter values for Crl and Cr2 are given
Table[2.

41



1.0

a
0.8 ]
0.6 i
N
[
G
0.4 i
0.2 2.0K min’ -
0.2 K min”'
- = = Simulated
® Herbertetal.,, 2014
3 L 1
10 T I
2
— 10
:
(%)
o 10
Y 1
~
< A1
o 10
©
&% 102
=210
=
> 107 2.0K min’'
- .
2 10 0.2 K min'
- 4 = = Simulated
10 ® Herbertetal, 2014
= Jpe(Aa,,), this study
3
10
2
10
T
v 10
o
€
O 1
-~ 1
= 10
2w
c&. 2
= 10
o
210 3 20K min':
= 0.2 K min’
-4 [ ==Simulated
10 === Jpe(Aa,), this study
O IsoHE2
107 1 | . 1 \
260 262 264 266

T/K

Figure 5.

42



Figure 5. Frozen droplet fractionsfs,, and heterogeneous ice nucleation rate coefficiefats,from immer-
sion freezing cooling rate;, dependent model simulations CrHE1 and CrHE2 whefe0.2 (orange) and
2.0Kmin~"' (blue), respectively, and experimental data of feldspar acting as isionelNPs |(Herbert et al.,
). Dashed lines and shadings(@) are f;, and 5 andd5 % bounds, respectivelylhe; as a function of
temperature]’, are shown ir(b) assuming uniform ice nuclei surface area (ISA) per droplet yield{f§**™
and (c) accounting for variable ISA yielding2“® The dashed lines itb) and (c) are Jre ™" and Jpe ",
respectively. Shadings ifio) and(c) correspond to upper and lower fiducial limits with= 0.999 confidence.

Experimentally derivedfs, and.Jhet are shown as circles if@) and(b), respectivelymmy The

red line in(b) and(c) is calculated from Eq[{6 13) using new patarsederived for
feldspar. Parameter values for CrHE1 and CrHE2 are given in [aflee?fitted.Jhe: value from model simu-
lation IsoHE? is shown irfc) and its corresponding error derived from Hiyj. 9 considefiag = 40, og = 8.5
(see Tabl€ll) and a temperature ertd?, = +0.4K.
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Figure 6. Frozen droplet fractionsf,, and heterogeneous ice nucleation rate coefficiefits,from immer-
sion freezing model simulations CrDI1 (orange) and CrDI2 (bluej, experimental data of illite acting as
immersion INPS are showlm @14). Dashed lines andrgfsih (a) are f;,, and 5 and95%
bounds, respectivelylhet as a function of temperatur&,, are shown in(b) assuming uniform ice nucleating

particle surface area (ISA) per droplet yieldidgf"*"*"and(c) accounting for variable ISA yieldingZ$"® The

dashed lines iffb) and (c) are JeP®*™and Tos™ respectively. Shadings ifb) and (c) correspond to upper
and lower fiducial limits withz = 0.999 confidence. Experimentally derivefd, and Jnet are shown as circles
in (a) and(b), respectivelyl4). The red line(ls) and(c) is calculated from Eq[{6) for illite
(Knopf and Alpegltlﬂ:%). Parameter values for CrDI1 and CrD&given in Tabl&P. Fittedhe values from

model simulations IsoDI1 to 3 are shown(ir) and their corresponding error derived from K. 9 considering

Nt = 45, 0g = 3.2 and a temperature errah T = +0.7K (see Tabl&ll).
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kaolinite kKD.QQT_a.nd_ALDE}'LZQh). Parameter values for IsoCFDClsodACIS are given in Tablel 1.
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adiabatic cooling immersion freezing model simulations CrNI1 (blue) amdlZ(orange). Simulated and ex-
perimentally observed ice crystal concentrations are shown in the ofsganel(a). Dashed lines and shad-
ings in (a) are f,, and 5 and95% bounds, respectively. Experimentally derivég and uncertainties by
Niemand e I.EZZ) are shown as symbols and error bagsas a function of temperaturé;, is shown
in (b) and accounting for variable ISA yielding?“? where dashed lines and shading @& and fidu-
cial limits with = = 0.999 confidence, respectively. The red line(in) is calculated from Eq[{6) using new

parameters derived for natural dust. Parameter values for Cridl CaNI2 are given in Tablgl 2.
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Figure 9. Uncertainty analysis derived from immersion freezing model simulatidhs relative error in the
experimentally derived heterogeneous ice nucleation rate coefficieatis referred to ag\ Jhet. They axis
indicatesA Jhet as a factor error, e.g\ Jnet = 10 indicates an error ihe by a factor of 10 in the positive and
negative direction. stochastic error due to the applied number of drpplgtsis shown in(a) where red and
blue represent the upper and lower fiducial limits/afi, respectively. The error due to temperature accuracy,
AT, for a variety of INP types is shown (i) in orange color where the solid line is averalyénhe: as a function

of AT and the shading is for a range of INP types. The error due to the absolcgéetainty in water activity

or equivalently relative humidityARH, is shown in(b) where the blue line is averag®Jhet, and the shading
represents the range of values for a variety of INP types. The uimdgrthue to variability in INP surface area,
oy, is shown in(c) as black and green lines evaluatedfat= 0.1 and0.9, respectively. The uncertainty in
measuring absolute surface ar@ady, is shown in(c) as the red line. Further details and example uncertainty
values given as dotted lines are described in the text.
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