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The manuscript by Hu et al., is what appears to be the first in a series of papers to use
an air quality model, in this case the “UCD/CIT” model, to develop PM exposure indices
for health studies. This one deals with model evaluation. The model domain covers
California and some surroundings. They find that while PM2.5 mass is reasonably
accurately simulated, nitrate, organic carbon and sulfate are on the low side, while
dust is high. They then conduct sensitivity analyses to help explain the issues.

General Comment: The use of air quality models in health studies is a growing trend,
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though one should tread cautiously. As this paper shows, there can be large biases
involved (which is likely a bigger concern than the errors), particularly when those
biases are not thoroughly investigated. In this case, organic carbon, sulfate and nitrate
are biased low. As noted below, much of the issue is laid to the emissions, but the
modeling approach may have concerns here as well.

Response: The authors thank the reviewer for the constructive comments and sug-
gestions that help improve the quality of the paper. We have revised the manuscript
to address the reviewer’s comments and made response to each comment in this file.
The comments are in regular fonts and the responses are in red.

In response to the first general Reviewer comment, we completely agree that air quality
model results should be treated cautiously when used in health studies. That is exactly
the objective of the manuscript: to evaluate the accuracy (or bias) in the temporal and
spatial variations in the model predictions and to identify the features of air quality
model results that could be used in exposure assessment. We identify air pollutants
that agree well with ambient measurements and believe those pollutants should be
considered in health studies with higher confidence. We also examine the possible
causes for biases in predicted organic carbon, sulfate and nitrate. However, we do
not think that errors in emissions are the only cause of the model bias. For organic
carbon and nitrate, we think uncertainties in meteorological inputs (wind, mixing depth,
and relative humidity) and uncertainties in chemical mechanisms are also important
factors. We believe these points are clear in the paper.

Specific Comments:

Comment: Their sensitivity analysis is not well motivated and done in a rather cursory
fashion. They suggest that the reason for the low nitrate is that the RH is low from WRF.
That may be the case, in which case one should figure out why RH is low in WRF.
Instead, they raise the RH by 30%. The nitrate then increases. It is suggested that
they find out why the base meteorological model is providing biased results, and have
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it corrected in a fashion that will capture linkages important to the meteorology. For one,
if you increase RH, shouldn’t you get more rain? Arbitrarily increasing RH as an output
does not provide this natural link. Instead, they cap the RH at 95%. More rain will
lower, not increase nitrate. Thus, their approach is a bit one-sided. How well did WRF
simulate rain? So far as issues with the meteorological model, they also increased
the friction velocity by 50% to decrease an overestimate of wind speed, but leading
to a negative bias in wind speed. Whilst they can cite two of their own papers, this
would strike me as to atypical practice or everyone would follow suit. Is this generally
accepted? Further, given it leads to a negative bias, is this not too much? Also, might
the RH problem be linked to this? Should they use a different meteorological model?

Response: In previous work we have conducted a comprehensive study in which we
have tested different physics schemes in WRF simulations for California and evaluated
the meteorological results. This results of this study have been publish in a previous
paper [1]. Based on that analysis, we chose the schemes that yielded the ‘best’ model
performance and applied those schemes in the current study. We then evaluated the
accuracy of the predicted meteorological parameters that are important for air quality
predictions. The results show that the ‘best’ WRF schemes still have bias, and that
there are no models/schemes that yield perfect results. Improving the components
of WRF to correct these biases is a major research effort that is simply beyond the
reasonable scope of the present study. We believe our WRF predictions are represen-
tative of the state-of-the-science in the field, and focus on how the remaining biases in
the predicted meteorological fields affect the air quality predictions in the current study.

We found that WRF under-predicts RH in California in the current study, consistent
with other studies in California [2, 3] Therefore, we have conducted the RH sensitivity
simulations to examine how this bias in RH affects nitrate performance. We increased
RH by 30% in the air quality model simulations as an upper bound estimate of the
nitrate sensitivity to RH. Only RH values were modified in the air quality calculations
in the sensitivity simulation, thus, rain and other meteorological parameters were not
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changed. Our results show that the RH under-prediction does indeed influence nitrate
concentrations. This provides motivation for the meteorological community to address
the problems in the WRF model, but this task is beyond the reasonable scope of the
current study.

We found the surface wind was over-predicted by WRF, especially for wind speed less
than 3 m/s, which is a typical condition for high PM pollution events. Many other stud-
ies in California have reported similar findings [1, 3-5].This problem still exists after
we utilized the four dimensional data assimilation techniques available in WRF [6].
This problem prevented the accurate prediction of events with high PM concentrations
which cause the most severe health problems. A recent study (Mass, C.F, not pub-
lished, personal communication) found that increasing the surface friction velocity (u*)
by 50% improved the surface wind predictions in a complex-terrain domain that cov-
ers the state of Washington. We tested this method in the Central California Ozone
Study (CCOS) [7] and found improved model performance. In the current study, we
conducted 1-year simulations in 2000 to examine the effects of increasing u* by 50%,
and the results were included in a previous paper [8]. This method reduced the bias
in surface wind and improved air quality predictions. Even with the change, winds less
than 1.5 m/s were still over-predicted. Therefore, we conducted the wind speed bias
vs. concentration bias analysis to examine how remaining wind bias affects PM perfor-
mance in the current study. Once again, the results of that sensitivity analysis indicate
that wind speed bias is an important driver of uncertainty in model predictions. This
provides motivation for the community to improve the WRF model, but enhancing the
WRF model to correct this bias is beyond the reasonable scope of the current study.

Comment:They suggest that the poor sulfate results are due to the uncertainties in
the sulfur dioxide emissions. My understanding is that air quality models in the US
are best at sulfate because the sulfur oxide emissions are well characterized as they
arise from fuels, and fuel usage and composition are well known, or the emissions are
measured. Here, they say the emissions are uncertain. They should provide a better
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justification for this conclusion. Are such emissions very uncertain and why? What
other demonstration of this is there, particularly given the findings from other studies?
Also, a low sulfate might increase the nitrate, but the nitrate is also low.

Response: In the eastern US, emissions of sulfur dioxide are large because of the
combustion of coal to generate electricity and the use of transportation fuels with rel-
atively high sulfur content. The sulfur dioxide emissions are relatively accurate be-
cause the small number of large sources are well characterized. In California, all large
sources of sulfur dioxide emissions have been eliminated during more than 3 decades
of emissions controls. The remaining sulfur emissions are small and are not well char-
acterized. The minor emissions from point, mobile and industrial sources are well doc-
umented, but the emissions from other sources such as residential, agricultural and
natural sources still contain great uncertainties.

Under-prediction of sulfate concentrations in California has been reported in other re-
gional modeling studies [3, 9], using different air quality models (e.g., CMAQ, WRF-
Chem). The common findings in sulfate under-prediction across different studies using
different models indicate that the sulfate problem is not due to the choice of air quality
model. A global model study using GEOS-Chem in which ocean DMS emissions were
included showed a better sulfate performance [10]. Therefore, we attributed the some
of the sulfate under-prediction to the missing natural sulfur emissions in the manuscript.
Further analysis, as suggested by reviewer 1, indicates that missing anthropogenic
emissions (such as residential or agricultural emissions) is also likely contributing to
the sulfate problem in the southern California. The manuscript has been revised to
include the above discussions.

In the eastern United States where ammonia can be a limiting factor, decreased con-
centrations of sulfate free ammonia which is then available to form ammonium nitrate.
In the present study, ammonia is generally present in excess in both the San Joaquin
Valley and the region east of Los Angeles, meaning that nitrate formation is not de-
pendent on sulfate concentrations. The nitrate under-prediction in the current study is
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caused by other factors, such as the uncertainties in emissions, under-predicted WRF
relative humidity, and/or the chemistry mechanism, as discussed in the manuscript.
Under-prediction of nitrate in California has also been reported in other studies [3, 9,
10].

Comment: Given it is a long term simulation, a question arises as to how well does their
model simulate deposition over that same period. I have seen evaluations of other air
quality models for deposition. A publication of such an evaluation for the model they
have chosen would be of interest. They should provide an update here if possible. This
should be done, particularly, considering the modification to the friction velocity and the
low RH bias, which probably means a low bias in wet deposition, which should lead to
higher pollutant concentrations.

Response: We thank the reviewer for the constructive suggestion and we think that
an evaluation for the model performance on deposition would be interesting. Unfor-
tunately, deposition data were not saved in the current model simulations. Thus we
cannot performance such analysis at this point.

Comment: They suggest that many of the problems are due to emissions. This should
be better demonstrated. One can get very similar problems if some other issue is
driving the problems. What if some other process is not being captured correctly?
For example, might it be that the model is dispersing material too rapidly/not rapidly
enough? I would have liked to see more support using other approaches, e.g., from
recent tunnel studies or satellite data. Their paragraph, starting “Figure 5b and c: :
:” says things work in some places and times, but not other places and times. They
conclude the emissions are uncertain, which is a potential cause. The model may
also lead to those same biases due to the parameterizations of physical processes,
and, indeed, one might find the latter a more likely happenstance. Given the complex
meteorological situation in the area, it could be quite challenging for a model to correctly
capture dispersion. They hint at this possibility, but do not give it the importance it
deserves, and how it might be addressed, or how it might impact the use of model
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results.

Response: We agree there are other issues besides the uncertainties in emissions and
meteorological inputs that need to be considered, such as some uncertainties in the
chemical mechanism. In the manuscript, we have pointed out that uncertainties in the
nitrate and SOA chemistry mechanisms are also possible causes for bias in the OC and
nitrate predictions. Model grid resolution is another potential issue that may contribute
to the bias in the model predictions when comparing the 4X4 km grid concentrations to
point monitor measurements [8].

We have tested our model approach for individual processes, including horizontal ad-
vection, diffusion, dry deposition, and wet deposition. The test results were included in
a previous study [8]. In summary, the biases due to the numerical parameterizations
of physical processes are small. We agree there are uncertainties in the dispersion
calculation that contribute in a minor fashion to the biases in model results. But we
think these uncertainties are mainly due to the difficulty in accurately predicting wind
fields in an area with such complex topography. The numerical solvers of the pollutant
dispersion do not introduce significant error.

Comment: The top boundary of the model is of concern. It is only 5000 m. For such
long simulations, and in such complex topography, aren’t there periods where various
processes might occur that lead to exchange above 5000 m, e.g., convective storms,
atmospheric waves over the mountains in the domain? Might stratospheric intrusion
play a role?1,2 They should conduct a sensitivity study to assess how the lower model
boundary condition impacts their results. It would also seem that the low model height
might negate any modeled role of air craft or lightning emissions.

Response: Measured planetary boundary layer height (PBLH) data showed that PBLH
in California are generally lower than 2 km [1]. We have done sensitivity simulations
to study the effects of changing the model height from 4000 to 5000 m. The results
indicate less than 3% difference in general [8]. A recent modeling study in Europe
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used 14 layers up to ∼6000 m and yielded satisfactory results [11]. Note that the use
of relatively shallow vertical domains is only appropriate in regions with well-defined air
basins and might not be appropriate for locations in the eastern U.S. or other regions
with moderate topography. The choice of a model top at 5000m in the current study
was an appropriate approach to limit the computational burden of the calculations con-
ducted for California.

We agree that there are certain periods when exchange above 5000 m occurs. A
few case studies have examined the stratospheric intrusion of ozone in California [12-
14]. The stratospheric contribution can be significant for springtime ozone, but has
less impact in summer and winter [12]. Nevertheless, our predicted surface ozone
is in excellent agreement with measurements. Including the stratospheric intrusion
process will improve the day-to-day variations in the ozone predictions during those
springtime events, but it should not change the majority of the ozone performance or
the monthly/seasonal variations of ozone predictions.

Long range transport can also influence air quality in California [15]. The impacts are
determined in boundary conditions in our model simulations. In the current studies, we
interpolated the ambient measured upwind concentrations and seasonal background
concentrations from literature as boundary conditions [16]. An ongoing effort is un-
derway to use global model predictions to provide temporal-spatial varying boundary
conditions for our model. This will improve our model ability to capture the influence of
long range transport on local air quality and will be documented in future studies.

High-altitude aircraft emissions and lightning emissions are currently not included in
the official emissions inventory provided by the state of California for the current study.
Some studies indicated that aircraft emissions could have great impact on surface air
quality, especially for ultrafine particles [17, 18]. Future studies should consider the
aircraft emissions as they become available.

Comment: They say “For the first time, a _ decadal: : :” I do believe that the US
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EPA has conducted air quality modeling over the whole US, which includes California,
for a fairly long time period and may have used that for health analyses. I am not
sure to what degree they have used their results for health studies, but that should be
checked. Even if they have not, the “for health effects studies” is not that relevant in this
case since this really is a model evaluation, and I am not sure if the “for health effects
studies” changed the model evaluation analysis appreciably. How does this effort differ
from any other evaluation of a long term model application? Also, the whole domain
they use is not 4 km, just a subset, so they should alter their lead-in sentence, e.g.,
add “with populated regions modeled at a resolution as fine as 4 km”.

Response: To our best knowledge, this is the first study in California to model 9 years
of air quality with 4km resolution covering the major population areas for health ef-
fect studies. As discussed in the Introduction section, we try to address the temporal,
spatial, and/or chemical limitation problems in the ambient measurement data that are
traditionally used in health effect studies. So we use air quality models to address the
limitations of using measurement data alone. For that purpose, in addition to a tradi-
tional model evaluation, we focus on identifying the model features that could be used
in health effect studies, such as what months/seasons, what areas, and what chemicals
in the model predictions are accurate; and in what averaging times, model predictions
are suitable for health effect studies. The accurate model results should be considered
first in the health effects. We have emphasized our purpose in the Introduction section,
and added one paragraph to discuss the implications of the model results for use in
health studies at the end of the Results section in the revised manuscript.

We have further modified the sentence to “with 4 km horizontal resolution over popu-
lated regions” in the revised manuscript.

Comment: Not sure if “These results will be improved in future studies.” belongs in an
Abstract, or even in the paper. It begs the question, why aren’t they improved here? Is
this paper premature? Also, it does not appear in the paper.
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Response: We delete the sentence from the Abstract in the revised manuscript.

Comment: In the end, too much of the less than desired agreement with observations
is put to the emissions and the meteorological model as opposed to potential issues
with the model itself. Further, they need to provide some idea of what should be done.
In terms of model evaluation, they should look at the European AQMEII effort.3 (They
might also look at other model-based air quality model-health studies in Europe and
elsewhere. 4,5) The US EPA has looked at model evaluation under emission uncer-
tainty.6 I would suggest they look at those efforts a bit more. They should consider
raising their model domain height given the complexity of the terrain and the potential
for longer range transport, convective storms and stratospheric intrusion to be of an is-
sue. They should try to figure out why their meteorological model provides inadequate
inputs in its base formulation, e.g., the need to slow winds down and increase RH.

Response: We thank for the reviewer’s suggestion. Discussions on several potential
issues, e.g., model uncertainties and domain height, have been added in the revised
manuscript (see the previous response to individual comments). We also thank the
reviewer for the references. The references suggested the importance of evaluating
model results in both the temporal and spatial aspects, which supports the analysis
approach in the current study. Some of the references have been cited in the revised
manuscript. We focus on discussing how the bias could affect the PM predictions using
sensitivity analysis, instead of enhancing the meteorological model. We think extensive
future efforts should be directed to meteorological model improvements, but that work
is beyond the reasonable scope of the current study.
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