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Revisions for “Estimating sources of elemental arghnic carbon and their temporal emission
patterns using a Least Squares Inverse model amtiyhmoeasurements from the St. Louis-Midwest
Supersite” by B. de Foy, Y. Y. Cui, J. J. SchatrJanssen, J. R. Turner, C. Wiedinmyer,
Atmospheric Chemistry and Physics Discussion, 2014.

Thank you for the reviews of our manuscript. Pl€asgbelow a point by point reply to the comments
along with a list of the changes made to the text.

The complete original reviewer comments are inlblaow, and the responses and modifications
made to the manuscript are listed in blue.

Sincerely,
B. de Foy, Y. Y. Cui, J. J. Schauer, M. JansseR, Jurner, C. Wiedinmyer

Anonymous Refer ee #3, Received and published: 6 June 2014

This manuscript presents an inversion for emisstdredemental and organic carbon
using data from the St. Louis — Midwest Superdi@ile the topic is important, |

am concerned that the physical models are not pppte for assessing emissions

of EC and OC. With respect to both gases, it waeleim vital to explicitly model their
chemistry (formation, sinks). With respect to EQiieh is not formed in the plume, has
the sink been included (deposition)? With regar@@ both formation in the plume
and the sink would need to be modeled. In its culifi@m, the manuscript does not
appear to include these important processes. Tdrerghe derived emissions will
surely be biased. The study needs to be revisewbtiel these processes.

General comments:

1. As mentioned above, the chemistry and depositesds to be included to accurately
derive model sensitivities. For EC, this might baer if there is no chemical
formation/destruction in the plume and only depositvould have to be modeled in
CAMX/FLEXPART. In FLEXPART, it is important to inade sink processes for shortlived
species and it was not mentioned in the manusehpther this was done. OC

will require a full chemistry model and depositievithout which, emissions or impacts

at the site cannot be assessed. If this is noilpgesthen OC should be removed from

the analysis. The current manuscript assumeshba€ measurement at the site is
indicative of emissions/impacts from the sources Plume will have a different distribution
from the inventory distribution so it is not cldaw that can be disentangled

without having a chemistry model.

We apologize for failing to mention that the CAMrnsilations used both wet and dry deposition. The
following text was added:

"Dry deposition was calculated using the Zhand.e2803 schemeand wet deposition using the
standard scheme in CAMXx."

CAMx simulations are used for estimates of knownssians, whereas FLEXPART is used to estimate
concentration impacts from unknown sources. FOrXRERT we therefore stick to Residence Time
Analysis grids which do not have deposition incldidEhe role of the two models was clarified as
follows:

"The purpose of combining Eulerian with Lagrangsamulations is therefore to estimate adjustments



to known emission inventories with the Euleriandations, and to estimate impacts from unknown
area sources in an overlapping domain with the d&ragjan simulations.”

Because EC is not formed in the atmosphere, ouemodudes the main processes involved in EC
transport, and so the emissions estimates cartdriiated directly. For OC, you are right that
chemistry is an important source. However, we fiegl there is still valuable information in the OC
analysis and that this merits inclusion in the pnépaper. Aerosols are a very complex subjectyand
believe that having different results from diffet@angles does not detract from alternative
methodologies but rather contributes to the fiddavhole.

The following text at the end of the introductidardies this situation:

"Our model is focused on transport and consequémtlyesults for EC can be straightforwardly
compared to emission inventories. For OC howeherntodel does not distinguish between primary
OC that is emitted by a source and secondary OGgltaeated in the plume of that same source. The
results are therefore best interpreted in termspéctsat the measurement site rather than emissions
at the source location."

2. 1 do not understand the purpose of using the &AMdel when FLEXPART could be

used for the entire inversion (provided that themtstry can be included) or vice versa.

If the only sources were ones that exist withindbmain (i.e. boundary conditions are

negligible), FLEXPART would contain all of the nssary information for the inversion.

What is the benefit of using the second model?

This was clarified in response to the comment ataowkthe comments from reviewer 2. We use
CAMXx to simulate transport from the well-establidHeADCO inventory. We then use FLEXPART to
estimate impacts from sources that may have bealtytmissed in the inventory. Clearly there are
alternative choices that are also valuable.

3. If the source distributions are incorrect, ttt@s would affect both the inventory

scalings that are derived as well as the estimatiomissing’ sources. How well are

the spatial distributions known for each source?

We believe that the LADCO inventory is the statetad-art for our region. However anyone working
in emissions knows what a hugely complex task #\e think that the results of our analysis proade
partial answer to your question: the Point Sourt@ther,” MAR and Non-Road emissions seem to be
adequately represented. The category needing teewaok according to our inverse model is the On-
Road category, bearing in mind that part of théofnm could be related to inaccuracies in winteretim
WRF winds. Please refer to Sec. 3.3 for a discassidhese issues.

Additionally, the uncertainties in the spatial distitions of the sources is the main reason why we
believe that it is valuable to combine CAMx for tkreown sources and FLEXPART for the unknown
sources.

4. Please provide a more in-depth description @frilierse method and the assumptions

that go into this method and what they imply (dia@jcerrors, trust-region iterative

algorithm). As one example, assuming independemtijrobservations (though there

Is a mention that previous studies have diagnossatralation timescale of 12 hours)

could lead to an over-weighting of the data. Refees are given for various aspects

of the method but the method should be justifiethencontext of this work.

We have added a figure of the WRF density functamms auto-correlation coefficients in Sec 3.1. This
shows more clearly what we are referring to, asd addresses Specific Comment #11.

Note that the measurement errors can be assunieduiocorrelated in time, as is done by all the



studies we know of. For block-bootstrapping, we ttarselect separate episodes. The issue is not one
of correlation of errors, but of length of meteogital events. By using 24 hours as our block-
bootstrapping interval, we select independent wexathients. The discussion of the uncertaintieben t
paper has been expanded, please see comment #6 belo

5. Why was 1 ug/m3 uncertainty on the measurenaasen? Has a model representation

error been included?

This value was selected by expert judgment aslstieastimate. Note that is only used in order to
interpret the values of the regularization paramdtiee model representation errors are includetien
regularization parameters. Note that what mattetke inversion is the ratio of the model uncettagm
to the measurement uncertainties. In our work, @terthine these objectively in order to minimize the
total error as explained in the text.

6. It would also be nice to see an outline of theerse procedure for clarity (for example,

is the vector of regularization parameter optimizethe same iterative routine as

the emissions)?

The following was added at the end of Sec. 2.4:

“In outline, we first perform the optimization dfe regularizatioparameters without bootstrapping for
each set in turn: for the RTA grids, for the LAD@@issions, for the open burning emissions and

for the biogenics. This is repeated to make surevgiiues are stable. We then use the set of
regularization parameters to obtain inverse resuilts the full data set, and 100 realizations with
block-bootstrapping.”

How are uncertainties and correlations derivedhéihversion accounted for? Have

the authors analyzed the correlations in the biagptng results (e.g. from the realizations

of ‘X’ that are derived)? Are uncertainties in thigservations and uncertainties

due to the prior (from the regularization paramgbeopagated into emissions and

associated uncertainties? Some of this materiddgminto the Supplemental section.

Thank you for bringing up this important point.

In addition to block-bootstrapping, we have perfeda Monte Carlo error propagation to further
understand the uncertainties and the cross-camesain the model. A new figure was added to show
the uncertainty in the results and the cross-caticeis for EC using bootstrapping. The correspandin
figures for the Monte Carlo error propagation ia #C inversion and for OC are included in a
supplemental section. This shows that the restdtsiat unduly correlated with each other, and wWeat
have made a reasonable attempt at characterizngritbrs.

New text at the end of Sec. 2.4:

"We estimate uncertainties in the inverse moddlNaydifferent methodsThe first is to use expert
judgment to determine an uncertainty on the measemés (y) and on the model sensitivities H)
and to use Monte Carlo error propagation. We perfbd0 realizations of the inversion with
randomized scaling of the entries in y and H ineoitd estimate the uncertainties in x. In practee,
assume that entries in y vary by plus or minus 20@bthose in H by plus or minus 50%.

An alternative method is to assume that by rand@afypling the data included in the inversion we are
randomly sampling both the measurement errorsf@dimulation errors at the same time.

This can be done with the bootstrap algorithm. édtjh measurement errors are assumed to be
uncorrelated in time, meteorological events varytanorder of hours to days. In order to obtain
samples that have different meteorological condgjave perform block-bootstrapping with a block
length of 24 h. We therefore perform 100 inversiamitt random selection with replacement of the



days included in the analysis. In this way, thetbtmapping yields an estimate of the combined
uncertainty due to measurement errors and duarnsort modeling errors."”

New text added at the end of Sec. 3.2:

"We used both Monte Carlo error propagation andgitapping to estimatde uncertainties in the
emissions estimates. Fig. 9 shows the histograiotalf emissions for each of the main categories in
the inversion, along with correlation scattergrahthe results for the bootstrapped simulations5Gr.
For EC, the standard deviation of the contributisrsetween 3% and 5% of the mean contribution for
all emission categories except for open burningre/iteés 20%. There is little correlation in the
emissions estimates from the different source gotipe highest r2 is 0.22 for realizations of the O
Road and Other emissions. Overall this suggestotiraesults are n@xcessively impacted by cross-
correlation terms.

The results of the Monte Carlo error propagatianiacluded in thsupplementary material. The
uncertainties vary between 1.5% and 3% exceptgendourning where they are 6%. These are
noticeably lower than the bootstrapping estimasewell as what we expect from knowing about
emission inventories and from the values of thell@ization parameters that were determined from
the inversion themselves. These suggest that bing-bootstrapping provides a better estimatédnef t
uncertainties.

The results for OC are included in the supplemgntaaterial. The bootstrapped standard deviations
are between 5% and 10% of the mean contributionalf@mission categories except for open burning
where they are 18%. This suggests that the emsgistimates are robust with respect to uncertaintie
in the model inputs.”

Specific comments:

1. Abstract — This sentence (The inverse model aoeslforward Eulerian simulations

with backward Lagrangian simulations to yield esties of emissions from sources

in current inventories as well as from area emissibat might be missing in the

inventories.) is confusing if you haven't first tcethe paper. Perhaps reword ‘are@’

emissions to something like emissions unaccourdehfthe inventories.

The word "area" was removed, which leaves the Wofig text which is similar to the one you suggest:
"from emissions that might be missing in the inveis"

2. Page 12029 Paragraph 1 — it would helpful teeteshort description of what

Concentration Field Analysis is and what it shoas \yas done for the Residence

Time Analysis)

New text added:

"Concentration Field Analysis is based on scalimgResidence Tim&nalysis at each time step with
the concentration at the measurement site. Theostemthe entire measurement period is then
normalized with the Residence Time Analysis. Thighhghts air flow patterns that are associated
with high receptor concentrations."

3. Page 12029 Line 24 — An explanation for whytthe models are used together

would be helpful. At present, it is unclear whag tieed is for using both (i.e. couldn’t
FLEXPART be used alone?).

Please see the clarifications added to the tetined under General Comments #1 and #3.

4. Section 2.4 Least Squares Inverse Model — Plgasgde a short description of



the lifetimes of these species and whether itssiagd that the boundary conditions
to the Lagrangian domain are negligible.

Text added: "In our case, the background leveE®@fand OC are very low

(see Fig. 4), and we expect minimal impacts frooraes outside

the study area.”

5. Section 2.4 Least Squares Inverse Model - HenCa&kMx model sensitivities calculated
(emissions from the inventory of that particulans®/time period are perturbed)?

We have clarified the explanation (see also comaieain reviewer #2):

"Hourly Eulerian simulations with CAMx were perfoeah for the five different source groups in the
LADCO inventory: On-Road, Non-Road, MAR, Other dint Sources. Because we are interested in
evaluating the temporal profiles of the sourcescamey out separate simulations for emissions durin
different times of the day and different days & tieek. The time slots were selected based on the
diurnal profile used in the emissions inventory:0Dlp.m. to 05:00 a.m., 05:00 a.m. to 08:00 a.m.,
08:00 a.m. to 02:00 p.m., 02:00 p.m. to 06:00 pamd 06:00 p.m. to 11:00 p.m. Days of the week
were split into a weekday group and a group coirtgiBaturdays, Sundays and Holidays. As an
example, an hourly time series of concentrations el#ained from a CAMx simulation with On-Road
emissions only between 05:00 a.m. to 08:00 a.mverkdays."

And further down:
"For the CAMx time series, the entries in x ardiaggfactors on the LADCO emissions that went into
the CAMx simulations."

6. Section 2.4 Least Squares Inverse Model — Ttmukl be significant temporal correlation.

There is a brief mention of 12 hours being thealation timescale from previous

studies, but hourly observations are used andeaét as independent. This

could lead to over-weighting of observations initineersion. Can the least squares

method be reformulated to deal with a full covacamatrix? Otherwise, using daily

averaged observations may be better.

Yes, we could use a full covariance matrix withstimethod. In practice, most inverse models of
emissions in the atmospheric sciences use diagoataices and so we are following common
approaches to this question. The brief mentior2afidurs is to do with the correlation time of
meteorological events. We use this to justify thkection of block-bootstrapping on chunks of 24
hours in order to increase the variability of theteorological conditions in our bootstrapped sample
We moved the mention of the auto-correlation to &as it is misleading in this context. Pleaserre
to the new text described for Comment #6 above.

7. Section 2.4 Least Squares Inverse Model — Ageethssumptions that go into

converting equation 1 to equation 2? Can you desavhat an augmented H”, x” and

y” are (what are the dimensions)? Describing tlvelise methodology in more detail

is needed and can go in the Supplement.

There are no assumptions, please refer to Astdr,&2012 for more details along with our previous
papers on the method.

Text added: "H” has dimensions of (7091 + 3486)®486), and y” has dimensions of (7091 +
3486)."

8. Page 12030 Line 29 — ‘Area sources’ is confussaprces unaccounted for in the
inventories is more clear.



The paragraph was rewritten as follows (see alsmuents by reviewer #2):

"The inverse model derives a posterior estimaenuksions based on the Eulerian simulations that
used the emissions inventory as a prior. In additibe inverse model uses the Lagrangian simulation
to derive an estimate of sources that may be nggsom the inventory. This is done by using thegpol
grids of Residence Time Analysis that representrtipact that an emission in a given grid cell would
have at the measurement site. As all the knowrceswere already included in the CAMx
simulations with the emissions inventory, we udield of zero prior emissions for the polar gridsrh
the Lagrangian simulations."

9. Page 12031 Line 25 - What are the 606 emis&@ments? Are they scaling

factors of the prior distribution for that source#? Please provide some text to clarify

this.

This was clarified as follows:

"For the CAMx time series, the entries in x ardiaggfactors on the LADCO emissions that went into
the CAMx simulations."

10. Page 12033 First Paragraph — Why are the sesiulhe inversion for the regularization
parameter described here rather in the Result®aahlso why are single

values given? Isn’t ‘s’ a vector of values? It wbalso be good to discuss these results

more, for example, about which components of threntories are most uncertain. The

derived regularization parameter should give arcattn of the relative uncertainties

of various parts of the prior.

We appreciate the suggestion of moving some ofséision to the results section which would be a
logical place to find it. However, we felt that wheve did this it broke up the flow of discussing th
emissions, and it separated into two parts somgthiat is best understood when it is kept in alsing
part. We would therefore prefer to keep this secéis it is.

In principle, one can have as many values of s@®tare entries in x. In practice this is neither
feasible nor desirable. We have therefore elecdes¢ common values by emission groups. The logic
is that the estimate of the uncertainties for edarpthe 6 open burning parameters are similaaich
other, but different than the ones for the LADCGs=ions.

The text was modified as follows:

"While in principle we can ascribe different valides each entry in the sensitivity matrix, we deszid

to use common values by source groups. The valuesvere therefore determined separately for the
emissions inventory sources, for the open burniugces and for the emissions based on back-
trajectories."”

11. Page 12033 Line 18 — The claim that there argystematic errors in the model

is likely overstated.

We have included the figure for KCPS in Sec. 3d afded the following text:

"Fig. 6 shows the probability density function faoth the measurements and the simulations at KCPS.
The distributions are very similar, and all varesbpassed the Kolmogorov-Smirnov test to much
lower than the 1% significance level, showing tih&t model does not suffer from significant
systematic biases."

The original sentence was entirely removed asgfaah improved discussion of model uncertainties,
see comments #6 above.

12. Page 12038 Line 19 - ‘explains why' shouldIbe ‘posterior emission causes the



total emissions to decrease’
We have replaced "explains” with "is": "which iiyv..."

13. Page 12040 Line 19 — why is the inversion e o simulate winter concentrations?

Are there ‘missing’ sources at this time that ammpensating for the lack

of agreement with the inventories (if posteriosli®wing scaling from inventories are

showing near O emissions)?

This is an area of future research - any statemenwould make would be speculative at this point.

14. Page 12041 Line 1 — Are these swings statilstis@nificant based on the derived
uncertainties? The phrase ‘This suggests that Hrer&arge uncertainties in

these estimates’ should be rephrased using themsedrom the uncertainties that

are presented.

The following text was added: "These swings aretiy@®ntained within the 90% confidence range
displayed in the figure which suggests tthety are not statistically significant.”

Also, the conclusion that ‘more data could stabilize emissions is too

narrow. There are other areas that could contributé as in the spatial distribution
of the inventories and lack of chemistry being mled¢hat are hard-wired into the
system.

We have added the following text: "or an improveadel that considered in-plume
chemistry."



