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Abstract
We present constraints on California emission inventories of methane (CH4) using atmospheric observations from nine NOAA WP-3 flights during the California Research at the Nexus of Air Quality and Climate Change (CalNex) campaign in May and June of 2010.  Measurements were made using a quantum cascade laser spectrometer (QCLS) and a cavity ring-down spectrometer (CRDS), each calibrated to NOAA standards in-flight.  Six daytime flights sampled above the northern and southern central valley and an additional five daytime flights probed the south coast air basin, quantifying emissions from Los Angeles.  The data show large (>100 ppb) CH4 enhancements associated with point and area sources such as livestock, landfills, wastewater treatment plants, gas production and distribution infrastructure, and rice agriculture. We compare aircraft observations to modeled CH4 distributions by accounting for a) transport using the Stochastic Time-Inverted Lagrangian Transport (STILT) model driven by Weather Research and Forecasting (WRF) meteorology, b) emissions from various inventories gridded to 0.1° x 0.1° resolution, and c) boundary conditions imposed at the edge of the WRF model domain.  After accounting for errors associated with transport, planetary boundary layer height, boundary conditions, seasonality of emissions, and the spatial resolution of surface emissions, we find that the California Air Resources Board (CARB) CH4 budget of 1.52 TgCH4/yr is underestimated by a factor of 1.40.  Using a Bayesian inversion to the flight data, we estimate California’s CH4 budget to be 2.13 ± 0.40 (95% C.I.) TgCH4/yr, with emissions from livestock, landfills, rice, natural gas infrastructure, and wastewater representing 1.19 ± 0.19, 0.23 ± 0.11, 0.04 ± 0.01, 0.30 ± 0.04, and 0.02 ± 0.01 TgCH4/yr of the total emissions, respectively, in the Central Valley and 0.05 ± 0.02, 0.12 ± 0.02, 0.00 ± 0.00, 0.03 ± 0.02, and 0.11 ± 0.02 TgCH4/yr, respectively, in the South Coast Air Basin.  These represent 44%, 10%, 45%, 124%, and 44% more (weighted mean = 40%) than CARB’s current estimates for these terms, respectively. 
1.  Introduction
Changes in atmospheric greenhouse gas (GHG) concentrations have perturbed the climate system and led to radiative forcing differences of 2.77 W m-2 since preindustrial times (1750), with methane (CH4) accounting for nearly 30% of this change [Montzka et al., 2011].  In 2006, the state of California passed Assembly Bill 32 (AB-32) requiring the state to reduce its GHG emissions to 1990 levels by 2020, roughly 15% below present values (California Global Warming Solutions Act of 2006).  The California Air Resources Board (CARB) estimates that current annual GHG emissions in California amount to 453 MMT CO2,eq (2009 values), of which CH4 accounts for 7% or 32 MMT CO2,eq, equivalent to 1.52 ± 0.05 Tg CH4 using a Global Warming Potential (GWP) for CH4 of 21 [CARB, 2011].  Climate-change mitigation strategies will likely identify CH4 sources such as landfills, wastewater treatment plants, natural gas infrastructure, and agricultural sources as low-cost targets in emissions reductions strategies [van Vuuren et al., 2006, 2010].  Uncertainties in inventories, however, present a significant challenge for CARB both in enforcing AB-32 and tracking the progress of GHG emissions reduction strategies.  Furthermore, few data sources have historically been available to quantitatively assess the accuracy of bottom-up emission databases.  
Atmospheric CH4 measurements can be used to constrain surface emissions, but these techniques are typically limited by insufficient spatial and/or temporal resolution.  On the scale of an eddy-flux tower (2-30 m above ground), temporal changes in fluxes can be accurately measured and errors are typically an order of magnitude smaller than the fluxes themselves, but these measurements are representative of very small homogeneous source areas, typically with length scales on the order of 101–103 m [Lee et al., 2004].  Tall towers or aircraft measurements can help to resolve regional or state-wide emissions with length scales of 103–105 m [Gourdji et al., 2012; Miller et al., 2012].  Such tall towers still have limited spatial sensitivity but produce consistent time series able to resolve the seasonality of emissions, especially in the near-field [Jeong et al., 2012].  In contrast, aircraft measurements are sensitive to spatially extended upwind sources and are thus able to constrain emissions from entire states or regions for a limited period of time [Kort et al., 2008].
This paper builds on previous tower-based work of Zhao et al. [2009] and Jeong et al. [2012], using intensive flight-based measurements of CH4 during the California Research at the Nexus of Air Quality and Climate Change (CalNex) with a regional-scale Lagrangian particle dispersion model to further constrain surface fluxes of CH4 in California.  The CalNex flight paths were chosen to have footprints sensitive to the majority of California’s surface area, and the flight data themselves were able to validate meteorological variables and assess inaccuracies in the modeled boundary conditions.  These two capabilities of aircraft measurements represent major improvements in the overall modeling frameworks of previous studies.  In terms of source emission regions observed, the spatial coverage of these measurements over California is unprecedented. We first present the measurements of CH4 taken aboard the NOAA P-3 during CalNex, then discuss the model, present results from various inversions, and discuss the implications of these results for state climate policy decisions.

2.  Measurements
The NOAA P-3 aircraft payload included instrumentation to measure a diverse set of atmospheric tracers in both the gas and aerosol phases during the California Nexus of Air Quality and Climate Change Experiment (CalNex 2010).  This work focuses primarily on CH4 data collected using both an Aerodyne Research Inc. quantum cascade laser spectrometer (QCLS) and a Picarro wavelength-scanned cavity ring-down spectrometer (CRDS).  The QCLS used three pulsed quantum cascade lasers to measure CO2, CH4, N2O, and CO by direct absorption spectroscopy with 1-second RMS precisions of 20, 0.5, 0.08, and 0.15 ppb, respectively [Kort et al., 2012].  The CRDS made 1-Hz measurements of CO2 and CH4 with 1-second RMS precisions of 100 and 1.5 ppb, respectively [Peischl et al., 2012].  Both sets of CH4 measurements were independently calibrated to NOAA standards during flight, accounting for roughly 15% of the sampling duty cycle for each instrument.  The QCLS and CRDS data agreed well with one another, with a mean bias term of 4.5 ppb over 130 flight hours and a variance in the bias of 1.5 ppb over the 20 flights.  This bias corresponds to an error of 0.25 % using a background CH4 concentration of 1800 ppb.  To minimize data gaps in the flight data, a loess curve fit with a 1000 second span window was used to calculate the time-evolution of the QCLS - CRDS CH4 concentration bias.  The more-precise QCLS data is used as the primary data, and calibration-gaps are filled using the sum of the CRDS data and the loess bias curve.  This resulted in an overall mission data retrieval duty cycle of over 97%. 
We averaged the data to avoid autocorrelation and minimize computation.  Averaging resulted in an effective measurement integration window of ~10-20 seconds, depending on altitude (see Supplementary Material Section 1).  Figure 1 shows flight path of the P-3 for 5 flights over the central valley and the mean locations of continuous vertical profiles of CH4 where the P-3 sampled over a >1300 m vertical extent (left) that correspond to the CH4 vertical profiles (right).  We note that the May 24th central valley flight sampled at night and was therefore excluded from the analysis as the plane rarely sampled air from the planetary boundary layer.  Figure 2 shows the corresponding data for the 5 flights in and around the South Coast Air Basin (SoCAB) where night flights were also excluded.
Because our model (described in section 3) is in above ground level coordinates and the P-3 radar altitude system is only accurate for roll angles near zero, we use the reliable GPS position from the WP-3 and calculate the aircraft height above the ground using the Shuttle Radar Topography Mission (SRTM) Digital Elevation Map (DEM) which has resolution of 1 km x 1 km, finer than the spatial resolution of the inner-most domain of WRF [Farr et al., 2007]. 

3.  Model

The Stochastic Time-Inverted Lagrangian Transport model is a Lagrangian Particle Dispersion Model (LPDM) that can be run in time-reversed fashion in order to estimate the integrated-in-time upwind emissions that contribute to the concentration observed at a particular measurement location (receptor).  By combining high-resolution transport and numerous realizations of stochastically altered wind-velocities, STILT generates an ensemble of trajectories that can be aggregated into a “footprint.”  This footprint represents the transfer function giving spatially and temporally resolved increments of tracer mixing ratio in response to unit surface emission fluxes along the space/time trajectories [Lin et al., 2003].  Several studies have highlighted the model's capabilities as a tool for trace-gas source attribution: Gerbig et al. [2003] and Kort et al. [2008] demonstrated applications of continental-scale, flight-measurement-based STILT inversions to constrain CO2 and CH4/N2O emissions over North America, respectively, and Miller et al. [2008], Zhao et al. [2009], and Miller et al. [2012] used tower-measurement-based STILT inversions to constrain regional fluxes of CO/HCHO, CH4, and N2O, respectively. 
In the following sections, we discuss 3.1) the WRF-STILT model, 3.2) emission inventories of CH4, 3.3) the upwind boundary conditions at the edge of the WRF outer domain, and 3.4) the inversion methods used to optimize the emission priors.

3.1  WRF-STILT
 	STILT is driven with meteorological fields from the Weather Research and Forecasting (WRF) model version 3 [Skamarock et al., 2008] customized for transport modeling [Nehrkorn et al., 2010] and the configurations and evaluation of the model runs for the CalNex 2010 measurement period are discussed in detail in Angevine et al. [2012].  Summarizing only the details relevant to this implementation, WRF version 3.2.1 was initialized with Global Forecast System (GFS) analyses and run on nested grids of 36 (d01), 12 (d02), and 4 (d03) km spacing with 40 vertical levels, 14 of which were below 1 km, using the Mellor-Yamada-Janjic Planetary Boundary Layer (PBL) scheme (run GM4 in Angevine et al. [2012]).  Each domain is skewed and the corners of d02 are located at (lat,lon) coordinates of (28.28,-123.64), (46.44, -131.72), (31.50, -101.80), and (50.78,-103.38).  We use the latest version of STILT (www.stilt-model.org version 640) that includes the multinest capability (i.e., each particle is allowed to utilize its own highest-resolution grid), a feature essential for a faithful representation of dispersion in nested runs [McKain et al., 2012].
For each receptor (averaged measurement location), an ensemble of 500 STILT particles was run backwards in time for 5 days using these WRF fields.  The footprint for each receptor is calculate in each WRF grid-box in units of ppb/(μmol m-1 s-1) by counting the number of particles residing in the mixed-layer, the height of which is defined here as ½ of the WRF-derived PBLH [Lin et al., 2003, 2004].  The modeled concentration of CH4 at the receptor was then obtained by multiplying each STILT footprint over the 5 days with spatially and temporally explicit surface fluxes to obtain the enhancement of CH4 due to surface emissions in the WRF domain.  This enhancement is added to the background value of CH4 at the location of the particle at the end of its trajectory to derive the modeled CH4 concentration. 

3.2  Emission Inventories
The California Air Resources Board (CARB) estimates California’s CH4 budget to be 1.52 TgCH4/yr (Table 1).  We use several global databases as initial estimates of surface fluxes of CH4 in California.  The Emission Database for Global Atmospheric Research (EDGAR) has periodically updated its past and present day anthropogenic emissions of GHGs by country and by spatial grid.  We use EDGAR version 3.2 Fast Track 2000 (EDGARv32FT200) at 1° x 1° grid resolution [Olivier et al., 2005] and EDGAR version 4.2 (EDGARv42) at 0.1° x 0.1° grid resolution, the latter of which was released in late 2011 [EC-JRC/PBL, 2011].  Monthly fire emissions of CH4 from the Global Fire Emissions Database version 3 (GFED3) for May and June 2010 at 0.5° x 0.5° were averaged and included as an additional database [van der Werf et al., 2010].   Table 2a lists the EDGAR 4.2 emissions by sector that were optimized in this study.
To improve upon the spatial distributions of these global gridded CH4 emission inventories, California-specific CH4 emission inventories for landfills, cattle, and rice were constructed using state and county databases.  The California Department of Resources Recycling and Recovery (CalRecycle) maintains a database of solid-waste facilities in California in which the location and acreage used for disposal is tabulated [SWIS, 2011].  Using the findings from Goldsmith et al. [2012], we take an average value for California landfill emissions of 11.29 g CH4 m-2 day-1 and use the total disposal acreage given for each solid waste facility in the database to calculate the total CH4 flux.  This flux is then distributed into the same 0.1° x 0.1° grid spacing as the EDGARv42 database.  An equivalent method is used for constructing a California-specific emissions database of dairy-cow emissions, where an emission rate of 11.36 g CH4 hr-1 per cow [Mitloehner et al., 2009] is combined with dairy locations and cow populations at those dairies (data available at http://www.esrl.noaa.gov/csd/projects/calnex/ [Salas et al., 2008]).  
Because the locations of other types of cattle are not specified, agricultural census data by county are used to construct county-specific CH4 emissions inventories for all cattle: dairy cows, beef cattle, and other unclassified cattle such as calves, steers, bulls, dairy and beef replacements, etc.  Of the 7.55 million head of cattle in California, 1.75 million are milk/dairy cows, another 0.6 million are beef cows, and the remainder (5.2 million) are other forms of cattle (data available from http://www.nass.usda.gov/Quick_Stats/).  Beef and dairy cows produce comparable emissions of CH4 [Boadi and Wittenberg, 2001], and other cattle typically produce less because of size, efficiency, and intake [Johnson and Johnson, 1995], though variations in per-head CH4 emissions can range from ~ 2–20 g CH4 hr-1 [Westberg et al., 2001].  We use the same emissions rate for dairy and beef cows and a factor of 2 smaller for other cattle, noting that in this inversion framework the spatial distributions of the cattle are more important than the actual magnitudes.  
Emissions from rice cultivation are also constructed using county-specific acreage planted (data available at http://www.nass.usda.gov/Quick_Stats/) and an emission rate of 50 and 300 mg CH4 m-2 day-1 in May and June, respectively, corresponding to the onset of methanogenesis in rice paddies [McMillan et al., 2007]. With the exception of rice, most of the sources in the central valley near Walnut Grove, CA have minimal seasonality in their emissions [Joeng et al., 2012].  For the seasonally varying emissions of rice, we use the May values to approximate rice emissions for the months of Oct-May (8 months) and the June values as the emissions for Jun-Sept (4 months), such that the total annual rice emissions is the weighted-by-month average of the May and June emissions.  Table 2 lists the emission categories in grey that have been combined together to create the EDGAR-substituted emissions inventory.  The 4 EDGAR categories shown in white represent the categories that were substituted out.
We also use prior emission estimates from the California Greenhouse Gas Emissions Measurement (CalGEM) Project (data from http://calgem.lbl.gov/prior_emission.html).  Details of the CalGEM emission prior are discussed in Jeong et al. [2012], but we note several important aspects of the inventory that were modified for the purposes of this study.  Of the 8 categories included in the database and listed in Table 3, the crop emissions from the DNDC model are temporally resolved at monthly intervals and we use the May and June emissions as prior model enhancements for the flights in each of those respective months.  Wetland emissions are not included in CARB’s anthropogenic CH4 emission budget, and their modeled enhancements are subtracted from the measurement values.  Median enhancements for the May and June flights due to wetland emissions were 0.15 ppb (95% quantile = 2.4 ppb) as wetland emissions have seasonal maxima later in the growing season.   The last notable change to CALGEM is that we do not scale the dairy cow and non-dairy-cattle emissions to the CARB estimates, preserving the per-head-of-cow emission factor of 0.39 kgC/dairycow/day and 0.## kgC/nondairycow/day (Marc – what is this number?) from the work of Salas et al. [2008].



Figure 3 shows the spatial distributions of EDGAR and CalGEM prior CH4 flux maps plotted logarithmically and gridded to 0.1° x 0.1° resolution.  From these maps, total CH4 emissions by category are tabulated in Table 1 and compared with the CARB state-wide estimates.  The EDGAR-substituted emission prior is not explicitly plotted in Figure 3 but has the same spatial features as the CALGEM agricultural since it is derived from the same geospatial datasets.
Based on the work of Jeong et al. [2012], we use the standard deviation of the seasonal scaling factors in R08 (a region with large CH4 sources but minimal seasonally varying crop/rice emissions) to estimate that the seasonality adds an additional error of 26% to our overall inversion results. 

3.3  Boundary Conditions
Because STILT models only CH4 enhancements due to surface emissions in the near-field regions that have non-zero footprints, the far-field upwind concentration of CH4 must be accounted for when comparing modeled receptor results to measurements.  This is done by assigning each of the 500 particle trajectories per receptor a CH4 concentration at the location and time that each particle reaches the edge of the WRF d02 domain.  We compare two methods for assigning these boundary conditions: 1) a ‘NOAA-curtain’ specified at 1° latitude, 1000 m altitude, and daily time resolution in the remote Pacific constructed from flights by the NOAA/ESRL Carbon Cycle Group Aircraft Program and flask samples that have been collected for more than 10 years in Hawaii, Trinidad Head, CA and Estevan Point, BC [Andrews et al., 2013 in prep; Sweeney et al., 2013 in prep], and 2) a GEOS-Chem model simulation of CH4 at a 1/2° latitude, 2/3° longitude, and various vertical resolutions typically on the order of ~100 m in the troposphere [Pickett-Heaps et al., 2011].  To estimate the uncertainty and bias introduced by each of these boundary conditions, we compare both to data taken using the same QCLS during the HIAPER Gulfstream-V Pole-to-Pole Observation (HIPPO) program which flew 9 longitudinal transects from ~67°S to ~80°N over the Pacific making measurements from the surface (500 ft) to ~14 km and captured different weekly segments of the seasonal cycle between 2009 and 2011 [Wofsy et al., 2011].  Because these different data existed in various spatial distributions, a loess two-dimesional filter (latitude and altitude) was applied to each data set and the residual differences were plotted for the 30°N-50°N curtain corresponding to where 100 % of the STILT receptors exited the WRF domain (see Supplementary Material Section 3). 

3.4  Inversion Methods
We optimize emission inventories using Bayesian inversions on various subsets of the data. This approach scales independent source types separately and accounts for error associated with the emission inventories’ prior estimates, WRF meteorology, and boundary conditions.  In the inversion, optimized a posteriori scaling factors, (n x 1), for the n source categories (which range from n=2 to n=5 depending on which inversion is used in this study) are calculated according to:
                                                                 (1)
where (n x n) is the a posteriori error matrix for  and is calculated according to:
                                                                          (2)
where  (m x n) is a matrix representing the modeled CH4 enhancement of the n categories at the m receptors,  (n x 1) is the a priori scaling factors (all set to one initially),  (m x 1) is the background-subtracted CH4 measurement at the m receptors (i.e. the enhancements),  (m x m) is the model-data mismatch error covariance matrix, and (n x n) is the a priori error matrix for .  We use the correlation matrix of the enhancement time series as an estimate of the a priori error-covariance matrix, scaled to an uncertainty of 30% in the prior estimates.  This accounts for the manifestation of the spatial correlation of the different emission categories in the observed concentration enhancements.  We compare inversions using both the correlation matrix scaled to 30% uncertainty and a diagonal matrix with 30% uncertainty in the emission prior estimates
	Following similar conventions as Zhao et al. [2009] and Jeong et al. [2012], the error covariance matrix  is constructed according to:
                                   (3)
where each of the terms represent error contributions to total model error and are assumed to be uncorrelated (i.e. zero covariance).   is the error due to the accuracy of the instruments (CRDS and QCLS) and is set to 2 ppb.   is the error due to the turbulent fluctuations in CH4 concentration due to atmospheric eddies.  This is estimated as the variance in the concentration averaged into each receptor as discussed in the measurement section and typically ranges from 0.2–10 ppb (5th and 95th quartile), with higher values corresponding to measurements taken within the PBL.  
	 accounts for the various forms of error introduced by the WRF meteorological fields, notably wind velocities and uncertainties in PBLH.  Angevine et al. [2012] compare these WRF wind speeds with surface measurement locations and show that WRF GM4 has stronger winds, with mean biases and standard deviations of 0.45 m/s and 2.25 m/s, respectively.  Lin and Gerbig [2005] quantified the error associated with transport and demonstrated that inversions done without an extra error term for the wind were often too precise.  We use the value of ~10% of the average predicted CH4 enhancement from Joeng et al. [2009], noting that the standard deviation of the wind speeds in this study is comparable.  Errors in PBLH were determined by multiplying the relative error of the PBLH by the mean CH4 enhancement within the PBL (<1000 m).  The PBLH error was calculated by comparing WRF modeled PBLH to estimates of PBLH from 2 sources: 1) vertical profiles of potential temperature (θ) and water vapor from the WP-3 and 2) data from the High Spectral Resolution Lidar (HSRL) airborne aerosol backscatter instrument aboard the NASA LaRC B200 King Air during the CalNex & CARES (Carbonaceous Aerosol and Radiative Effects Study) deployments in May and June of 2010.  Similar to Liu and Liang [2010], the PBLH is assumed to be the height at which  is maximized, or is minimized, where the data is averaged into 100 m vertical bins, or roughly the vertical resolution of WRF and height of the steepest vertical gradient of both quantities, normalized by the total range of θ and H2O in the profile, is selected as the observed PBLH.  A total of 83 vertical profiles reveal a 22% under prediction of the WRF PBLH at 1000 m.  This is consistent with the results of Angevine et al., [2012] who found a low PBLH bias at Chowchilla in this implementation of WRF.  Comparisons between WRF and the HSRL PBLH retrievals show a smaller bias of 10% (see Supplementary Material Section 2).  Average flight profiles show a mean enhancement of 47 ppb below 1000 m compared to above 1000 m altitude.   We therefore use an error of 15 ppb for  (10 ppb for the PBLH error and 5 ppb for the wind error).
	 accounts for the error attributed to using a finite number of particles for each receptor.  By comparing CH4 enhancements modeled for a range of 50–1000 particles released from each receptor to the, we observed that using 500 particles resulted in a 2.2% (95% CI) error on the enhancement, corresponding to an error of 1 ppb for .  
We approximate the error introduced by the boundary condition from the variance on the distribution of the 500 CH4 values assigned at the last position (Lat/Alt/Time for the NOAA curtain, and Lat/Lon/Alt/Time for GEOS-Chem).  The mean value of this term is 4 ppb for the NOAA curtain and 8 ppb for GEOS-Chem.  The latter term is larger because GEOS-Chem values are assigned explicitly for the Lat/Lon/Alt bin while the NOAA-curtain values are assigned only along the ending Lat/Alt location on the curtain.  We add this in quadrature to the variance of each distribution compared with HIPPO 3 data, which is 11 ppb and 7.8 ppb for NOAA and GEOS-Chem, respectively.  The total  error is then ~12 ppb.  
The two remaining sources of error,  and , both result from having finite grid resolution of both the WRF model (4 km x 4 km) and the emission inventories (0.1° x 0.1° or worse in the case of county-specific emissions).  We approximate  by examining the difference in the dairy cow enhancements that are gridded at county scales and by dairy lat/lon locations.  The residual variance of these two distributions for all receptors is 6 ppb. 
When summed in quadrature, the total error is estimated as 22 ppb for each receptor, similar to the summertime model-data mismatch error of 15-20 ppb of Jeong et al. [2012].  We note that prior to optimization, the model-data mismatches range from 27 to 32 ppb, depending on the sub-selection.

4.  Results and Discussion
Figures 4a and 4b show the cumulative footprints corresponding to the 6 Central Valley (CV) flights and 5 South Coast Air Basin (SoCAB) flights shown in Figures 1 and 2, respectively.  The footprints shown represent the total modeled CH4 enhancement in ppb that would be observed at the flight receptor locations assuming a uniform unit flux at the surface of 1 μmol m-2 s-1.  Tabulating grid cells in which average modeled enhancements from a uniform unit flux over the 6 flights are 3 times the RMS of the NOAA curtain boundary condition over the measurements campaign (or > 51 ppb), we calculate that we are able to constrain 74 % of the surface area of the state, and 91 % of the total emissions when those 74% of grid cells are weighted by EDGAR 4.2 emissions.  The SoCAB flights are sensitive to 100% of the SoCAB area and emissions alike.  
Figure 5a and 6a shows the time series of the CH4 measurements and model results for the CV and SoCAB flights, respectively.  For each flight, we remove the first and last 100 receptors, corresponding to ~20 minutes of measurements taken during take off and landing, respectively. These zones are flight landing and takeoff zones and therefore cannot be faithfully modeled.  Using footprints from STILT and the a priori emissions distributions from Figure 3, we calculate modeled enhancement time series for each category of emissions.  We then calculate variance inflation factors (VIFs), a measure of the co-linearity of the a priori emissions distributions, combining terms that are highly correlated until the VIFs of each combined enhancement time series is < 5, when the different source contributions are deemed independent [Jackson et al., 2009]. Tables 2a, 2b, and 2c show the VIFs for the combinations of terms in the a priori emission inventories grouped by letter (A, B, C, etc.).  Many emission categories, particularly those in EDGAR, have similar spatial distribution because they are constructed from emission factors that are population distribution dependent [EC-JRC/PBL, 2011; Wunch et al., 2009].  Inversions done with all of these categories treated as independent basis-functions often result in negative (i.e. non-physical) scaling factors for certain categories to best match observations.  In comparing Tables 2a, 2b, and 2c, the number of combined enhancement terms (denoted A, B, C, etc. representing the n scaling factors in ) is 2 for the EDGAR inversions, 4 for the EDGAR-subsituted inversions, and 5 for the CalGEM inversions in the central valley.  In the South Coast Air Basin, the emission sources tend to be more collocated and therefore fewer source terms can be optimized independently.  Each set of inversions is done with both the GEOS-Chem boundary condition and the NOAA-curtain boundary condition.  Although the flight data is used to correct the biases in the boundary conditions (see below), residual differences in the boundary conditions persist and are notable for some of the flights shown in Figures 5 and 6.  
The inversions that make use of the GEOS-Chem boundary condition result in scaling factors that correspond to posterior enhancements that are ~0.1-0.2 TgCH4/ yr lower that the inversions that use the NOAA-curtain boundary condition, or 7-13% of the 1.52 TgCH4/yr CARB estimate.  Without applying bias corrections to individual flights, the difference between the GEOS-Chem and NOAA-curtain boundary conditions inversions is ~0.5 TgCH4/ yr, or almost 33% of the budget.  This stresses the importance of accurate boundary conditions in this type of inverse modeling.  We assess the validity of each boundary condition by comparing the interpolated distributions of CH4 along HIPPO flight tracks on the latitudinal-altitudinal curtain at -145° W between 30° and 50° N and 500 to 7500 m altitude.  GEOS-Chem is sampled at the grid-box of the flight track location and the NOAA curtain is loosely derived for -145° W.  Applying the same 2-D (Lat/Alt) loess filter to each of the data sets, we compare the distributions of the residual differences between 1) GEOS-Chem and HIPPO and 2) NOAA-curtain and HIPPO for all 9 HIPPO transects which spanned the 2009-2011 time period in attempt to resolve any seasonal dependence on boundary condition biases (See Supplementary Material Section 3).  The distributions highlight the effect of transient synoptic-scale variability in CH4 concentrations that both GEOS-Chem and the NOAA curtain have difficulty resolving.  In aggregate, both (1) and (2) tend to be biased low by 8.6 and 7.6 ppb, respectively and the standard deviation of these distributions average 10 ppb.  Because the boundary condition differences are largely driven by synoptic events, we adjust for the bias of each boundary condition for a given day by filtering the CalNex CH4 data to calculate free-tropospheric upwind CH4 concentrations.
We categorize the following receptors from the 11 CalNex flights analyzed here as being representative of free-tropospheric upwind background conditions: measurements from altitudes > 3000 m with negligible surface footprints (< 0.1 ppb CH4 modeled enhancements from a uniform unit flux of 1 μmol m-2 s-1, a flux that is much larger than any of the a priori flux estimates anywhere in California as seen in Figure 3).  The mean of this in situ data, denoted “CH4.X” in Table 3, is compared to the assigned boundary condition values for the “n” data receptors in each flight from the NOAA-curtain and GEOS-Chem boundary conditions showing the flight-to-flight discrepancies between the various boundary conditions and the measurements representing air parcels that have not been influenced by surface emissions.  On average, the NOAA-curtain is less biased (-0.7 vs. -12 ppb for GEOS-Chem) and has higher flight-to-flight variability (σ = 18 vs 12 ppb).  We perform the inversions after adding the individual flight-biases for each boundary condition from Table 3 to the measured enhancements (y in Equation 1) and filtering outliers in a similar manner to Bergamaschi et al. [2005] and Jeong et al. [2012].  We remove outliers when the difference between the measured and predicted mixing ratios is > 123 ppb, or 3 times the standard deviation of the model-data mismatch (41 ppb).  We do this because very fresh emissions associated with high concentrations are not well mixed in an atmospheric column are therefore not explicitly modeled by WRF-STILT.  Because our goal is to invert for emission scaling factors, we also filter out data than is representative of the boundary condition, using the same < 0.1 ppb surface enhancement from the California unit flux used to identify the boundary condition biases.   Of the 14658 receptors modeled over the 11 flights presented in Figures 5 and 6, 9892 and 4766 represent CV and SoCAB data, respectively.  Filtering receptors whose footprints show little surface influence in our areas of interest removes ~25% of the receptors and filtering for model-data mismatches >123 ppb removes an additional 2% of the receptors so that the total filtered CV and SoCAB receptors number 6988 and 3743 for the second set of inversions.
We present the results of the EDGAR 4.2, EDGAR-substituted, and CalGEM inversions in Tables 2a, 2b, and 2c, respectively, with errors in  corresponding to 30%.  Figure 8 compares the prior and posterior results corresponding to the CalGEM inversions in Table 2c.  To derive confidence intervals on the scaling factors, we bootstrap the a priori emission inventory enhancements and the background-subtracted measurements, sampling with replacements and perform the inversion 1000 times.  We also do this for errors in  corresponding to 25%, 50%, and 75% uncertainties in the prior emissions distributions and note that these have minimal effects on the results (Supplementary Material Section 4).  The confidence intervals on the fluxes represent an estimate of the precision of the modeled inversions, not the accuracy.  The accuracy depends in part on the biases introduced by seasonality and errors in PBLH, which we estimate to be 26% and 15%, respectively, or 30% when summed in quadrature.  These estimates of inaccuracy make the uncertainty on the results roughly 50% larger for the CV inversions and 100% larger on the SoCAB inversions.  We present confidence intervals in Table 2 based on the precision of the modeling techniques, but the budgets themselves have inaccuracies that are 30% of the total.
Several features of the different inversions merit discussion.  The central valley EDGAR 4.2 inversion results estimate California emissions at 2.86 ± 0.37 and 2.65 ± 0.31 TgCH4/yr using the NOAA-curtain boundary condition and the GEOS-Chem boundary condition, respectively.  As discussed by Wunch et al. [2009], many of the EDGAR emission categories are constructed based on population densities and emission factors.  This explains why ‘Gas Production and Distribution,’ ‘Waste Water,’ and ‘Solid Waste Disposal,’ which wouldn’t be expected to have the same source distribution patterns, are all strongly correlated with a mean VIF of 69.  Because of this we are only able to invert for 2 scaling factors.  Confidence intervals are especially large for the cattle-related emissions at 1.79 ± 0.31 TgCH4/yr. 
By replacing certain EDGAR 4.2 categories of emissions with California-specific inventories for cattle, rice, and landfill data, these terms become more spatially independent and a greater number of individual emissions categories can be optimized.  For the EDGAR-substituted inversion in Table 2b, cattle terms (A), landfill emissions (B), and crop/rice emissions (D), are all optimized individually with VIFs all below 3.  The remaining terms (C) are dominated by gas production and waste-water and have a VIF of 2.  We note that for this inversion, dairy cow emissions are distributed according to dairy locations, but other cattle and beef cow emissions are at county-scales.  The inversion generates a scaling factor on these emissions of 2.16, resulting in a posterior emission of 1.24 ± 0.15 TgCH4/yr in the CV.  The allocation of these 1.24 TgCH4/yr into the different sub-categories of cattle-related emissions requires finer spatial distributions of the other cattle, beef cows, and manure distributions.  California dairy cows have been extensively studied [Mitloehner et al., 2009], notably because they are corralled, but it should be stressed that only 1.75 of the 7.55 million head of cattle in California are dairy, and the emissions of other cattle are less well known.  Likewise, the CH4 emissions associated with manure management practices are poorly quantified and dependent on manure management practices, moisture, and other environmental variables [Sommer et al., 2004].
Emissions from rice appear to be well represented in the emission prior estimates based on the work of McMillan et al., [2007].  The June 14th flight, which sampled above the northern CV in the early part of the growing season [Peischl et al., 2012] where the majority of the rice agriculture is located, show that the prior fluxes in the middle of the flight match the observations better than the optimized results.  The inclusion of other flights in the CV inversions are the reason that the rice emissions for the state using the CV data are estimated as 0.10 ± 0.01 TgCH4/yr, slightly lower than the a priori estimate of 0.11 TgCH4/yr (the weighted average of the May and June emissions).  Individual inversions for that flight result in a scaling factor of 1.03, suggesting that prior estimate constructed from planted rice acreage from the USDA is a reasonable emissions model. Day-to-day variability in CH4 fluxes (such as those induced by water table depth in the case of rice or wetland emissions), however, is not a factor in these emission inventories and therefore more flight measurements over many days provides the necessary statistics for representative inversions at these scales.  
The CalGEM inversions make use of the most spatially explicit distribution of CH4 fluxes in California.  Landfills (A), dairy and non-dairy cattle emissions (B), natural gas and petroleum (C), crop/rice emissions (D), and wastewater emissions (E) are all optimized individually in the CV.  The inversions result in effective scaling factors of 2.18 and 1.09 in the CV and SoCAB, respectively, using the NOAA curtain boundary condition.  This results in a total California budget of 2.13 ± 0.40 TgCH4/yr, or 1.40 times larger than the CARB budget.  
	Figures 7a and 7b compares the prior (left) and posterior (right) modeled enhancements for the CV and SoCAB, respectively, to the measurements showing the flight-by-flight (colors) and total (grey) fits using a type II regression.  Errors in the abscissa are represented by the standard deviation of the 1 Hz CH4 measurements averaged to each receptor point and errors in the ordinate are given by a combination of all the errors discussed in Section 3.4 for each modeled receptor [York et al., 2004].  Figures 7a and 7b further highlight the need for numerous flights in constraining surface fluxes, as the day-to-day variability in the slope (colored lines) is almost 100% of the average (grey line).  Because of the improved spatial distributions of the a priori emissions estimates (compared to EDGAR), the inversions improve the R2 of the fit from 0.38 to 0.51 in the CV and show marginal improvement in the SoCAB.
The landfill scaling factors of 1.91 and 1.55 in the EDGAR-substituted and CalGEM inversions, respectively, suggest that landfills in the CV tend to have emissions on the high end of those measured by Goldsmith et al. [2012].  Landfill emissions can vary by soil cover, soil thickness, anoxic conditions, temperature, wind speed, etc. and this heterogeneity is difficult to capture in our modeling framework.   This in part explains the large error of ~25-50% (0.42 ± 0.10 and 0.23 ± 0.11 TgCH4/yr, respectively) associated with this term.  
As population demographics continue to shift towards cities, quantifying megacity carbon emissions have become interesting from a scientific and regulatory viewpoint.  Hsu et al. [2008], Wunch et al. [2009], Wennberg et al. [2012], and, most recently, Peischl et al. [2013] have tried to quantify the CH4 emissions from the LA Megacity.  They arrived at emissions estimates of 0.38 ± 0.1 (value from Wennberg et al. [2012] using adjusted CO emissions for 2007/8), 0.6 ± 0.1, 0.44 ± 0.1, and 0.41 ± 0.1 TgCH4/yr respectively.  In comparison, we derive SoCAB budgets of 0.36 ± 0.01, 0.38 ± 0.03 and 0.32 ± 0.05 using the EDGAR, EDGAR-substituted and CalGEM emission priors, respectively.
Previous estimates were derived from measuring the ratio of CH4 to CO and relying on the accuracy of the CO inventory, inherently convolving errors from both the CO emissions inventory and the assumption that the sources are well mixed and have similar spatial structures into the estimate.  We note that CO emissions, which are largely driven by emissions from the on-road gasoline fleet, are dependent on the efficiency of the fleet of vehicles on the road [Harley et al., 2001].  Continuing changes in CO emissions (e.g. Parrish et al., [2006]) that are not reflected in inventories can explain some of the discrepancy between emissions inventories such as EDGAR and CARB [Wunch et al., 2009].  In contrast, WRF-STILT simulates the CH4 observations as seen in Figure 5b independent of CO inventories.  Though data from certain areas offshore point to atmospheric dynamics in the model that are not present in the real atmosphere (see e.g. the modeled enhancements offshore on May 14 that do not exist in the data), overall, the model simulates the observations with an R2 = 0.42 (Figure 7), which improves to 0.44 after the inversion.  
The EDGAR inversions show that EDGAR CH4 emissions are much too high for SoCAB.  When the EDGAR-substituted and CalGEM inventories are used, we are able to quantify the relative contribution of specific CH4 sources.  Cattle emissions appear to be underestimated by a factor of 1.5-1.8, consistent with to the cattle emission scaling factors in the rest of the state.  Both inversions generate consistent estimates of the cattle emissions in the SoCAB: 0.53 and 0.55 TgCH4/yr.  The comparisons between the estimates of other source sectors for the EDGAR-substituted and CalGEM emissions, however, are less consistent.  The EDGAR-substituted inversion attributes 0.94 TgCH4/yr to landfill emissions, while the CalGEM inversion estimate them as 1.19 TgCH4/yr, using the weighting of the prior flux estimates to scale the optimized category (i.e. 0.119 = 0.150 × (0.157 / 0.197) ).  Natural gas emissions have even greater disagreement, with the EDGAR-substituted inversions estimating emissions as 0.155 TgCH4/yr compared to 0.031 TgCH4/yr for the CalGEM inversions.  Wastewater emissions are 0.055 and 0.110 for the EDGAR-substituted and CalGEM inversions, respectively.  Because of the collinearity of many sources in the SoCAB, inverting for independent sources such as NG leaks is difficult.  While individual sources are hard to distinguish, the different inversions constrain SoCAB emissions of CH4 to range from 0.31 – 0.39 TgCH4/yr, roughly 10-20% lower than the values given in previous work.
[bookmark: _GoBack]
5.  Conclusion 
	CARB’s estimates of California CH4 emissions are presently underestimated by a factor of 1.40.  In order to fulfill the goals set forth in AB 32, better emission a priori estimates with accurate spatial distributions (of at least 0.1 x 0.1 if not better) of CH4 sources and their seasonality need to be put forth and tracked by CARB.  The high co-linearity between the population-density based inventories makes it hard to find independent solutions for emission scaling factors.  We stress the need for aircraft measurements at altitudes (>2500 m) and upwind (in the marine boundary layer and free troposphere, specifically) to further constrain the boundary conditions assigned to each receptor from both Eulerian model simulation such as GEOS-Chem and spatially and temporally resolved curtains derived from NOAA flask measurements.   Lastly, we demonstrate that the flight plans which included both profile and level flying targeting specific CalNex mission questions and objectives [NOAA, 2008] resulted in footprints for these measurements that are representative of nearly 91% of California’s emissions and 100% of the South Coast Air Basin emissions.  Repeated flights every few years over a larger seasonal window will allow CARB to more accurately track the progress towards AB 32.   
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Figure Captions:

Figure 1: Flight paths for the 6 Central Valley (CV) flights along with the mean coordinates of vertical profile locations with ranges > 1300 m and the corresponding CH4 profiles (with a 150 m smoothing window) at those locations averaged over each day.

Figure 2: Flight paths for the 5 South Coast Air Basin (SoCAB) flights along with the mean coordinates of vertical profile locations with ranges > 1300 m and the corresponding CH4 profiles (with a 150 m smoothing window) at those locations and averaged over each day.

Figure 3: Spatial distributions of the surface logarithmic CH4 emission prior estimates from EDGAR and CalGEM at 0.1° x 0.1° resolution.

Figure 4: Cumulative footprints for the CV (left) and SoCAB (right) receptors.

Figure 5: Time series of CH4 for the CV (a) and SoCAB (b) flights along with the altitude trace.  Modeled concentrations are shown in colors pre and post inversions.  Only the NOAA curtain boundary condition based inversions are shown, but the GEOS-Chem boundary condition is shown (dotted red) to compare to the NOAA curtain boundary condition (dotted blue).  The EDGAR-substituted inversions are not shown but represent a hybrid between the EDGAR and CalGEM inversions.  GEOS-Chem modeled CH4 concentrations at the receptors are shown in green and the locations of flight profiling have grey backing and correspond to the locations of the X’s in Figures 1 and 2. 

Figure 6:  Mean vertical profiles for the CV (a) and SoCAB (b) flights using the same data from Figure 5.

Figure 7: Measured and modeled concentrations for the CV (a) and SoCAB (b) flights pre (left) and post (right) optimization using the CalGEM emission inventories

Figure 8: Optimized California CH4 emissions for the CV and SoCAB using the CalGEM inventory.  Corresponding total emissions are shown in Table 2C

Table 1: California CH4 emissions prior estimates from CARB, EDGAR, and other state-specific inventories.

Table 2a: EDGAR 4.2 inversion results for the CV and SoCAB and total emissions for the state.

Table 2b: Same as Table 2a but with the EDGAR-Substituted emission inventory.

Table 2c: Same as Table 2a but with the CalGEM emission inventory.

Table 3: Boundary condition offsets for different flights compared to measurements that did not see the surface according to their footprints.

Table 4: The correlation matrices of the Central Valley and South Coast Air Basin modeled enhancement time series used in the inversions as an estimate of  in Equation 1 for the CalGEM inversion results shown in Table 2c.
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Supplementary Material:

S1.  Data-averaging:

Flights averaged 6-8 hours in duration.  Because atmospheric variability of long-lived trace gases such as CH4 is relatively low in many parts of the atmosphere, 1-Hz data is autocorrelated, especially in the absence of nearby sources.  We fit spherical and exponential semi-variograms to the 1-Hz CH4 data in two dimensions: the lat-lon plane and altitude [Kitanidis 1997].  A total of 133 vertical profiles, defined as a sustained increases or decreases in altitude over a minimum vertical extent of 1300 meters, were captured over the 6 flights in the Central Valley.  The median semi-variogram model range using the 1-Hz CH4 data was 160 ± 90 m.  We chose to average data to 1/3 of this lengthscale.  Because a significant relationship existed between the semi-variogram range and the mean altitude of the profile, we aggregated profile data under two regimes: data below 1000 m was averaged in 25 m vertical bins and data above 1000 m was averaged in 50 m bins.  Data not included in vertical profiles was broken into 20 minute intervals over which the lat-lon semi-variogram model was fit to the data, resulting in a median horizontal range of 22 ± 10 km.  Average aircraft speed during the flights was ~100 m/s, suggesting that to cover 7 km (1/3 of the lengthscale) would require ~70 seconds of flight.  Averaging non-profile data into 70 second bins arbitrarily gave more weight to profile data in modeling applications, so we averaged level-flight data to 20 seconds instead, preserving the proportion of profile and level-flight that existed in the 1 Hz data.  This averaging resulted in a  ~17 fold decrease in the number of data points (receptors) that were modeled in the analysis.

S2.  Planetary Boundary Layer Height:

One of the dominant sources of error in these methods is inaccuracy in modeled planetary boundary layer height (PBLH).  PBLH error was calculated by comparing WRF modeled PBLH to estimates of PBLH from 2 sources: 1) vertical profiles of potential temperature (θ) and water vapor from the WP-3 and 2) data from the High Spectral Resolution Lidar (HSRL) airborne aerosol backscatter instrument aboard the NASA LaRC B200 King Air during the CalNex & CARES (Carbonaceous Aerosol and Radiative Effects Study) deployments in May and June of 2010.  Supplementary Material Figure 1 shows the location of the vertical profiles (left) used to calculate the PBLH from source (1) and the comparison of those PBLH estimates with the WRF simulated PBLH values (right), illustrating a low bias of the PBLH of 22%.  Supplementary Figure 2 shows the location of the HSRL sampling (left) and the comparison of the WRF estimates (right).  The HSRL data provides much higher resolution in space and time for the PBLH comparison.  Each point represents the mean of the PBLH values in WRF for a given ½ hour (the temporal resolution of WRF) selected in the 0.1° x 0.1° sampling window of the HSRL location.  Each point is then assigned an error for a type II regression based on the variance of all the values used in each ½ hour interval [York et al., 2004].  Errors assigned to each point in the fit have median values of 350 m for HSRL and 175 m for WRF.  If the WRF PBLH sampling window is increased to a 0.5° x 0.5°, the median error is 250 m for WRF, but this has a minimal effect on the regression.  Overall, at an altitude of 1000 m, this implementation of WRF has an average low bias of ~100 m compared to HSRL data, and an average low bias of ~220 m compared to the sparser in-situ P3 θ and H2O data.

S3.  Boundary condition comparisons with HIPPO data.

Inaccuracies in the boundary conditions are the other major source of error in a lagrangian meso-scale modeling framework.  This work provides a detailed comparison of boundary condition biases and errors using the HIPPO flight campaign [Wofsy et al., 2011].  Supplementary Figure 3 shows 9 rows of plots corresponding to the flightpaths of the 9 HIPPO transects over the Pacific.  The first column shows the flight path for each HIPPO, with the southbound legs shown in green, and the northbound legs shown in red.  The second column shows a loess smoothed Altitudinal/Latitudinal curtain constructed from the QCLS data along the flight tracks shown in dotted white.  We sample the GEOS-Chem model output along the same flight track and show the loess smoothed Altitudinal/Latitudinal curtain in the third column.  The fourth column shows the locations of the NOAA-curtain remote Pacific boundary condition constructed from flights by the NOAA/ESRL Carbon Cycle Group Aircraft Program as white dots.  The same loess filter is applied to the data.  Column 5 shows the difference between column 1 and column 2 over the 30°-50° domain where all of the receptor STILT trajectories exit the WRF model domain.  Column 6 shows a histogram of the points shown in column 5, where the vertical resolution is 50 m and the horizontal resolution is 0.1°.  Columns 7 and 8 show the corresponding comparisons for the NOAA-curtain.
 
S4.  A priori inversion errors

The uncertainties assigned to the a priori emission inventories are difficult to estimate.  Assigning values of 25%, 30%, 50%, and 75% represent different weighting of the observational and a priori emission inventory cost functions in the inversion.  The total fluxes derived from the different inversions using these 4 different prior uncertainties in the emission inventories are statistically indistinguishable from one another at the p = 0.01 level.  The range of total fluxes derived in the CV and SoCAB inversions never exceeds 3% of the total flux, or ~0.07 TgCH4/yr in the Central Valley and 0.01 TgCH4/yr in the South Coast Air Basin.  Individual source terms within the inversion, however, are distinguishable at the p=0.01 level.  Notably, as the uncertainty assigned to the prior estimates increases, the inversion attributes more of the emissions to natural gas infrastructure and less to landfill and cattle (Supplementary Figure 4).  The SoCAB inversions do not exhibit this feature and all the individual source terms are indistinguishable at the p = 0.01 level.
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