
We thank the referees for their constructive comments that have helped to improve 

the manuscript. The issues raised are addressed individually below, including 

revised text where required. 

 

Responses to Referee#1. 
 
P 335, L 6-9: I share the authors’ concern that the variability of 5 km-resolution cloud 
top temperature product may not be a good indicator of radiatively important small scale 
cloud variability. This seems especially important, as it may have led to the 
puzzling observation that the solar elevation dependence does not increase with cloud 
variability (which seems to weaken the variability-hypothesis considered throughout 
the paper). Therefore my main suggestion for improving the paper is to test different 
indicators of cloud variability to capture small-scale cloud variability, for example using 
the variability in 250 m reflectance (e.g., Di Girolamo et al. 2010, Zhang and Platnick 
2011) or in 1 km brightness temperature (e.g., Varnai and Marshak 2002). If this wasn’t 
possible, I recommend prominently pointing out this issue as soon as the first puzzling 
results appear in Figure 11, and mentioning it wherever the findings of Figures 11 and 
12 are discussed. 
 
Unfortunately, the assessment of the heterogeneity using the sub-1km reflectances is 
not possible with our current dataset since the information required is only available 
from Level-1 data. The Varnai and Marshak (2002) method is quite involved and 
cannot be implemented in time for the revisions to this paper. We hope to look at 
these different methods of assessing heterogeneity in a future paper.  
 

However, we have examined what happens if we use the heterogeneity factor (ϒ) 

described in Cahalan (1994), which uses the variability of 1km optical depth () and 
thus assesses variability at a smaller scale than the 5km resolution cloud top 
temperature data used in our study. We find that for effective radius the results are 
very similar to those presented in our Fig. 12. for both low and high SZA. The results 
are also similar for optical depth at low SZA. However, for high SZA optical depth 

shows a different response to ϒ  than it did for σCTT; at low ϒ (indicating more  

homogeneity) there is a small difference in  between low and high SZA, with the 

difference increasing with ϒ  (larger   for higher SZA). This is what we expect if the 

SZA dependence increases with heterogeneity. 
 
We have added 3 new figures that relate to this issue along with corresponding 
discussion to section 3.4.1 of the ACPD paper. Extra discussion has also been added 
to sections 3.4.2 and 3.4.3 and new results are also referred to where necessary in the 
discussion. The new figures are included below, after the responses to the referees. 
Here is the amended text (highlighted in yellow):- 
 



 



 



 



 

 
 
P 334, L 15-16: I fully agree with the authors’ statement, and would even guess that 
3-D effects absorbing and non-absorbing wavelengths are more likely to have different 
than identical magnitudes. For example, the relative effects may be larger at absorbing 
wavelengths, while the absolute effects may be larger at non-absorbing wavelengths. 



It would help to expand this discussion and include some references. If needed, the 
assumption and discussion could be expanded to other scenarios (e.g., larger 3-D 
effects at absorbing or non-absorbing wavelengths). 
 
We agree that the changes in reflectance due to 3D effects may be different for 
absorbing and non-absorbing wavelengths and have added this to the text too. 
Unfortunately, there is little in the literature that has assessed the differences in dR 
between absorbing and non-absorbing bands, nor for different absorbing 
wavelengths. Thus we cannot provide references to aid the discussion and this also 
makes it difficult to justify ranges of dR to test using our approach. Therefore we will 
leave this to future work, but have noted this problem in the revised text:- 
 

 
 
Appendix D: The paper does a very good job at presenting thorough discussions about 
a wide range of considerations, but this results in a fairly long article. I believe some 
shortening would benefit the manuscript. For example it may be sufficient to mention 
Latin Hypercube Sampling only briefly, as Appendix D concludes that its results were 
not too different from a simple analysis of mean values. 
 
We have shortened Appendix D considerably and have removed a lot of the detail, 
including table A1. We have also shortened the manuscript in other places following 
the suggestions of Referee #2 – please see the responses to Ref #2 for details on this.  
 
P 310, L 6-8: The reasoning or wording here is not clear to me, as plane-parallel 
relationships are based on modeling, not on empirical correlations. 
 
This section has been shortened and this part has been changed to:- 
 

 

 
 
P 319, L 5: It would help to clarify whether the analysis used quality assessment flags 
included in the MODIS cloud product. (For example the multi-layer cloud flag may help 
reduce the effects of overlying ice clouds.) 
 
When considering all pixels, we used the sunglint flag (p319, line 11) to avoid pixels 
that may be affected by this. Liquid phase pixels were selected using for pixels for 
which the “primary cloud retrieval phase outcome” indicated that a successful phase 
determination was made and for which the “primary cloud retrieval phase flag” 
indicated liquid water cloud. 
 
For optical depth and reff retrievals the “cloud mask status” was used to select only 
pixels for which the cloud mask could be determined. The “cloud mask cloudiness 
flag” was also used to select only pixels that were designated as “confident cloudy”. 
As mentioned at the top of p. 320 we use the Water path confidence QA flag to select 



only pixels with “very good confidence”. The water path calculation depends on both 
optical depth and effective radius and therefore accounts for QA in both quantities. 
MODIS L3 provides a L3 cloud retrieval products that use weighting based upon the 
QA flags and a retrieval that does not use them. Rather than weighting our L3-like 
product with the QA flags we have simply restricted our analysis to pixels with the 
highest confidence. We did not use the multi-layer cloud flag and unfortunately it 
would require re-processing of the data to include this, which was not possible in 
time for this response. However, we note that, as explained in the text, a large number 
of other steps were taken to help avoid situations which could bias the retrievals. 
 
These details have been added to the text to clarify which flags were used in the 
analysis:- 
 

 

 
 



 
P 326, L 6: A range of 10-20% may sound more realistic. Also, mentioning the reference 
for this expectation here could help readers even if it was mentioned earlier. 
 
We decided to quote 8-17% because this was calculated from the 10-20% LWP diurnal 
cycle observed in O’Dell (2008). We feel that rounding up to 10-20% would cause 
confusion as it would be the same as for the LWP range. We have re-written the text 
here to read:- 
 

 
 
We have also removed the description of this from p.325, lines 18-20 to avoid 
repetition. 
 
P332, L 17-25: This paragraph appears to combine plane-parallel bias (that is, variability 
within a 1-D framework) with 3-D issues. It would help to make the wording clear 
or to change the paragraph heading. 
 
We have altered the text to make this more clear:- 
 

 
 
P 332, L 27-29: To make the argument complete, it would help to mention what 
changes in the width of drop size distributions could cause the solar elevation dependent 
changes in retrieved re. 
 
We have added a sentence to mention possible SZA effects:- 
 

 
 
P 334, L 13: I suggest changing the wording “observed retrieved values”, as it sounds 
awkward. Also, I suspect some typos or wording mix-ups in this sentence, as 3-D 
effects cannot cause retrieved values. 
 
This has been changed to:- 
 



 
 
P 338, L21 and P 339, L 11-16: While excluding suspicious data (at high solar zenith 
angles) may be a very good approach for eliminating retrieval biases at high latitudes, 
it seems worth mentioning that other approaches might also become possible in the 
future if the biases could be tied to cloud variability (or other factors) in a definite manner. 
Finally, it may also be worth mentioning whether the findings are relevant only to 
MODIS or to other datasets as well. 
 

This has been added here:- 
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Fig. 12. As for Fig. 11a except for optical depth vs. γτ , where γτ is a measure of cloud heterogeneity

based on the variability of the retrieved 1 km cloud optical depth. Low values of γτ indicate more

homogeneity.
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(a) SZA 50-55o. (b) SZA 75-81.4o.

Fig. 13. 2D histogram of γτ vs. σCTT for low (a) and high (b) θ0 ranges.
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Fig. 14. Mean γτ for each σCTT bin from Fig. 13.
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