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We would like to thank the reviewer for suggestions and comments on the
manuscript. The reviewer’s detailed suggestions have been very helpful in improv-
ing the manuscript. Below, we have included the reviewers comments (in bold) along
with our reply and the associated changes/updates to the manuscript.

• My main criticism if focused on case study #1 and the framing of this ex-
periment as a way to quantify the bias detection limit of carbotracker (CT).
But CT does not work on a month by month basis lie your lambda scal-

C12015

ing factoor, it does not consider signals site-by-site like here but instead a
whole network, and it does not scale flux signals locally at each site like in
your FSSR but over a large spatial area that is also seen by other sites. [...]
Framing this experiment as a way to determine the balance between large-
scale flux influences and transport errors is in that sense more appropriate,
and I think describes better what was actually done.

The reviewer brings up a great suggestion here, and we have re-framed case
study #1 accordingly. As the reviewer points out, the goal of this investigation
is not to re-estimate the uncertainty bounds on CarbonTracker. Rather, our goal
is to understand the magnitude of these transport uncertainties relative to the
fluxes. To that end, this case study provides ones means to relate these two en-
tities (the transport uncertainties and fluxes) in the absence of an explicit model
adjoint. We no longer frame the case study as a means to quantify the bias de-
tection limit of CarbonTracker. Rather, as the reviewer suggests (below), we have
re-framed the case study to examine the following question: how does the mag-
nitude of the transport uncertainties compare against the afternoon, atmospheric
CO2 signal from regional surface fluxes? We have modified the manuscript text
and figures accordingly.

• Specifically, your comparison of transport noise (SSR) and flux biases
(FSSR) is done in squared residual space which only measures the mag-
nitude of a signal, but does not account for its sign. A bias in fluxes would
typically manifest itself as a consistent over- or underestimate of the true
concentrations observed and even if these are small (say 0.5 ppm) com-
pared to the more random transport uncertainties (say 3 ppm), their con-
sistency in sign over longer periods of time would make them detectable.
In fact, in a Bayesian inversion the system would try to overcome this small
bias as by design it strives for zero mean residuals even in the presence of
large observation error covariances.
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The reviewer raises a very good point here, and we have clarified this point in
the revised manuscript. As the reviewer explains, a Bayesian inversion will op-
timize the fluxes to minimize or remove any biases between the model and the
observations. If a transport model is completely unbiased relative to the actual
atmosphere, then the CO2 budget estimated by an inversion should also be unbi-
ased. (This statement assumes that other components of the inversion, including
the observations, are unbiased.)

In contrast, the inversion may estimate an erroneous or biased budget if the at-
mospheric transport model is biased. For example, imagine a hypothetical trans-
port model that consistently overestimates vertical mixing. One could construct
a Bayesian inversion to optimize CO2 fluxes using that transport estimate. The
inversion will optimize the fluxes to minimize any model-measurement bias. How-
ever, the resulting flux estimate is unlikely to be correct; the inversion would erro-
neously increase the magnitude of the fluxes to compensate for errors in vertical
mixing. The model would appear to match the CO2 measurements, but the esti-
mated fluxes would nonetheless be biased relative to the true fluxes. In this case,
the bias in the fluxes would be undetectable with respect to the atmospheric ob-
servations. Stephens et al. (2007) adeptly discuss this topic in the context of
atmospheric inverse modeling.

We have re-designed case study one in the manuscript to make this compari-
son more direct. Among other changes, the revised case study no longer uses
squared residuals. We hope the revision makes this point about biases more
transparent.

• To overcome this criticism, I would suggest one of two approaches:

(1) is to try and change the metric so that it includes more sites at once and
includes also spatial covariances between residuals. The new metric then
also needs to account in some way for the sign of the residuals.
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(2) Is to write the question of this case study differently and to say that
you’ll try to estimate to what variation in flux magnitude the meteorological
uncertainty corresponds for each site given a realistic surface flux from CT.
This also means that most of the use of the word “bias” gets replaced by
“flux signal”.

The reviewer makes two good suggestions for revising the manuscript. We have
re-framed the case study according to the reviewer’s second suggestion. In addi-
tion, we have also included multi-site comparisons in the revised manuscript, as
per the reviewer’s first suggestion. To this end, we have revised sections 2.4, 3.3,
and Fig. 4.

• I find the discussion section a bit too short, and would like to see some
more connections to other studies in this field. For example, some reflec-
tion could be added on the LETKF methods used by these authors in the
past, and about the possible gain of co-simulating CO2 and transport er-
rors. Also, there is room for some reflection on the covariations of CO2
surface fluxes, and those that shape the weather conditions (water and en-
ergy and momentum fluxes). What would the next step with this type of
system look like when surface fluxes also become a function of the weather
variables?

We have lengthened the discussion section to include these points, as suggested
by the reviewer. For example, in section 3.4 of the revised manuscript, we dis-
cuss the possible gain of co-simulating CO2 surface fluxes and transport errors.
That approach could provide a more complete picture of how meteorological un-
certainties affect CO2 fluxes from the origin of the fluxes to the locations where
we actually measure atmospheric CO2. For example, Lin et al. (2011) explored
how uncertainties in flux model drivers affected fluxes estimated for Canadian
boreal forests. They found that uncertainties in downward shortwave radiation
contributed to the largest uncertainties in the simulated fluxes. Similarly, Law
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et al. (2002) and Gourdji et al. (2012), among many others, have shown that both
air temperature and specific humidity are drivers of CO2 fluxes. These meteo-
rological variables (e.g., downward shortwave radiation, temperature, and spe-
cific humidity) correlate with the persistent atmospheric transport uncertainties
discussed in section 3.4. A future study could connect these uncertainties (in
transport and flux estimation) to gain an even broader picture of how meteoro-
logical uncertainties affect CO2 flux modeling and ultimately top-down CO2 flux
estimates.

• Furthermore, these findings can nicely be connected to the error budgets
presented in Pino et al., (2011) and in Williams et al (2011). Both take a look
at the driving forces behind variations in CO2 in the PBL, one from a local
and one from a larger perspective.

We have added references to both papers in the revised manuscript. Pino et al.
(2012) argue that estimated morning PBL heights play a critical role to modeled
CO2 concentrations during midday. They examined transport errors at diurnal
scales but point out that the role of different boundary layer processes could
change when examined over longer time scales. Our analysis examines transport
errors at both the diurnal and monthly time scales and can extend the arguments
presented by Pino et al. (2012) to these longer time scales.

Williams et al. (2011) argue that previous meteorological model discrepancies are
usually due to overestimated vertical mixing. According to the authors, “However,
the simple inverse proportionality between errors in vertical gradients and mixing
only works when there are no systematic errors in the surface flux, horizontal
advective transport, or non-linear vertical advective transport (i.e., synoptic-scale
eddies).” In our analysis, we place these individual error sources, like those in-
vested by Williams et al. (2011), in the context of other transport processes or
uncertainties at sub-daily to monthly time scales.
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• Note that I remain a bit puzzled on the implementation of the SSR vs FSSR
metric in equations 4 and 5 + the explanation in the supplement and would
like to see some clarification.

We have simplified the approach in this section of the manuscript to make the
methods easier to follow and more transparent.

• p.23684: I could not find where the range is actually applied instead of the
SDV

We have removed the phrase “or alternately the range” from the manuscript. In
the revised manuscript, we primarily refer to the 95% confidence interval through-
out the manuscript.

• p.23684: What is the temporal resolution of these fluxes?

We reformatted CarbonTracker fluxes to a 6-hourly resolution. This resolution is
identical to the CAM model time step. We use this 6-hourly resolution for all model
simulations presented in the manuscript. Figure 2, by contrast displays monthly-
averaged CT fluxes. The primary objective of this figure is to illustrate the spatial
and seasonal distribution of the fluxes. We do not use these monthly-averages
in the actual model runs or analysis. We have clarified this point throughout the
manuscript.

• p.23684: So this means that the feedbacks of meteorological errors on car-
bon exchange are not accounted for? In other words, different weather
does lead to different water exchange, but not other carbon fluxes. Okay, I
got it.

The reviewer is correct here. We have added a sentence to section 2.3 clarifying
this point.

• p.23685: Larger than most means more than 32 if k=64 members?

C12020



We agree with the reviewer that this text is ambiguous as written. We have re-
framed this section of the methods accordingly.

• So this suggests that for p to get to 0.05, there must be 64*0.05 = 3.2 ele-
ments in A (eq 5). And when there are four or more SSRs in the set that
are larger than FSSR then you have proven the null-hypothesis that bias in
fluxes is indistinguishable above transport uncertainties. This seems quite
strict to me.

Oh wait, I think there might simply be a typo here and you actually meant
0.5 instead of 0.05? Sorry, I spotted this kind of late because 0.05 is such a
typical p-value in statistics...

We have simplified the approach in this section of the methods and no longer use
a hypothesis test or associated p-values. In the revised manuscript, we estimate
confidence intervals in modeled atmospheric CO2 and compare those uncertain-
ties against the surface flux signal. We no longer test an explicit hypothesis.

• Can you elaborate in the main text how this temporal covariance is ac-
counted for. I am sure the Supplement gives info but I’d rather like to un-
derstand it here.

The reviewer makes a great suggestion here, and we have elaborated on this
point in section 2.2 of the manuscript.

Both spatial and temporal covariance are built into the transport errors estimated
by CAM-LETKF. The CAM-LETKF system includes 64 different ensemble mem-
bers. At the first time step, we launch 64 weather forecasts simultaneously, one
for each ensemble member. At the end of the first 6-hour time step, we optimize
these ensemble members collectively to match meteorological observations, and
the spread of these ensemble members represents our posterior uncertainty in
the meteorology. We then use these optimized ensemble members as initial con-
ditions for the next time step and re-launch 64 simultaneous weather forecasts.
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Transport uncertainties within one ensemble member can easily persist over
many time steps. For example, if the PBL height in one ensemble member is
lower than the ensemble average at one time step, it will probably be lower than
average at the next time step. In this way, transport uncertainties or errors can
persist over many time steps.

• p.23687: This suggests you indeed used fluxes including a diurnal cycle.

That statement is correct. We have updated the methods section to make this
point clearer to the reader.

• p.23688: I think this is an absolutely wonderful conclusion to draw, and
hope it will get a prominent place in the abstract and conclusions

Thank you for the encouraging suggestion! We have modified case study #1 to
focus more specifically on these conclusions. Furthermore, we have made these
points more prominent in both the abstract and conclusion.

• p.23688: I do not think this case study uses an appropriate question, as
your test is not a correct metric to determine the minimum size of flux bi-
ases that are detectable through atmospheric CO2.

We agree with the reviewer here. We have re-framed case study #1 based upon
the reviewer’s suggestions above.

• p.23688: This effect of measurement bias was explored by Masarie et al.,
(2011), please reference.

This is a good suggestion, and we have included this reference in the revised
manuscript accordingly.

• p.23689: What does the number 0.3 represent?

A correlation coefficient of R2 = 0.3 does not represent any specific threshold.
Rather, we simply wanted to show the meteorological variables that correlate best
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with the transport uncertainties (instead of including 60 different scatterplots). We
have modified this section of the revised manuscript. Instead, we now show the
two variables that correlate most closely over land regions and over the ocean
(four total variables).

• p.23689: Since this point is now mentioned a second time, a reference to
Pino et al., (2012) is in place as he already showed such PBL-CO2 error
relations. We have included this reference in the revised manuscript.

• p.23689: Again, your analysis is very nice but this conclusions is not cor-
rect. Since one of the authors is associated with the CT group at NOAA,
perhaps a synthetic inversion could be done to prove this statement be-
yond my doubt?

We agree and have re-framed case study #1 accordingly.

• p.23689: This second part is very nice. Can you speculate how this conclu-
sion might change if the interactions between the meteorological variables
and the CO2 fluxes themselves were included in a follow-up study?

The reviewer poses an interesting question: what would be the effect of including
these meteorological uncertainties in the bottom-up or biogeochemical model
that generates the CO2 fluxes? The uncertainties in estimate CO2 fluxes would
likely increase. We have added a discussion on this point to section 3.4. Refer to
the discussion earlier in this reply for more detail on this point.

• p.23690: I find the discussion section a bit too short, and would like to see
some more connections to other studies in this field.

We have expanded the discussion accordingly (see the discussion earlier in this
reply for more detail).

• p.23693: You could compare these to the posterior flux uncertainty in CT
and show that they are at least as large indeed.
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As per the reviewer’s suggestion, we have re-framed case study #1 to de-
emphasize any direct comparison against the posterior uncertainties in Carbon-
Tracker. As such, we would hesitate to make that comparison explicit here.

Furthermore, it might be difficult to make a direct comparison in this instance.
CAM–LETKF estimates the variances and covariances due to transport errors.
This information is often incorporated into one of the covariance matrices in a
Bayesian inversion. This matrix is often termed the ’model-data mismatch ma-
trix’ or ’observational error covariance matrix’. This covariance matrix is then
combined with the prior covariance matrix to compute the posterior uncertainty.
Hence, this suggestion would require comparing somewhat different quantities.
In other words, if we compared transport uncertainties against the posterior flux
uncertainty we would be comparing two very different covariances matrices to
one another.

• p.23694: What do the letters below the x-axis indicate?

We have removed these letters from any analogous plots in the revised
manuscript. The letters below the x-axis that figure indicated whether the CO2

measurement sites were marine (“M”), short towers (“S”), or tall towers (“T”).

• p.23694: Why do we only see the land CV? Was the constant flux also only
applied over land? This was not clear to me from the description yet.

In the revised manuscript, we discuss these results over both land and ocean
regions (in section 3.4 and Figs. 6-7).

• p.23695: The variables 1,2 and 4 look very similar as one would expect
from meteorological principles. In the same way, 5 and 6 are closely related.
What is perhaps more interesting is that (1) the PBL height which in the end
is most directly related to the CO2 mixing ratios is not shaped the same as
these primary drivers. This stresses the need for a meteorological model
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to calculate the (co)variances of transport errors rather than to just use
some simple proxy. And (b) is that the CV of temperature and CO2 are very
similar which is because they are shaped by the same large scale synoptic
systems. This is also discussed in the Williams et al., (2011) paper, and the
driving power behind the LETK methods shown by Kang, Kalnay, Liu, and
Fung (co-authors here). Perhaps this is worth to mention in the discussion.

The reviewer makes a great point here. We have also added an analysis over
ocean regions, and the errors here correlate most closely with zonal winds. This
added analysis further supports the reviewer’s comment above on the role of syn-
optic scale systems. Also, these variables cannot explain all of the uncertainties,
and this result stresses the need for a meteorological model to calculate trans-
port errors over the use of a single proxy for transport errors (like PBLH). We
have added a discussion of these points to section 3.4 of the revised manuscript.

• p.19: This 5% I guess corresponds the p=0.05 probability stated in the main
text. That suggests this was not just a typo, and I remain confused on
equations 5 and the use of this test.

We have removed the hypothesis test from case study #1 to make the analysis
simpler and more straightforward. Concomitantly, we have removed most equa-
tions to streamline and simplify the revised text.

• p.19: This is a nice illustration of the properties of the SSR, which I think
correctly assumes transport errors to be normally distributed around a zero
mean. But the problem I have is in the comparison to FSSR, which for a
biased flux would not just be a residual around some mean, but an actual
signal with a sign and a spatial pattern. See for instance the figures S9,
S11, and S14 that both represent winter conditions. A shift of the fluxes by
10% upwards would lift both lines for the ensemble mean upwards by 0.5-
2.0 ppm and reveal a systematic offset (if the model mean was a bit more
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unbiased which it is not without data assimilation of the fluxes) at three
locations.

If the atmospheric transport errors were completely uncorrelated from one model
time step to another, then it might be relatively easy to distinguish a bias in mod-
eled concentrations caused by an erroneous flux estimate. However, the atmo-
spheric transport errors estimated in this study are often correlated in both space
and time. In other words, these errors are modeled as a multivariate normal dis-
tribution, and the covariances in this distribution can be large. As a result, trans-
port errors could bias the model relative to the measurements over many time
steps. In that case, it could be very difficult to distinguish the difference between
sustained model-data differences due to the fluxes or due to transport errors. We
have revised and re-framed case study #1 to better explain and more prominently
feature the role of spatially and temporally correlated transport errors.
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