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Abstract. This study is focused on the variability of tem-
perature, ozone and circulation characteristics in the strato-
sphere and lower mesosphere with regard to the influence
of the eleven-year solar cycle. It is based on the attribution
analysis using multiple nonlinear techniques (Support Vector5

Regression, Neural Networks) besides traditional linear ap-
proach. The analysis was applied for the 1979-2013 period
on several current reanalysis datasets, including MERRA,
ERA-Interim and JRA-55, with the aim to compare how this
type of data resolves especially the double-peaked solar re-10

sponse in the temperature and ozone variables and conse-
quent changes induced by these anomalies. Equatorial tem-
perature signals in the lower and upper stratosphere were
found sufficiently robust and they are in qualitative agree-
ment with previous observational studies. The analysis also15

pointed to the solar signal in the ozone datasets (i.e. MERRA
and ERA-Interim) not being consistent with the observed
double-peaked ozone anomaly extracted from satellite mea-
surements. Consequently the results obtained by the lin-
ear regression were confirmed by the nonlinear approach20

through all datasets, suggesting that linear regression is a rel-
evant tool to sufficiently resolve the solar signal in the mid-
dle atmosphere. Furthermore, the seasonally dependence of
the solar response was also discussed, mainly as a source of
dynamical causalities in the waves propagation characteris-25

tics in the zonal wind and the induced meridional circula-
tion in the winter hemispheres. The hypothetical mechanism
of weaker Brewer Dobson circulation was reviewed together
with discussion of the polar vortex stability.

1 Introduction30

The Sun is a prime driver of various processes in the climate
system. From observations of Sun’s variability on decadal or
centennial time scales, it is possible to identify the temporal
patterns and trends of the solar activity, and consequently to

derive the related mechanisms of the solar influence on the35

Earth’s climate (e.g. Gray et al., 2010). Of the semi-regular
solar cycles, the most prominent is the approximately eleven
years periodicity which manifests in the solar magnetic field
or through fluctuations of sunspot number, but also in the to-
tal solar irradiance (TSI) or the solar wind properties. For the40

dynamics of the middle atmosphere, where the ozone pro-
duction and destruction occur, the changes in the spectral ir-
radiance are the most influential, since the TSI as the integral
over all wavelengths exhibits variations of orders lower than
the ultraviolet part of spectrum (Lean, 2001). This fact was45

supported by original studies (e.g. Labitzke, 1987; Haigh,
1994) that suggested the solar cycle influence on the vari-
ability of the stratosphere. Gray et al. (2009) have shown
by the fixed dynamical heating model that response of the
temperature in the photochemically controlled region of the50

upper stratosphere is given approximately in 60% by direct
solar heating and in 40% due to indirect effect by the ozone
changes.

Numerous observational studies identified temperature
and ozone changes linked to the eleven year cycle by mul-55

tiple linear regression. Using ERA-40 reanalysis, Frame and
Gray (2010) pointed to a manifestation of annually averaged
solar signal in temperature, exhibiting predominantly around
equator with amplitudes up to 2 K around stratopause and
with a secondary amplitude maximum up to 1 K in the lower60

stratosphere. Soukharev and Hood (2006), Hood et al. (2010)
and Randel and Wu (2007) have used satellite ozone data sets
to characterize statistically significant responses in the up-
per and lower stratosphere. Observed double-peaked ozone
anomaly in the vertical profile around equator was confirmed65

by the simulations of coupled chemistry climate models (?).
Statistical studies (e.g. Labitzke et al., 2006; Camp and

Tung, 2007) have also focused on the lower stratospheric so-
lar signal in the polar regions and revealed modulation by the
Quasi-biennial oscillation (QBO), or the well known Holton-70

Tan relationship (Holton and Tan, 1980) modulated by the



2 A. Kuchar et al.: Solar cycle in current reanalyses

solar cycle. Proposed mechanisms suggested that the solar
signal induced during early winter in the upper equatorial
stratosphere propagates poleward and downward when the
stratosphere transits from radiatively controlled state to the75

dynamically controlled state involving the planetary wave
propagation (Kodera and Kuroda, 2002). The mechanism
of the solar cycle and QBO interaction which roots from
reinforcing each other or canceling each other out (Gray
et al., 2004) has been verified by recent model simulations80

(Matthes et al., 2013). Those proved independence of the
solar response in the tropical upper stratosphere and the re-
sponse depending on the presence of the QBO in lower alti-
tudes.

The ozone and temperature perturbations associated with85

the solar cycle have impact on the middle atmospheric circu-
lation. They produce zonal wind anomaly around stratopause
(faster subtropical jet) during the solar maxima through
the enhanced meridional temperature gradient. Since the
planetary wave propagation is affected by the zonal mean90

flow (Andrews and McIntyre, 1987), we can suppose that the
stronger subtropical jet can deflect planetary waves propa-
gating from higher latitudes. Reduced wave forcing can lead
to decreasing/increasing upwelling/downwelling motions in
the equatorial, or higher latitudes respectively (Kodera and95

Kuroda, 2002). The Brewer-Dobson circulation (BDC) is
weaker during the solar maxima (Gray et al., 2010) although
this appears to be sensitive to state of the polar winter. Ob-
servational studies together with model experiments (e.g.
Matthes et al., 2006) suggest a so-called "Top-Down" mech-100

anism when the solar signal is transferred from the upper to
lower stratosphere, and even to the tropospheric altitudes.

Observational and modeling studies over the past two
decades have fundamentally changed our understanding of
wave processes and coupling between the middle atmosphere105

and tropospheric conditions (Gerber et al., 2012). It was
shown that stratosphere plays significant and active role in
the tropospheric circulation on various time scales (Baldwin
and Dunkerton, 1999; Lu et al., 2013; Solomon et al., 2010).
Deeper understanding of the mechanisms of communication110

between middle atmosphere and troposphere contributes to
better climate change predictions. However, a number of
questions about the coupling processes with regard to the
solar signal perturbation have to be answered. It has been
shown that difficulties of the state-of-the-art climate models115

arise when reproducing the solar signal influence on the win-
ter polar circulation, especially in less active sun periods (In-
eson et al., 2011). The hypothesis is that the solar UV forcing
is too weak in the models. Satellite measurements indicate
that variations in the solar UV irradiance may be larger than120

was previously thought (Harder et al., 2009).
At the Earth’s surface, the detection of the solar cycle in-

fluence is problematic since there are other significant forc-
ings factors, i.e. greenhouse gases, volcanoes and aerosols
changes (Gray et al., 2010), as well as substantial variabil-125

ity attributable to internal climate dynamics. However sev-

eral studies (van Loon et al., 2007; van Loon and Meehl,
2008; Hood and Soukharev, 2012; Hood et al., 2013; Gray
et al., 2013) detected the solar signal in the sea level pres-
sure or sea surface temperature which support hypothesis of130

a troposphere-ocean response to the solar cycle. The stud-
ies (e.g. Hood and Soukharev, 2012) suggest a so-called
"Bottom-Up" solar forcing mechanism. That contributes to
the lower ozone and temperature anomaly in connection with
the lower stratosphere deceleration of the BDC.135

Several past studies (e.g. Soukharev and Hood, 2006;
Frame and Gray, 2010; Gray et al., 2013) used multiple lin-
ear regression technique to extract the solar signal and sepa-
rate other climate phenomena like the QBO, aerosol’s effect,
NAO, ENSO or trend variability. Except for this conventional140

method, it is possible to use alternative approaches to isolate
and examine particular signal components, such as wavelet
analysis (Pisoft et al., 2012, 2013) or empirical mode decom-
position (Coughlin and Tung, 2004). Nonlinear character of
the climate system also suggests potential benefits from ap-145

plication of alternative, full nonlinear attribution techniques
for study of properties and interactions in the atmosphere.
However, such nonlinear techniques have been used rather
sporadically in the atmospheric sciences (e.g. Walter and
Schönwiese, 2003; Pasini et al., 2006; Blume and Matthes,150

2012), mainly due to their several disadvantages like the lack
of explanatory power (Olden and Jackson, 2002).

To examine the middle atmospheric conditions, it is nec-
essary to study reliable and sufficiently vertically resolved
data. Systematic and global observations of the middle atmo-155

sphere only began during the International Geophysical Year
(1957-1958) and were later expanded by development of the
satellite measurements (Andrews and McIntyre, 1987). Sup-
plementary data come from the balloon and rocket sound-
ings, though these are limited by their vertical range (only160

lower stratosphere in case of radiosondes) and the fact that
the in situ observations measure local profiles only. By as-
similation of these irregularly distributed data and discon-
tinuous measurements of particular satellite missions into an
atmospheric/climatic model, we have available modern ba-165

sic datasets for climate research, so called reanalyses. These
types of data are relatively long, globally gridded with verti-
cal range to upper stratosphere or the lower mesosphere and
thus suitable for the 11-yr solar cycle research. In spite of
their known limitations (discontinuities in ERA reanalysis170

McLandress et al., 2013), they are considered an extremely
valuable research tool (Rienecker et al., 2011). Coordinated
intercomparison is initiated by SPARC community to under-
stand current reanalysis products, and to contribute to future
reanalysis improvements (Fujiwara et al., 2012).175

2 Datasets

Our analysis was applied on the last generation of three
reanalyzed datasets: MERRA (Modern Era Reanalysis for
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Research and Applications, developed by NASA) (Rie-
necker et al., 2011), ERA-Interim (ECMWF Interim Reanal-180

ysis) (Dee et al., 2011) and JRA-55 (Japanese 55-year Re-
analysis) (Ebita et al., 2011). We have studied series for the
1979-2013 time period. All of the datasets were analyzed
on the monthly basis. The Eliassen-Palm (EP) flux diagnos-
tics (described below) was analysed on the daily basis and185

subsequently the monthly means were produced. The ver-
tical range extends to the lower mesosphere (0.1 hPa) for
MERRA, and to 1 hPa for remaining ones. The horizon-
tal resolution of the gridded datasets was 1.25◦x1.25◦ for
MERRA and JRA-55 and 1.5◦x1.5◦ for ERA-Interim re-190

spectively.
In comparison with previous generation of reanalyses, it

is possible to observe better representation of stratospheric
conditions. This improvement is considered to be connected
with increasing the height of upper boundary of model do-195

main (Rienecker et al., 2011). The Brewer-Dobson circula-
tion was markedly overestimated by ERA-40, an improve-
ment was achieved in ERA-Interim, but the upward trans-
port remains faster than observations indicate (Dee et al.,
2011). Interim results of JRA-55 suggest less biased rean-200

alyzed temperature in the lower stratosphere relative to JRA-
25 (Ebita et al., 2011).

Except for the standard variables provided in reanalysis,
i.e. air temperature, ozone mixing ratio and circulation char-
acteristics – zonal, meridional or omega velocity, we have205

also analyzed other dynamical variables. Of particular in-
terest was the EP flux diagnostics - a theoretical framework
to study interactions between planetary waves and the zonal
mean flow (Andrews and McIntyre, 1987). Furthermore, this
framework allows studying the waves propagation charac-210

teristics in the zonal wind and the induced (large scale)
meridional circulation as well. For this purpose the quasi-
geostrophic approximation of Transformed Eulerian Mean
(TEM) equations was used, in the form employed by (Ed-
mon Jr et al., 1980).215

3 Methods

To detect variability and changes due to external climate fac-
tors, such as the eleven year solar cycle, we have applied an
attribution analysis based on the multiple linear regression
and two nonlinear techniques. Regression model separates220

effects of climate phenomena that are supposed to have im-
pact on the middle atmospheric conditions. Our regression
model of particular variable X is described by the following

equation:

225

X(t,z,ϕ,λ) =

12∑
i=1

αi(z,ϕ,λ)+β(z,ϕ,λ)t

+ γ(z,ϕ,λ)SOLAR(t) + δ1(z,ϕ,λ)QBO1(t)

+ δ2(z,ϕ,λ)QBO2(t)+ δ3(z,ϕ,λ)QBO3(t)

+ ε(z,ϕ,λ)ENSO(t)+ ζ(z,ϕ,λ)SAOD(t)

+ η(z,ϕ,λ)NAO(t)+ e(t,z,ϕ,λ). (1)230

After deseasonalizing that can be represented by αi in-
dices we have applied trend regressor t either in the linear
form or with inclusion of the Equivalent Effective Strato-
spheric Chlorine (EESC) index (that should be employed due235

to ozone trend turnover around middle of the nineties). The
solar cycle is represented by the 10.7 cm radio flux as a proxy
which correlates well with the sunspot number variation (the
data were acquired from Dominion Radio Astrophysical Ob-
servatory (DRAO) in Penticton, Canada).240

We have included the quasi-biennial proxies as another
stratosphere-related predictor. Similar studies have repre-
sented the QBO in the multiple regression methods in several
ways. Our approach involves three separate QBO indices ex-
tracted from the MERRA reanalysis. These three indices are245

the first three principal components of the residuals of our
linear regression model (1) excluding QBO predictors ap-
plied to the equatorial zonal wind. The approach follows pa-
per by Frame and Gray (2010), or study (Crooks and Gray,
2005). The three principal components explain 49%, 47%250

and 3% of the total variance. The extraction of the first two
components reveals 28 months periodicity and out-of phase
relationship between the upper and lower stratosphere. Out-
of phase relationship or orthogonality manifests by approx-
imately quarter period shift of these components. Deviation255

from the QBO quasi-regular period represented by the first
two dominant components is contained in the residual vari-
ance of 4%. The linear regression analysis of the zonal wind
with inclusion of the first two principal components reveals
statistically significant linkage between the third principal260

component and the residuals of this analysis. Furthermore,
the regression coefficient of this QBO proxy was statisti-
cally significant for all variables tested at p-value < 0.05 (see
below for details about statistical significance techniques).
Wavelet analysis demonstrates three statistically significant265

but non-stationary periods exceeding the level of white noise
wavelet spectrum (not shown): approximately annual cycle
(peak period of 1 year and 2 months), cycle with the peak
period of 3 year and 3 months and long-period cycle (peak
period between 10 and 15 years). Those interferences can be270

attributed to the possible non-linear interactions between the
QBO itself and other signals like the annual cycle or long-
period cycle such as the eleven year solar cycle at the equa-
torial stratosphere.



4 A. Kuchar et al.: Solar cycle in current reanalyses

El Niňo Southern Oscillation (ENSO) is represented by the275

Multivariate ENSO index (MEI) which is computed as the
first principal component of the six main observed variables
over the Pacific ocean: sea level pressure, zonal and merid-
ional wind, sea surface temperature, surface air temperature
and total cloudiness fraction of the sky (NCAR, 2013). Ef-280

fect of volcanic eruptions is represented by the Stratospheric
Aerosol Optical Depth (SAOD). The time series was derived
from the optical extinction data (Sato et al., 1993). We have
used globally averaged time series in our regression model.
The North Atlantic Oscillation (NAO) has been also included285

with the respective index derived by rotated principal compo-
nent analysis technique applied on the monthly standardized
500-hPa height anomalies obtained from the Climate Data
Assimilation System (CDAS) in the Atlantic region between
20◦N-90◦N (NWS, 2013).290

The multiple regression model via eq. (1) has been used
for the attribution analysis, and supplemented by two non-
linear techniques. The linear approach is based on estimating
regression coefficients by Multiple Linear Regression (MLR)
method. To avoid the effect of autocorrelation of residuals295

and to obtain Best Linear Unbiased Estimate (BLUE) accord-
ing to the Gauss-Markov theorem (Thejll, 2005), we have
used iterative algorithm to model the residuals as a second-
order autoregressive process. The Durbin-Watson statistic
has been used to detect autocorrelation of the error terms300

from the regression model. As a result of the uncorrelated
residuals, we can suppose the standard deviations of the es-
timated regression coefficients not to be diminished (Neter
et al., 2004). The statistical significance of regression coef-
ficients was computed by the t-test and verified by bootstrap305

significance test.
The nonlinear approach consisted of the Multi Layer Per-

ceptron (MLP) and relatively novel Suppport Vector Regres-
sion (SVR) technique in our case. The MLP as a technique
inspired by human brain is highly complex and capable of310

capturing non-linear interactions between inputs (regressors)
and output (modelled data) (e.g. Haykin et al., 2009). Non-
linear approach is achieved by transferring the input signals
through a sigmoid function in a particular neuron and within
a hidden layer propagating to the output (so called feedfor-315

ward propagation). The standard error backpropagation iter-
ative algorithm to minimize the global error has been used.

The Support Vector Regression technique belongs to cat-
egory of kernel methods. Input variables were nonlinearly
transformed to a high-dimensional space by radial basis320

(Gaussian) kernel, where a linear classification (regression)
can be constructed (Cortes and Vapnik, 1995). However,
crossvalidation must be used to establish kernel parameter
and cost function. We have used 5-fold crossvalidation to
optimize the SVR model selection for every point in the325

dataset as a trade-off between the recommended number of
folds (Kohavi et al., 1995) and computational time. The MLP
model was validated by holdout method since this method
is in order of magnitude more expensive to computational

time. The datasets was separated into the training set (75%330

of whole dataset) and the testing set (25% of whole dataset).
The earlier mentioned lack of the explanatory power of

the nonlinear techniques comes mainly from nonlinear in-
teractions during signal propagation and the impossibility of
directly monitoring the influence of the input variables. In335

contrast to the linear regression approach, the understanding
of relationships between variables is quite problematic. For
this reason, responses of our variables have been modelled
by a technique originating from the sensitivity analysis and
used by e.g. Blume and Matthes (2012). The relative impact340

RI of each variable was computed as

RI =
Ik∑
Ik
, (2)

where Ik = σ(ŷ− ŷk). ŷ and ŷk is original model output and
model output when k-input variable was held on their con-
stant level respectively. There are a lot of possibilities which345

constant level to choose. It is possible to choose several lev-
els and then to observe sensitivity of model outputs vary-
ing for example on minimum, median and maximum levels.
Our sensitivity measure (relative impact) was based on the
median level. The primary reason comes from pure practi-350

cal considerations - to compute our results fast enough as
another weakness of the nonlinear techniques consists in a
larger requirement on computational capacity. In general this
approach was chosen because of their relative simplicity of
comparing all techniques to each other and to be able to inter-355

pret them too. The contribution of variables in neural network
models has been already studied and Gevrey et al. (2003)
brought review and comparison of these methods.

4 Results

4.1 Annual response (MERRA)360

Figure 1 shows the annually averaged solar signal in the
zonal and altitudinal means of temperature, zonal wind,
geopotential height and ozone mixing ratio. The signal is
expressed as the average difference between the solar max-
ima and minima in the 1979-2013 period. Statistically signif-365

icant responses detected by the linear regression in the tem-
perature series (see Fig. 1(a)) are positive and are located
around the equator in the lower stratosphere with values of
about 0.5◦C. The temperature response increases to 1◦C in
the upper stratosphere at the equator and up to 2◦C at the370

poles. The significant solar signal anomalies are more vari-
able around the stratopause and not limited to the equato-
rial regions. Hemispheric asymmetry of the statistical signif-
icance can be observed in the lower mesosphere. From rela-
tive impact point of view (in Figs. 1(b)-(d) marked as RI), it375

is difficult to detect signal with the impact larger than 20%
in the lower stratosphere where the volcanic and QBO im-
pacts dominate. In the upper layers (where the solar signal
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expressed by the regression coefficient is continuous across
the equator) we have detected relatively isolated signals (over380

20%) around ±15◦ using the relative impact method. The
hemispheric asymmetry manifests also in the relative impact
field, especially in the SVR field in the mesosphere.

The annually averaged solar signal in the zonal-mean of
zonal wind (Figs. 1(e)-(h)) dominates around the stratopause385

as an enhanced subtropical westerly jet. The zonal wind vari-
ability due to the solar cycle corresponds with the tempera-
ture variability due to the change of the meridional tempera-
ture gradient and via the thermal wind equation. The largest
positive anomaly in the northern hemisphere reaches 4 m/s390

around 60 km (shown in Fig. 1(e)). In the southern hemi-
sphere, the anomaly is smaller and not statistically signifi-
cant. There is a significant negative signal in the southern
polar region and also at the equator especially in the meso-
sphere. The negative anomalies correspond with weakening395

of the westerlies or amplification of the easterlies. The rel-
ative impact of the solar cycle is located zonally similarly
even for both nonlinear techniques (Figs. 1(f)-(h)). The equa-
torial region across all the stratospheric layers is influenced
dominantly by the QBO (expressed by all 3 QBO regressors)400

and for this reason the solar impact is minimized around the
equator.

The pattern of the solar response in geopotential height
(Figs. 1(i)-(l)) shows positive values in the upper stratosphere
and lower mesosphere. That is also consistent with the zonal405

wind field thorough thermal wind balance. In the geopoten-
tial field, the solar cycle influences the most extensive area
among all regressors. The impact area includes almost whole
mesosphere and the upper stratosphere.

Last row of Fig. 1 also shows the annual mean solar sig-410

nal in the zonal mean of the ozone mixing ratio (expressed
as percent change from the solar maximum to the solar min-
imum). Using the model with EESC instead of linear trend
over whole period, we tried to capture the ozone trend change
around the year 1996. Another possibility was using our415

model over two individual periods, e.g. 1979-1995 and 1996-
2013, but the results were quantitatively similar. The main
common feature with other results is the positive ozone re-
sponse in the lower stratosphere, ranging from 1 to 3 percent
change. The majority of results share the positive ozone re-420

sponse. In the equatorial upper stratosphere, no other rele-
vant solar signal was detected compared to study based on
satellite measurement (Soukharev and Hood, 2006). By the
relative impact method (Figs. 1(n)-(p)), we have obtained re-
sults comparable with linear regression coefficients, but espe-425

cially around stratopause the impact suggested by nonlinear
techniques does not reach the values achieved by the linear
regression.

4.1.1 Annual response (comparison with JRA-55, ERA-
Interim)430

Comparison of the results for the MERRA and JRA-55 tem-
perature, zonal wind and geopotential height shows that the
annual responses to the solar signal are in a qualitative agree-
ment (compare Figs. 1, 2 and 3). The zonal wind and geopo-
tential response seems to be consistent in all presented meth-435

ods and datasets. The largest discrepancies can be seen in
the upper stratosphere and especially in the temperature field
(first row in these figures). The upper stratospheric equatorial
anomaly was not detected by any of the regression techniques
in case of the JRA-55 reanalysis. On the other hand, the440

anomaly in the ERA-Interim temperature in Fig. 2 reaches
almost the same value as in the MERRA series.

The variability of the solar signal in the MERRA strato-
spheric ozone series was compared with the ERA-Interim
results. The analysis points to large differences in the ozone445

response to the solar cycle between the reanalyses and even
in comparison with satellite measurements by Soukharev and
Hood (2006). In comparison with the satellite measurements,
no relevant solar signal was detected in the upper strato-
sphere in the MERRA series. The signal seems to be shifted450

above the stratopause (confirmed by all techniques, shown
in Figs. 1 and 2 (m)-(p)). Regarding the ERA-Interim, there
is an ozone response to the solar cycle in the upper strato-
sphere. This statistically significant response indicates nega-
tive anomalies with values reaching up to 2% above the equa-455

tor and up to 5% in the polar regions of both hemispheres.
The negative response can be connected with a higher de-
struction of ozone during the solar maximum period and con-
sequent heating of the region. Lower stratospheric solar sig-
nal in the ERA-interim is not limited to the equatorial belt460

±30◦ up to 20 hPa like in the case of the MERRA reanaly-
sis, and the statistical significance of this signal is rather re-
duced. The solar signal is detected higher and extends from
the subtropical areas to the polar regions. The results sug-
gest that the solar response in the MERRA series is more465

similar to the results from satellite measurements (Soukharev
and Hood, 2006). Nevertheless, further comparison with in-
dependent data sets is needed to asses the data quality in de-
tail.

4.1.2 Comparison of the linear and nonlinear ap-470

proaches (MLR vs. SVR & MLP)

In this paper, we have applied and compared one linear
(MLR) and two nonlinear attribution (SVR and MLP) tech-
niques. The response of the studied variables to the solar sig-
nal and other forcings was studied using the sensitivity analy-475

sis approach (Blume and Matthes, 2012). This approach does
not recognize positive or negative response as the linear re-
gression does. For this reason, the relative impact results are
compared to the regression’s coefficients. Using the linear
regression, it would be possible to analyze the statistical sig-480
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Figure 1. The annually averaged response of solar signal in the MERRA zonal-mean temperature t (a)-(d), unit: [◦C]; zonal wind u (e)-(h),
unit: [m/s]; geopotential height h (i)-(l), unit: [m]; and ozone mixing ratio o3 (m)-(p), unit: percentage change per annual mean. The response
is expressed as regression coefficient RC (corresponding units per Smax minus Smin) in the left column and relative impact RI approach
in the remaining columns. The relative impact was modeled by MLR, SVR a MLP techniques. The black contour levels in RI plots are 0.2,
0.4, 0.8 and 1.0. Statistical significance of scalar fields was computed by t-test. Hatches indicates p-values < 0.05.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Figure 2. The annually averaged response of solar signal in the ERA-Interim zonal-mean temperature t (a)-(d), unit: [◦C]; zonal wind u
(e)-(h), unit: [m/s]; geopotential height h (i)-(l), unit: [m]; and ozone mixing ratio o3 (m)-(p), unit: percentage change per annual mean. The
response is expressed as regression coefficient RC (corresponding units per Smax minus Smin) in the left column and relative impact RI
approach in the remaining columns. The relative impact was modeled by MLR, SVR a MLP techniques. The black contour levels in RI plots
are 0.2, 0.4, 0.8 and 1.0. Statistical significance of scalar fields was computed by t-test. Hatches indicates p-values < 0.05.
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Figure 3. The annually averaged response of solar signal in the JRA-55 zonal-mean temperature t (a)-(d), unit: [◦C]; zonal wind u (e)-(h),
unit: [m/s]; geopotential height h (i)-(l), unit: [m]; and ozone mixing ratio o3 (m)-(p), unit: percentage change per annual mean. The response
is expressed as regression coefficient RC (corresponding units per Smax minus Smin) in the left column and relative impact RI approach
in the remaining columns. The relative impact was modeled by MLR, SVR a MLP techniques. The black contour levels in RI plots are 0.2,
0.4, 0.8 and 1.0. Statistical significance of scalar fields was computed by t-test. Hatches indicates p-values < 0.05.

nificance of the regression’s coefficients and particular level
of the relative impact. Due to higher variance, the signifi-
cance levels of the relative impact are not estimated. Com-
parison between the linear and nonlinear approaches by the
relative impact fields shows qualitative and in most regions485

also quantitative agreement. The most pronounced agree-
ment is observed in the zonal wind (Figs. 1, 2 and 3(f)-(h))
and geopotential height fields (Figs. 1, 2 and 3(j)-(l)) . On the
other hand the worst agreement is captured in the ozone field
where nonlinear techniques have a problem to identify the490

upper stratospheric ozone anomaly detected by linear regres-
sion, although the lower stratospheric ozone anomaly is rep-
resented similarly by all techniques. In the temperature field
the upper stratospheric solar signal reaches values over 20%,
some individual signals in the northern hemisphere reach495

even 40%. However, using the relative impact approach, the
lower stratospheric solar signal in the temperature field (that
is well established by the regression coefficient) does not
reach even 20% because of the QBO and volcanic effects
dominance there. These facts emphasize that nonlinear tech-500

niques contribute to a robustness of the attribution analysis
since the linear regression results were plausibly confirmed
by the SVR and MLP techniques.

However, the statistical significance of individual response
could have been estimated by bootstrap technique, which is505

quite expensive for the computational time, and for this rea-

son was not applied. The comparison of various statistical ap-
proaches (MLR, SVR and MLP) should actually contribute
to a robustness of the attribution analysis including the statis-
tically assessed uncertainties. These uncertainties could par-510

tially stem from the fact that the SVR and Neural networks
techniques are dependent on optimal model setting which is
based on rigorous crossvalidation process, which places high
demands on computing time.

The major differences between the techniques can be seen515

in the way of how they can simulate the original time se-
ries, i.e. coefficient of determination. For instance, the dif-
ferences of the explained variance reach up to 10% between
linear and nonlinear techniques, although the structure of co-
efficient of determination is almost the same. To conclude,520

nonlinear techniques show an ability to simulate the middle
atmosphere variability with higher accuracy than crossvali-
dated linear regression .

4.2 Monthly response (MERRA)

As was pointed out by Frame and Gray (2010), it is nec-525

essary to examine the solar signal in individual months be-
cause of variable solar impact throughout the year. For ex-
ample, the amplitude of the lower stratospheric solar signal
in the northern polar latitudes in February exceeds the annual
response since the solar cycle influence on vortex stability530
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is pronounced most in February. Besides the radiative influ-
ences of the solar cycle, we discuss the dynamical response
throughout polar winter (Kodera and Kuroda, 2002).

Statistically significant upper stratospheric equatorial
anomalies in the temperature series (winter months in Figs. 4535

and 5(a)-(d)) are expressed in almost all months. Their ampli-
tude and statistical significance vary throughout the year. The
variation between the solar maxima and minima could be up
to 1◦C in some months. Outside the equatorial regions, the
fluctuation could reach several ◦C. The lower stratospheric540

equatorial anomaly strengthens during winter. That can be an
indication of dynamical changes, i.e. alternation of the resid-
ual circulation between the equator and polar regions (for
details, please see the discussion). Aside from the radiative
forcing by direct or ozone heating, other factors are linked545

to the anomalies in the upper levels of the middle atmo-
sphere (Haigh, 1994; Gray et al., 2009). It is necessary to take
into consideration the dynamical coupling with the meso-
sphere through changes of the residual circulation (see be-
low dynamical effects discussion). That can be illustrated by550

the positive anomaly around the stratopause in February (up
to 4◦C around 0.5 hPa). This anomaly propagates downward
and together with spring radiative forcing affects the equa-
torial stratopause stability. Hemispheric asymmetry in the
temperature response above the stratopause probably origi-555

nates from the hemispheric differences, i.e. different wave
activity. These statistically significant and positive temper-
ature anomalies across the subtropical stratopause begin to
descend and move to higher latitudes in the beginning of the
northern winter. The anomalies manifest fully in February in560

the region between 60◦ − 90◦N and below 10 hPa and reach
tropospheric levels - contrary to the results for the southern
hemisphere. The southern hemispheric temperature anomaly
is persistent above the stratopause and the solar cycle influ-
ence on the vortex stability differs from those in the northern565

hemisphere.
The above described monthly anomalies of the tempera-

ture correspond with the zonal wind anomalies throughout
the year (Figs. 4 and 5(e)-(h)). Strengthening of the subtrop-
ical jets around the stratopause is the most apparent dur-570

ing winter in both hemispheres. This positive zonal wind
anomaly gradually descends and moves poleward similar
to (Frame and Gray, 2010) analysis based on ERA-40 data.
In February, the intensive stratospheric warming and meso-
spheric cooling is associated with more pronounced transi-575

tion from winter to summer circulation attributed to the so-
lar cycle (in relative impact methodology up to 30%). In the
southern hemisphere, this poleward motion of the positive
zonal wind anomaly halts approximately at 60◦S. For exam-
ple in August, we can observe well-marked latitudinal zonal580

wind gradient (Fig. 4(g)). Positive anomalies in the geopo-
tential height field correspond with the easterly zonal wind
anomalies. The polar circulation reversal is associated with
intrusion of the ozone from the lower latitudes as it is ap-

parent, e.g., in August in the southern and in February in the585

northern hemisphere (last rows of Figs. 4 and 5).
In comparison with between the results of the MERRA

and ERA-40 series studied by (Frame and Gray, 2010) There
were found a distinct differences in October and November
(Figs. 4(e)-(f)) in the equatorial region of the lower meso-590

sphere. While in the MERRA reanalysis we have detected
an easterly anomaly above 1 hPa in both months, westerly
anomaly was identified in the ERA-40 series. Another dis-
tinct differences in the zonal mean temperature and zonal
wind anomalies were not found.595

5 Dynamical effects discussion

In this section, we discuss a dynamical impact of the solar cy-
cle and its influence on the middle atmospheric winter con-
ditions. The linear regression was applied on the EP diag-
nostics. Kodera and Kuroda (2002) suggested that the solar600

signal produced in the upper stratosphere region is transmit-
ted to the lower stratosphere through modulation of the in-
ternal mode of variation in the polar night jet and through a
change in the Brewer-Dobson circulation (prominent in the
equatorial region in the lower stratosphere). In our analysis,605

we discussed the evolution of the winter circulation with an
emphasis on the vortex itself rather than the behaviour of the
jets. Further, we try to deduce possible processes leading to
the observed differences in quantities of state between the
solar maximum and minimum period. Because the superpo-610

sition principle holds only for the linear processes, it is im-
possible to deduce the dynamics merely from the fields of
differences. As noted by Kodera and Kuroda (2002), the dy-
namical response of the winter stratosphere includes highly
nonlinear processes, e.g. wave mean flow interactions. Thus,615

both the anomaly and the total fields including climatology
must be taken into account.

We start the analysis of the solar maximum dynamics with
the period of the northern hemispheric winter circulation for-
mation. The anomalies of the ozone, temperature, geopoten-620

tial and Elliassen-Palm flux divergence support the hypoth-
esis of weaker BDC during the solar maximum due to the
less intensive wave pumping. This is consistent with previous
studies (Kodera and Kuroda, 2002; Matthes et al., 2006). The
causality is unclear, but the effect is visible in both branches625

of BDC as is explained on the basis of Fig. 4 and summarized
schematically in Fig. 6.

During the early NH winter (including November) when
westerlies are developed in the stratosphere, we can observe
deeper polar vortex and consequent stronger westerly winds630

both inside and outside of the vortex. However, only the
westerly anomaly outside the polar region and around 30◦N
from 10 hPa higher to the lower mesosphere is statistically
significant (see the evolution of zonal wind anomalies in
Figs. 4(e)-(h)). The slightly different wind field has a di-635

rect influence on the vertical propagation of planetary waves.
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Figure 4. The monthly averaged response of solar signal in the MERRA zonal-mean temperature t (a)-(d), unit: [◦C]; zonal wind u (e)-(h),
unit: [m/s]; EP flux divergence EPfD (i)-(l), unit: [m/s/day]; together with EP flux vectors scaled by the inverse of the pressure, unit:
[kg/s2]; and ozone mixing ratio, unit: percentage change per monthly mean; with residual circulation o3+ rc (m)-(p), units: [m/s ;m/s]
during northern hemispheric winter. The response is expressed as regression coefficients (corresponding units per Smax minus Smin).
Statistical significance of scalar fields was computed by t-test. Hatches in Figs. (a)-(h) and grey contours in Figs. (i)-(p) indicate p-values <
0.05 respectively.

Figure 5. The monthly averaged response of solar signal in the MERRA zonal-mean temperature t (a)-(d), unit: [◦C]; zonal wind u (e)-(h),
unit: [m/s]; EP flux divergence EPfD (i)-(l), unit: [m/s/day]; together with EP flux vectors scaled by the inverse of the pressure, unit:
[kg/s2]; and ozone mixing ratio, unit: percentage change per monthly mean; with residual circulation o3+ rc (m)-(p), units: [m/s ;Pa/s]
during southern hemispheric winter. The response is expressed as regression coefficients (corresponding units per Smax minus Smin).
Statistical significance of scalar fields was computed by t-test. Hatches in Figs. (a)-(h) and grey contours in Figs. (i)-(p) indicate p-values <
0.05 respectively

From the Elliassen-Palm flux anomalies and climatology we can see that the waves propagate vertically with increasing
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poleward instead of equatorward meridional direction with
height. This is then reflected in the EP flux divergence field,640

where the region of maximal convergence is shifted poleward
and the anomalous convergence region emerges inside the
vortex above approximately 50 hPa (Figs. 4(i)-(l)).

The poleward shift of the maximum convergence area fur-
ther contributes to the reduced BDC. This is again confirmed645

by the temperature and ozone anomalies. The anomalous
convergence inside the vortex induces anomalous residual
circulation, the manifestation of which is clearly seen in the
quadrupole-like temperature structure (positive and negative
anomalies are depicted schematically in Fig. 6 using red and650

blue boxes respectively). This pattern emerges in November
and even more clearly in December. In December, the in-
duced residual circulation leads to an intrusion of the ozone
rich air into the vortex at about 1 hPa level (Fig. 4(o)). The
inhomogeneity in the vertical structure of the vortex is then655

pronounced also in the geopotential height differences. That
corresponds with the temperature analysis in the sense that
above and in the region of colder anomaly there is a nega-
tive geopotential anomaly and vice versa. The geopotential
height difference has a direct influence on the zonal wind660

field (via thermal wind balance). The result is a deceleration
of the upper vortex parts and consequent broadening of the
upper parts (due to conservation of angular momentum).

Considering the zonal wind field, the vortex enters January
having approximately its average climatological extent. The665

wind speeds in its upper parts are slightly higher. That is be-
cause of the smaller geopotential values corresponding with
the negative temperature anomalies above approximately 1
hPa. This results from the absence of adiabatic heating due
to the suppressed BDC, although the differences in quantities670

of state (temperature and geopotential height) are small and
insignificant (see the temperature anomalies in Fig. 4(c)). It
is important to note that these differences change sign around
40 km altitude inside the vortex further accentuating the ver-
tical inhomogeneity of the vortex. This might start balanc-675

ing processes inside the vortex, which is confirmed by anal-
ysis of the dynamical quantities, i.e. EP flux and its diver-
gence (Fig. 4(k)). Detailed description of these processes is
the key in understanding the dynamics and causality of Sud-
den Stratospheric Warmings (SSW) taking place in February.680

Significant anomalies of the EP flux indicate anomalous
vertical wave propagation resulting in the strong anomalous
EP flux convergence significantly pronounced in a horizon-
tally broad region and confined to upper levels (convergence
(negative values) drawn by green or blue shades in Figs. 4(i)-685

(l)). This leads to induction of an anomalous residual circu-
lation starting to gain intensity in January. The situation then
results in disruption of the polar vortex visible in February
in significant anomalies of quantities of state - in contrast
to January. Further strong mixing of air is suggested by the690

ozone fields. The quadrupole-like structure of the tempera-
ture is visible across the whole NH middle atmosphere in
February (indicated in the lower diagram of Fig. 6). Espe-

cially in the higher latitudes, this is very significant and well
pronounced by the stratospheric warming and mesospheric695

cooling.
The hemispheric asymmetry of the solar cycle influence

can be documented especially on the winter conditions as
was already suggested in the Section 4.2. Since the positive
zonal wind anomaly halts approximately at 60◦S and inten-700

sifies over 10 m/s, one would expect the poleward deflection
of the planetary waves propagation according to NH win-
ter mechanisms discussed above. This is actually observed
in June to August when the highest negative anomalies of
the latitudinal coordinates of EP flux are located in the upper705

stratosphere and above in the lower mesosphere (Figs. 5(j)-
(l)). Anomalous divergence of EP flux is developed around
the stratopause between 30◦S and 60◦S. Similarly to the hy-
pothetical mechanism of weaker BDC described above, we
can observe less wave pumping in the stratosphere and con-710

sequently assume less upwelling in the equatorial region.
However, the anomalies of the residual circulation pointing
to the weaker BDC are not so well established as in the case
of NH winter. These mechanisms could lead to a explana-
tion of the more pronounced temperature response to the so-715

lar signal in the equatorial region of the lower stratosphere in
August in the SH winter (above 1◦C) than in December in the
NH winter (around 0.5◦C). This is in agreement with another
observational study (van Loon and Labitzke, 2000). Overall,
the lower stratospheric temperature anomaly is more coher-720

ent in the SH winter than in the NH winter, where the solar
signal is not so well apparent and statistically significant in
particular months and reanalysis datasets.

6 Conclusions

We have analyzed the changes of the air temperature, ozone725

and circulation characteristics driven by the variability of the
eleven years solar cycle influence in the stratosphere and
lower mesosphere. The attribution analysis was performed
on the last generation of reanalyzed data, and was aimed to
compare how this type of datasets resolves the solar variabil-730

ity throughout the levels where the "top-down" mechanism is
assumed. Furthermore, the results originated in the linear at-
tribution using MLR were compared with other relevant ob-
servational studies and supported by the nonlinear attribution
analysis using SVR and MLP techniques.735

The solar signal extracted from the temperature field from
MERRA and ERA-Interim reanalysis using the linear regres-
sion has the amplitudes around 1◦C and 0.5◦C, in the upper
stratospheric and in the lower stratospheric equatorial region,
respectively. These signals, statistically significant at p-value740

< 0.01, can be considered sufficiently robust and they are
in qualitative agreement with previous observational stud-
ies (e.g. Frame and Gray, 2010)) since we have used the last
generation of reanalyzed datasets extended to 2013. The sta-
tistically significant signal was observed only in the lower745
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Figure 6. Solar cycle modulation of the winter circulation: schema
of the related mechanisms. The upper and lower figure show early
and later winter respectively. The anomaly heating and cooling are
drawn by red and blue boxes. The EP flux divergence and conver-
gence are drawn by green and yellow boxes. The anomaly wave
propagation is expressed as wavy red arrow in contrast to the clima-
tological average drawn by wavy grey arrow. The induced residual
circulation according to quasi-geostrophic approximation is high-
lighted by the bold black lines.

part of the stratosphere in the JRA-55 reanalysis, however
with similar amplitudes as in the other datasets.

Similar to the temperature response, the double-peaked so-
lar response in the ozone was detected in the satellite mea-
surements (e.g. Soukharev and Hood, 2006) and even con-750

firmed by the coupled chemistry climate model simulations
(e.g. ?). However, the exact position and amplitude of both
ozone anomalies remains a point of disagreement between
models and observations. The results of our attribution analy-
sis point to large differences in the upper stratospheric ozone755

response to the solar cycle in comparison with the studies
mentioned above and even between reanalyses themselves.
The upper stratospheric ozone reaches 2% in the SBUV(/2)
satellite measurements (e.g. Soukharev and Hood, 2006, Fig.
5), which were assimilated as the only source of ozone pro-760

files into MERRA reanalysis. This fact is remarkable since
the same signal was not detected in the upper stratosphere in
the MERRA results. However, the solar signal in the ozone
field seems to be shifted above the stratopause where similar
and statistically significant solar variability was attributed.765

Concerning the solar signal in the ERA-Interim, there is
a negative ozone response via regression coefficient in the
upper stratosphere although the solar variability expressed
as relative impact appears to be in agreement with satellite
measurements. Furthermore, the lower stratospheric solar re-770

sponse in the ERA-Interim’s ozone is reduced in this dataset
around the equator and shifted to higher latitudes. Another
difference was detected in the monthly response of the zonal
wind in October and November in the equatorial region of
the lower mesosphere between the results for the MERRA775

series and ERA-40 data studied by Frame and Gray (2010).
While in the MERRA reanalysis we have detected the east-
erly anomaly, westerly anomaly was identified in the ERA-
40 series.

Similar problem with the correct resolving of the double-780

peaked ozone anomaly was registered in study of Dhomse
et al. (2011) which investigated the solar response in the
tropical stratospheric ozone using 3D chemical transport
model. The upper stratospheric solar signal observed in
SBUV/SAGE and SAGE-based data could be reproduced785

only in model runs with unrealistic dynamics, i.e. with no
inter-annual meteorological changes.

The nonlinear approach to attribution analysis, represented
by application of the SVR and MLP, largely confirmed the
solar response computed by the linear regression. Conse-790

quently, these results can be considered quite robust regard-
ing the statistical modelling of the solar variability in the
middle atmosphere. This finding indicates that the linear re-
gression is a technique sufficient to resolve the basic shape
of the solar signal through the middle atmosphere. However,795

some uncertainties could partially stem from the fact that the
SVR and MLP techniques are highly dependent on optimal
model setting that requires rigorous crossvalidation process
(which places high demands on computing time). As a ben-
efit, the nonlinear techniques show an ability to simulate the800

middle atmosphere variability with higher accuracy than the
linear regression.

In the dynamical effects discussion, we described dynam-
ical impact of the solar cycle on the middle atmospheric
winter conditions. Main part deals with the solar influence805

on the northern winter conditions, nevertheless the southern
winter anomalies were also discussed. The relevant dynam-
ical effects are summarized in schematic diagrams (Fig. 6).
Both diagrams depict average conditions and anomalies in-
duced by the solar cycle. The first one summarizes how810

equatorward wave propagation is influenced by the westerly
anomaly around subtropical stratopause. The quadrupole-
like temperature structure is explained by anomalous residual
circulation in the higher latitudes together with the anoma-
lous branch heading towards the equatorial region hypothe-815
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sized already by Kodera and Kuroda (2002). The second di-
agram concludes transition time to vortex disruption during
February. Again very apparent quadrupole-like structure of
the temperature is even more pronounced especially in the
polar region and seems to be more extended to lower lati-820

tudes. However, we can strongly assume that the dynamical
effects are not zonally uniform, as it is supposed and pre-
sented here using two-dimensional (2D) EP diagnostics and
TEM equations. So it would be desirable to extend the dis-
cussion of dynamical effects by other relevant characteris-825

tics for example by analysis of wave propagation and wave-
mean flow interaction using the 3D formulation (Kinoshita
and Sato, 2013).

This paper is fully focused on the solar cycle influence,
i.e. on decadal changes in the stratosphere and lower meso-830

sphere, although huge amount of results concerning other
forcings was generated by the attribution analysis. The QBO
phenomenon can be one of them since the solar-QBO inter-
action and the modulation of Holtan-Tan relationship by the
solar cycle are regarded as highly challenging, especially in835

the global climate simulations (Matthes et al., 2013).
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