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Abstract

We have developed the novel Aerosol Dynamics, gad-particle- phase chemistry model for
laboratory CHAMber studies (ADCHAM). The model comds the detailed gas phase Master
Chemical Mechanism version 3.2, an aerosol dynamarg$ particle phase chemistry module
(which considers acid catalysed oligomerizationetwgeneous oxidation reactions in the particle
phase and non-ideal interactions between orgamgpoands, water and inorganic ions) and a
kinetic multilayer module for diffusion limited tngport of compounds between the gas phase,
particle surface and particle bulk phase. In thigle we describe and use ADCHAM to study:
(1) the evaporation of liquid dioctyl phthalate (BOparticles, (2) the slow and almost particle
size independent evaporationoepinene ozonolysis secondary organic aerosol (Sgafjcles,

(3) the mass transfer limited uptake of ammonia {\dhd formation of organic salts between
ammonium (NH") and carboxylic acids (RCOOH), and (4) the infleeof chamber wall effects

on the observed SOA formation in smog chambers.
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ADCHAM is able to capture the observesgpinene SOA mass increase in the presence of
NHs(g). Organic salts of ammonium and carboxylic agdsdominantly form during the early
stageof SOA formation. In the smog chamber experimeahisse salts contribute substantially to

the initial growth of the homogeneously nucleatadiples.

The model simulations of evaporatingpinene SOA patrticles support the recent experiaient
findings that these particles have a semi-solidikkeramorphous phase state. ADCHAM is able
to reproduce the main features of the observed si@poration rates if the concentration of low-
volatility and viscous oligomerized SOA material #ite particle surface increases upon
evaporation. The evaporation rate is mainly gowkrbg the reversible decomposition of
oligomers back to monomers.

Finally, we demonstrate that the mass transfetaédnuptake of condensable organic compounds
onto wall deposited particles or directly onto theflon chamber walls of smog chambers can
have profound influence on the observed SOA formmatDuring the early stage of the SOA
formation the wall deposited particles and wallsniiselves serve as a SOA sink from the air to
the walls. However, at the end of smog chambermaxgats the semi-volatile SOA material may
start to evaporate from the chamber walls.

With these four model applications, we demonstiiaét several poorly quantified processes, i.e.
mass transport limitations within the particle phasligomerization, heterogeneous oxidation,
organic salt formation, and chamber wall effects bave substantial influence on the SOA
formation, lifetime, chemical and physical partigeoperties, and their evolution. In order to
constrain the uncertainties related to these psesgeduture experiments are needed where as
many of the influential variables as possible aaged. ADCHAM can be a valuable model tool

in the design and analysis of such experiments.

1 Introduction

Aerosol particles in the atmosphere have substantgact on the global climate, air quality, and
public health. Measurements around the world hamahstrated that a large fraction of the
submicron aerosol particles are composed of orgammepounds (Jimenez et al., 2009). Today

many important biogenic and anthropogenic secondeggnic aerosol (SOA) precursors have
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been identified. However, the scientific knowledggout the SOA formation mechanisms, the
SOA composition and properties is still very unaert(Kroll and Seinfeld, 2008 and Hallquist et
al., 2009).

Traditionally, the important SOA formation mechanss are modelled as pure gas phase
oxidation processes followed by equilibrium paotiing between the gas and a liquid organic
particle phase (e.g. Pankow, 1994 and Donahue,&(dl1). However, during the last ~10 years
other processes occurring in the particle phase bo been identified as important mechanisms
for the formation and properties of SOA. Theseudel acid catalysed oligomerization (e.g. Gao
et al., 2004, linuma et al., 2004, Kalberer et 2004, and Tolocka et al., 2004), heterogeneous
oxidation reactions (e.g. Knopf et al., 2005, Nashl., 2006, Rudich et al., 2007, Maksymiuk et
al., 2009), organic salt formation (e.g. Na et 2007, Smith et al., 2010, Kuwata and Matrtin,
2012 and Yli-Juuti et al., 2013), organosulphatenfation (e.g. Liggio and Li, 2006, Surratt et
al., 2007) and salting-out effects (e.g. Smithlgt2®11, Bertram et al., 2011). The term salting-
out refers to the process in which interactionshvdissolved ions (generally inorganic) drive
nonpolar organic compounds out of the mixed pheisieer into a different organic-rich (liquid)

phase or out to the gas phase (Zuend et al., 2011).

Several independent laboratory experiments have s®wn that secondary organic aerosol
particles can form a solid or semi-solid amorphphiase (e.g. Virtanen et al., 2010, Vaden et al.,
2010, Vaden et al., 2011, Kuwata and Martin, 2@enyuk et al., 2012, Abramson et al., 2013
and Zhou et al., 2013), at least for relative hutieisl (RH) below 65 % (Saukko et al., 2012).
Recently, Abramson et al. (2013) measured the ew#ipo rates of pyrene that was imbedded
inside SOA particles formed frompinene ozonolysis in the presence of pyrene vapmsed

on which the authors estimated a diffusion coedficiof 2.5x13" cnf s* for pyrene in the fresh
SOA, at dry conditions. For particles aged for +®urs the diffusivity was an additional ~3
times slower. Using the Stokes—Einstein relation tfe binary diffusion coefficients gives a
SOA viscosity of ~19Pa s for fresh SOA and ~3:»1Pa s for the aged particles. These high
viscosity values are typical for tar or pitch likebstances (Koop et al., 2011). For a particle with
a diameter of 100 nm, this gives a characteristie tof mass-transport (e-folding time of
equilibration) of ~28 hours for fresh SOA and ~&uts for the aged SOA particles (Seinfeld and
Pandis, 2006). A similar study has been performedhmou et al. (2013), which observed mass
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transport limited degradation of benajfyrene (BaP) with ozone, when coated witpinene
SOA. Based on kinetic double-layer model simulatidhe authors estimate that the BaP
diffusion coefficients (in cths?) are 2 x 134 8 x 10" and >10" for dry (RH < 5 %), 50 % RH
and 70 % RH, respectively. The estimated diffusioafficient of BaP imi-pinene SOA (at dry
conditions) from Zhou et al. (2013) is ~3 ordersy@gnitude larger than the diffusion coefficient
of pyrene, estimated by Abramson et al. (2013). @meson for this could be that thepinene
SOA in Zhou et al. (2013) is very fresh (~1 minuidjile in Abramson et al. (2013) the SOA
particles are aged for at least 1 hour, thus hatimg to form a substantial fraction of viscous

oligomers.

If a viscous phase is formed, the mixing within treticle bulk will be kinetically limited and
the gas to particle partitioning cannot be wellrespnted by an equilibrium process (Pdschl,
2011 and Shiraiwa and Seinfeld, 2012), which treditional partitioning theory assumes
(Pankow, 1994). This may not be evident from pubASnass formation experiments where the
condensable organic compounds are continuouslyedrbhy gas phase oxidation of different
precursor compounds (see e.g. Odum et al., 199%midon et al., 1997, Griffin et al., 1999, Ng
et al., 2007, Pathak et al., 2007). However, indtraosphere the aerosol particles are present
with a broad size range and are exposed to morabkarconcentration, temperature and
humidity conditions. Hence, atmospheric aerosotigdas will never be entirely in equilibrium
with the gas phase. Dzepina et al. (2009) showatl tteir equilibrium partitioning model

substantially overestimate the evaporation of S@#e Mexico City metropolitan area.

In well controlled laboratory experiments Grieshetpal. (2007) and Vaden et al. (2011) have
illustrated that the evaporation of SOA particlesnfed froma-pinene ozonolysis is a slow
process (hours to days). Vaden et al. (2011) shdhegcthis is orders of magnitude slower than
expected from the 7-product VBS parameterizatioomfr Pathak et al.,, 2007. This
parameterization is based on a large number of sol@mber experiments af-pinene
ozonolysis, which resemble the experiments by Vaeteal. (2011). This VBS lack substantial
fraction of low-volatile material. The slow evaptom of SOA can be due to presence of low-
volatile oligomers in combination with mass tramgfmitations and mixing effects (Grieshop et
al.,, 2007 and Vaden et al., 2011). Saleh et a013p did not observe a strong evaporation

inhibition because of diffusion limitations in thmarticle phase ohti-pinene SOA particles.
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However, in Saleh et al., 2013 only ~20 % of theAS@article mass (corresponding to a few
monolayers) was evaporated in their thermodenutieis early stage evaporation of freshly
formed SOA particles may indeed not be stronglyudibn limited because low-volatile bulk-
phase oligomers may not have formed a complete kapeo thick surface coverage, which

inhibit further evaporation of monomers.

Vaden et al. (2011) illustrated that the evaporatibambient SOA particles are even slower than
for the purea-pinene SOA and better resembles the evaporatiagedo-pinene SOA particles

in the presence of different hydrophobic organienpounds. If the ambient SOA particles

studied by Vaden et al. (2011) are representativeymical atmospheric SOA particles, the

evaporation due to dilution in the atmosphere (@.grban plumes downwind the source) will be
almost negligible. This can increase the lifetimé aoncentrations of SOA (and e.g. \Ds) in

the atmosphere (Vaden et al., 2011).

For the past decade, large discrepancies betwedohnfieasured and model-predicted SOA
loadings stimulated an intense research that waslyrfocused on the search for additional SOA
precursors. However, these models have all tre&@d assuming it to be semi-volatile

equilibrated solution. A recent study (Shrivastaval. 2013) shows that it is possible to improve
agreement between measured and modelled SOA |lsadingreating SOA, in accord with

experimental data as a non-volatile, semi-solithil@rly, considering the highly viscous, non-
volatile nature of SOA offers a simple explanation the observed long-range transport of

persistent organic pollutants by atmospheric pagi¢Zelenyuk et al. 2012).

A number of model studies have been performed toloex detailed gas phase reaction
mechanisms which can be responsible for the SOAndtion of known biogenic and

anthropogenic SOA precursors (e.g. Bloss et ab5ah, Johnson et al., 2005 and 2006, Li et al.,
2007, Hu et al., 2007Metzger et al., 2008, Rickard et al., 2010, Camnedb al., 2010 and

Valorso et al., 2011). However, relatively few aitgs have been made to perform detailed
process-based modelling on the influence of phtse §Shiraiwa et al., 2010, 2011 and 2012,
Pfrang et al., 2011), oligomerization (Vesterin¢rale 2007, Pun and Seigneur, 2007, Li et al.,
2007, Hu et al.,, 2007, Ervens and Volkamer, 20H@terogeneous oxidation mechanisms
(Shiraiwa et al., 2010, 2011 and 2012, Pfrang et28l11), organic-inorganic interactions (e.qg.
salting-out effects, acidity effects) (Zuend et 2010, and Zuend and Seinfeld, 2012), organic
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salt formation (Barsanti et al., 2009), and nonHdznium gas-particle partitioning and aerosol
dynamics (e.g. Korhonen, et al. 2004, Vesterineg.e2007, Boy et al., 2006, and Roldin et al.,
2011a-b, ) on the SOA formation and properties, tandur knowledge no one has previously

included all these processes in the same model.

In this article we describe and apply a newly depetl aerosol dynamics and gas- and particle-
phase chemistry model for chamber studies (ADCHAREB. the name implies the model is
primarily aimed to be used as a flexible tool fealeation and design of controlled experiments
in smog chambers (e.g. Nordin et al., 2013), thedmouders (e.g. Riipinen et al., 2010),
evaporation chambers (e.g. Vaden et al., 2011\-fidoe reactors (e.g. Jonsson et al., 2008) or
hygroscopicity measurements set-ups (e.g. Sversongst al., 2006). However, the overall aim
is to gain better understanding of which proceqgeg. gas phase chemistry, particle phase
reactions, particle phase state, aerosol waterkepteloud droplet activation, and aerosol

dynamics) that are relevant for the aerosol proggeetnd formation in the atmosphere.

In ADCHAM the secondary aerosol formation is moeelby combining the Master Chemical
Mechanism version 3.2 (MCMv3.2) (Jenkin et al., 1.99enkin et al., 2003, Saunders et al.,
2003) and an updated version of the aerosol dyrsamd particle phase chemistry module from
ADCHEM (2D-Lagrangian model for Aerosol Dynamicsasgphase CHEMistry and radiative
transfer) (Roldin et al., 2011a), which now conssdacid catalysed oligomerization, oxidation
reactions in the particle phase (e.g. secondaryideoformation) and the diffusion limited
transport of compounds between the gas phaseglpastirface and particle bulk phase. In this
work we test the capability of ADCHAM to simulatél) the particle size dependent mass
evaporation loss rates of liquid DOP particles, t{® slow and almost particle size-independent
evaporation ofi-pinene SOA particles (Vaden et al., 2011), (3)rtess transfer limited uptake
of NH3 and formation of organic salts between ammoniuth@arboxylic acids (Na et al., 2007
and Kuwata and Martin, 2012), and (4) the influenééeterogeneous reactions and chamber

wall effects on the SOA formation and properties.

Regional and global scale chemistry transport no@elg. the EMEP model (Bergstrom et al.,
2012) rely on semi-empirical parameterizationstfe SOA formation (e.g. VBS) derived from
smog chamber experiments. This is one of many nsasdy it is important to constrain the
uncertainties related to specific chamber effddence, as a final application, we illustrate how

6
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ADCHAM can be used to study the influence of chamball effects on the SOA mass
formation, particle number size distribution and gaase chemistry duringiaxylene oxidation

experiment from Nordin et al. (2013).

2 Model description
ADCHAM consists of:

1) a detailed gas phase kinetic code (in this wotk weactions from MCMv3.2),

2) an aerosol dynamics code (Roldin et al., 201lachwinclude Brownian coagulation,
homogeneous nucleation, deposition to chamber waldsed a detailed
condensation/evaporation algorithm,

3) a novel particle phase chemistry module whichlasaly connected to the condensation/
evaporation algorithm and,

4) a kinetic multi-layer model which treats the ddfon of compounds between the particle

surface and several bulk layers, analogous to Blarat al. (2012).

Figure 1 shows a schematic picture of the ADCHAMIelastructure. The model explicitly treats
the bulk diffusion of all compounds (including oattbn agents (&) such as OH, ©and NQ)
between different particle layers and bulk readidfor all compounds excepixZhe gas-surface
partitioning is by default modelled as an absomptigdissolution) process with the
condensation/evaporation equation (Eg. 1, Jacob2065a). Equation 1 considers the gas-
surface diffusion limitations and potentially noniy probability of adsorption (sticking) and
dissolution into the particle surface-bulk layeurface-bulk accommodation). The surface-bulk
layer we define as the monolayer thick particldexe layer where the condensing compounds
dissolve (absorb). In each particle layer the marteisiders acid catalysed oligomerization,
equilibrium reactions between inorganic and orgasaits and their dissolved ions, and

heterogeneous oxidation of SOA.

In ADCHAM the different processes are solved widiparate modules using operator splitting.
For each main model time step (in this work 10 BICAMAM considers homogeneous nucleation,

followed by deposition of particles (Sect. 2.2.8)dgotentially gases, emissions of gases and
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particles, gas phase chemistry (Sect. 2.1) andutaton (Sect. 2.2.2). After this ADCHAM
handles the condensation and evaporation of allrmcgand inorganic compounds (Sect. 2.2.1)
and the reversible adsorption, diffusion and reastiof Zx in the different particle layers (Sect.
2.4.2). In-between these processes ADCHAM usesatpesplitting with a much shorter time
step (in this work 1-10 ms). For the reversibleogplison, diffusion and reactions of the different
oxidation agents in the particle-phase, a kinetidtimyer model (Sect. 2.4.2) is used. This
model consists of a coupled ordinary differentigu&ion system which is solved using the
MATLAB odel5s solver with adaptive and error tolea controlled internal time steps. The
gas-particle partitioning relies upon updated atsticoefficients (Sect. 2.3.1), hydrogen ion
concentrations (Sect. 2.3.2), water content, canagons of inorganic and organic salts (Sect.
2.3.3) and their corresponding anion and catiorteer@fore, the gas-particle partitioning is
usually the most time demanding process in ADCHARhally, the model considers the
diffusion of organic and inorganic compounds betwa# particle layers (Sect. 2.4.1) and acid

catalysed oligomerization (Sect. 2.3.4).
2.1 Gas phase chemistry

To be able to implement the detailed MCMv3.2 gaasghchemistry together with user specified
reactions and reaction rates (e.g. chamber wadiceff in a computationally efficient way in

MATLAB, we constructed a program which automatigaiteates a system of equations which
can be used to calculate the concentrations otisee specified compounds. The only required
input to the program is the MCMv3.2 names of thenpounds which can be downloaded at

http://mcm.leeds.ac.uk/MCM. The output from the greom is a set of coupled ordinary

differential equations (one for each compound) #red Jacobian matrix which is used by the
odel5s solver in MATLAB. The constructed code cdhee be used as a standalone code for
separate gas phase chemistry simulations, or us@dnaodule in the ADCHEM or ADCHAM
model. The odel5s solver in MATLAB is intended te bsed for stiff ordinary differential
equation systems. The solver uses an adaptiveramdt@lerance controlled internal time step in

order to solve the gas phase chemistry.

In Sect. 3.2 and 3.3 we simulate the SOA formatiom ozonolysis ofi-pinene in the presence
of CO or cyclohexane as OH scavenger. We consttugteequation system consisting of all

MCMv3.2 reactions involving inorganic gas phasenoistry and all oxidation products of
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pinene and cyclohexane (in total 668 compounds2@8@ reactions). In Sect. 3.4 we also model
the SOA formation oxidation ofn-xylene with the MCMv3.2 gas phase chemistry (273

compounds and 878 reactions).
2.2 Aerosol dynamics

The aerosol dynamics module in ADCHAM is based lom @aerosol dynamics code from the
ADCHEM model (Roldin et al., 2011a). A shorter dgstion with focus on the important

updates is given below.
2.2.1 Condensation and evaporation

In ADCHAM the gas-particle partitioning depends thie chemical composition in the particle
surface-bulk layer. Analogous to Jacobson (200Be)dissolution of ammonia into the particle
surface-bulk layer water- and/or organic phastkeiated as an equilibrium process, considered
after the diffusion limited condensation/evaponatimt HNG;, H,SO, and organic compounds
(Eq. 1, Seinfeld and Pandis, 2006) (of which cagtioxacids influence the particle acidity and

hence the ammonia dissolution).

=20, (Kn.a,)(C.. ~C.). fi(Kn a,)= 078, [+ Kn) (1)

~ Kn?+Kn +0.28Kna,, + 0.7%,,
In Eq. (1)1; is the contributions of speciedo the particle molar growth ratefg,is the Fuchs-
Sutugin correction factor in the transition regi@, is the gas phase concentration of speicies
far from the particle surface (mol3rair), C;sis the saturation gas phase concentration at the
particle surface (mol fhair), D; is the gas phase diffusion coefficient(s?), Dy is the particle
diameter (m) Kn; is the non-dimensional Knudsen number amgd is the surface-bulk

accommodation coefficient.

In this work we estimate the pure-liquid saturatvapour pressurespf) of the MCMv3.2

oxidation products using either the group contidoutmethod SIMPOL (Pankow and Asher,
2008) or the method by Nannoolal et al. (2008) €heferred to as the Nannoolal method). The

corresponding equilibrium vapour pressurgs, () for each particle size bif)(are derived with

Raoult’s law, using the mole fractions of each alga&ompound & ; ), the activity coefficients
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(¥,;) calculated with the AIOMFAC thermodynamic mod2uéend et al., 2008 and 2011) (Sect.
2.3.1), and the Kelvin effectq, ;) (Eq. 2). The surface tensios)(of the organic compounds

were assumed to be 0.05 Nifollowing Riipinen et al. (2010).

am,o;
RTpprJ

Psij = po,i)ﬁ,jyi,jcki K Cki i =e[ )

T is the temperature in KelvifR is the universal gas constant (J k™), M, is the molar mass

of compound and p, is the density of the phase which the compountitjoar to.

The mole fraction for compoundn Eq. (2) is the mole fraction of the organic gmund in the
surface-bulk layer organic phase which compoupdrtitions into (dissolves). In this work we
either treat all SOA (monomers + dimers + orgarmiltsy as one phase or as two completely
separate phases, with monomers as one phase,eaditbrs and organic salts as a second phase.
This phase separation is not modelled explicitly ifa Zuend and Seinfeld, 2012). Instead we
simply assume that either the phase separation doesr or it does not. In future model
application, we intend to implement a simple apphot@ calculate liquid-liquid phase separation
(e.g. Topping et al., 2013). If the described phsegaration occurs, then the monomers will not
dissolve in the phase made up of dimers and/ornargsalts. Thus, their saturation vapour
pressures are not lowered by dimerization or oxgaait formation, which result in less SOA

mass in the model compared to simulations withbasp separation (Topping et al., 2013).

In this work the condensation and evaporation ma&sha includes all organic compounds with
modelled pure-liquid saturation vapour pressures lidan 1 Pa. For thepinene oxidation
experiments which we model in Sect. 3.2 and 3.8 thvolves 154 non-radical MCMv3.2
organic compounds, while for time-xylene SOA formation experiment modelled in S8ct. we

consider 112 condensable organic MCMv3.2 compounds.
2.2.2 Coagulation

ADCHAM also includes a Brownian coagulation aldomit (Roldin et al., 2011a). The particle
mass and number concentrations of the formed festare split between the existing particle

size bins using a full-stationary method. It st#mains a challenge to combine the coagulation

10



O 00 N o uu b W N =

=
o

11

12
13
14
15
16
17
18
19
20
21
22
23

24
25
26
27
28

algorithm with the kinetic multilayer model, whelmetnumber of particle layers depends on the
particle size. In this first version of ADCHAM isionly possible to treat coagulation between
particles composed of maximum three layers (esuréace monolayer layer, a bulk layer and a
seed aerosol core). When two particles composetlaf a layer structure collide the layers are
simply assumed to merge together forming a newrsgiearticle with a surface-bulk layer, a
bulk layer and a seed aerosol core. Because thecsuarea of the formed particle is always less
than the sum of the surface areas of the two aigarticles the width of the surface-bulk layer
increases. Hence, in order to keep the width of dhdace-bulk layer at approximately the
thickness of one monolayer, part of the surfacé-layer material is transferred to the particle
bulk.

2.2.3 Deposition and chamber wall effects

It is well known that deposition losses of partsctento the chamber walls have large influence on
many chamber experiments (see e.g. Pierce et@8)2A commonly used method (see e.g.
Hildebrandt et al., 2009 and Loza et al., 2012joiscale the measured SOA mass with the
measured relative seed aerosol (typically ammorsuiphate) loss rate. With this method it is
assumed that the particles deposited on the chawddés continue to take up condensable gas-
phase compounds as if they were still presentengds phase. A second method which was also
used by Hildebrandt et al. (2009) and Loza et201R) is to assume that once the particles have
deposited on the chamber walls the gas-particlgtipaing stops. These two correction methods
can be considered to be two extremes, where tsienfiethod gives an upper bound of the SOA
mass formed during the experiments while the seeoethod gives a lower bound of the SOA
formed during the experiments (at least if the Sfekticles on the chamber walls are not

evaporating and the gas phase losses directlyetoitamber walls are negligible).

ADCHAM considers the deposition of particles ontamber walls and also keeps track of the
particles deposited on the walls. The model alsat$r the mass transfer limited gas to particle
partitioning between the gas phase and the walbglegal particles. Hence, ADCHAM can be
used to study the influence of chamber wall effemtsthe SOA mass formation and help

constraining the uncertainties of the formed SOASM&OA mass yield).

11
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For non-charged particles, ADCHAM uses the indogpasition loss rate model from Lai and
Nazaroff (2000) which accounts for different degiosi loss rates on upward, downward and
vertical facing surfaces. However, if a considegafiohction of the particles are charged (e.g. at
Boltzmann charge equilibrium) the effective depositioss rate of particles can be considerably
enhanced (Pierce et al., 2008). Hence, in ordeetable to model realistic deposition loss rates
of charged particles, ADCHAM keeps track of thecfian of particles suspended in the air with
zero, one, two or three elemental charges in eadicle size bin. The first order deposition loss
rate (') due to chargekarge) is calculated with Eq. (3) whene is the characteristic average
deposition velocity due to electrostatic forcesgnfMcMurry and Rader, 1985). The deposition
loss rates depend on the friction velocity anddbarged particles also on the mean electrical
field strength within the chambeE(). Unfortunately both of these parameters are lyspabrly
known and need to be constrained with model sinanlatof seed aerosol deposition experiments

(see Section 3.4).

McMurry and Rader, (1985) found th& was ~45 V cnf in an almost spherical ~0.25°m
Teflon chamber. On the chamber surfaces they medsunegative electrical field strength of -
300+150 V cnit. They attributed the lower empirically derivedagtie field within the chamber

to the fact that the particles in the bag will Idfluenced by a net electrical field, which has
contributions from all points on the chamber susfaddence, the shape and size of the chamber
will also influence the mean electrical field.

Vv neC_E
kcharge = Aﬁﬁamber £ ’ Ve = - (3)
3D,

Vchamber

Achamber 1S the chamber surface ar&gsamver is the chamber volumae is the number of elemental
charges of the particle is the elementary charg€; is the Cunningham slip correction factor

andgu is the dynamic viscosity of air.

The mass transfer limited uptake of gases to ad the chamber walls need to be considered in
order to take into account the potential uptaked@ution) of organic compounds in the SOA

particles deposited on the chamber walls (Hildetlrahal., 2009), as well as direct uptake of gas
phase molecules onto the Teflon chamber surfaceds(Maga and Ziemann, 2010). For the

condensation uptake or evaporation of SOA frompidmticles deposited on the walls, we assume

12
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that the particles deposited on the walls behaviétasy were still suspended in (direct contact
with) a thin (by default 1 mm thick) air layer adgant to the chamber walls. As more particles get
deposited on the walls, the SOA concentration oa thamber wall will increase. The
condensable organic compounds in the thin air layget to the chamber walls then have an
increased probability to dissolve into the orgapaticle phase on the walls. However, semi-
volatile organic compounds may also evaporate ftieenparticles on the walls, when the gas-
phase concentrations in the chamber are reducedgdsrparticle partitioning between the wall-
deposited particles and the thin air layer nexttite chamber walls is modelled with the

condensation and evaporation module describedan 32.1.

ADCHAM also considers the adsorption and desorptibcondensable organic compounds onto
the Teflon surface film. This is modelled as a rside process in accordance with Matsunaga
and Ziemann, 2010. The adsorption of gas phaseniergampounds onto the chamber walls is
represented by a first order loss rate from ther mesll gas phase to the wallggy(). The
desorption rate from the Teflon surfaces out totthe layer next to the chamber walls,§;)
depends on the pure-liquid saturation vapour pressfy;) of the adsorbed compounds (Eq. 4)
(Matsunaga and Ziemann, 2010). Equation (5) andi€6kribe the rate of change of the organic
compound X)) (due to adsorption and desorption) on the chamiadis and in the air layer
adjacent to the wall, respectively; §.] is theconcentrations of compourXl in the thin layer
adjacent to the chamber walls. The concentratiothatchamber wall ¥ ) is given as an
effective chamber volume concentration (total numdfeX; molecules on the walls divided by
the total chamber volum&/amber)). Viai IS the air volume of the thin (1 mm) layer adjacen
the chamber wallsC,, is an effective wall equivalent mass concentratidrich the organic
compounds can dissolve inthl,, is the average molar mass of the Teflon film, apdis the

activity coefficient of compoundin the Teflon film.

Because ADCHAM calculates the gas-wall uptake ftbmthin layer (volume) adjacent to the
Teflon walls and not from the total chamber volutthe kg, values used in the model need to be
substantially larger than the (experimentally qifentle) effective total chamber volume loss
ratekg,w* (e.g. from Matsunaga and Ziemann, 2010). If thesriensport across the laminar layer
adjacent to the chamber walls do not pose a stlianitation on the gas-wall uptake\ ~ 1

mm), the ky\, value used in ADCHAM can be derived from the ekpentally determined
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effective lossrate by scalingkg,w* with the ratio between the total chamber volume toe air
volume adjacent to the chamber waNgn{me/Vua). However, ifAx is relatively large (e.g. 10
mm), kywneed to be increases in order to match the expetaihe derived gas-wall losses. In the
supplementary material we illustrate this with & fexamples. Here we also illustrate that the
modelled gas-wall uptake is not sensitive to theohlie width of the thin air layer adjacent to the

chamber walls, as long &gy is scaled WithVchamver/ Vwai (S€€ Fig. S1).

kg,w* and CW/(MWyW’i) in Eq. (4) was experimentally determined by Magtga and Ziemann

(2010) for a 5.9 rh Teflon chamber. Fom-alkanes, 1-alkenes, 2-alcohols and 2-ketones

C,/(M,,;) was 9, 20, 50 and 130mol m?, respectivelyky, varied between 1/3600"saind

1/480 & depending the type of compound.
k

Kugi = (RT/ po,iCiV’v;(MWywyi) (4)
d _Xi]W VwaJI

_—_dt :(kg,WI:Xi,g,W]_kW’gJ [Xi’wj)m (5)
d[ X,

_L d;g’WiI =_kg’wl:xi'g‘wi|+kw,g,i I:X' ‘W] (6)

According to Eq. (4) a compound witlh=2.5x10° Pa andCW/(MWyW’i ):10 umol m®, partitions

~50 % to the gas phase and ~50 % to the chambks, whEquilibrium and room temperature. At

equilibrium, compounds with a vapour pressure *Ba andC,, /(M,,y,; )>10 umol n® wil

almost exclusively be found at the walls, if theg aot able to form SOA rapidly enough. Hence,

the SOA formation in the smog chamber will depend (@) the formation rate of condensable

organic compounds, (2) the particle depositiondes$3) the magnitude of the condensation sink
to the particles in the air and onto the chambéiswand (4) the diffusion limited uptake onto the

chamber walls and particles on the walls.

The concentration gradient in the laminar layemeéit to the chamber walls generally drives
condensable gas phase components from the welldncixamber volume to the chamber walls

(thin model layer next to the wall). We explicitiyodel this mass transfer with Fick’s first law of
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diffusion, assuming a linear concentration gradesross the laminar layer next to the chamber

wall (see Fig. 2).

In Sect. 3.4 we study how different values of tmihar layer width influence the model results.
The gas phase chemistry and the gas to particls trassfer (condensation) in the well mixed
chamber volume and in the thin layer adjacent éodhamber wall were solved using operator
splitting with a model time step of 10 ms. The muaassfer between the well-mixed chamber
volume and the thin layer next to the chamber wall modelled with a time step of 0.1 ms. The
model needs to take short time steps because ofathe condensation sink (or evaporation
source) of the wall deposited particles and thelohesurfaces which may rapidly alter the

concentrations in the thin air layer next to tharober walls.

In Sect. 3.2 we evaluate the potential influencéhefreversible uptake of organic compounds to
the smog chamber Teflon walls on the volatility awéporation rates of SOA patrticles. In Sect.
3.4 we test the capability of ADCHAM to simulatestlosses of organic compounds from the

gas-phase to the Teflon walls and wall depositetighes.
2.2.4 Size distribution structures

Analogous to ADCHEM (Roldin et al.,, 2011a) ADCHAMucdude several methods (full-
stationary, full-moving and moving-centre) in ordertreat the changes in the particle number
size distribution upon condensation/evaporatioeaagulation. These methods are all mass and
number conserving and have different advantagesdasativantages (Korhonen, et al. 2004,
Jacobson, 2005a and Roldin et al., 201Ea}.all simulations performed in this article, wavk
used the full-moving method for condensation andpevation. With this method the diameter
grid moves with the particles. Hence, this methad ho numerical diffusion problems when
particles grow by condensation or evaporate. Homeges nucleation is considered by adding
new particle size bins when new particles are farf8ects. 3.2 and 3.3). For coagulation we use
a full-stationary method where the formed partialegss and number concentrations are split

between the existing diameter bins (Sect. 2.2.2).
2.3 Particle phase chemistry

2.3.1 Activity coefficients and organic-inorganic interactions
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The AIOMFAC model is based on the UNIFAC model émganic mixtures but also considers
organic-inorganic interaction which allows us tadt salt-effects on the SOA formation.
AIOMFAC considers interactions between 12 differets (including NH*, NOs, H', SQ?
and HSQ) and alkyls, hydroxyls, carboxyls, ketones, aldidsy ethers, esters, alkenyls,
aromatic carbon-alcohols and aromatic hydrocari{@aend et al., 2008 and 2011). For other
important functional groups i.e. nitrates, nitr@&Ns and peroxides we only consider organic-
organic functional group interactions. In total theodel considers 52 different UNIFAC
functional subgroups, with interaction parameteosnf Hansen et al. (1991), except for alcohols
(Marcolli and Peter, 2005) and nitrates, PANs aretopides for which we use the
parameterization from Compernolle et al. (2009).AIRCHAM, the activity coefficients are
calculated before the condensation algorithm isdused when updating the hydrogen ion

concentration ([M]) for the acid catalysed oligomerization.
2.3.2 Acidity and dissociation of inorganic compounds in organic rich phases

The hydrogen ion concentration is calculated in twndensation algorithm and when
considering acid catalysed oligomerization. Analegjto the procedure in ADCHEM (Roldin et
al., 2011a) [H] in the particle water or particle water + organfthase is calculated by solving
the ion balance equation (Eqg. 7). In ADCHAM we haxtended the ion balance equation with
dissociation products of carboxylic acids (RCP@n this work we assume that all carboxylic
acids have identical dissociation constants (set. S&). Hence][RCOO] in Eq. (7) represent

the total concentration (mol/kg solvent) of dissted carboxylic acids.

[H™J+[NHIJ+[Na" )=
[NO; |+2[ S |+[ HsQ]+[ Ci|+[ OH|+[ HCQ]+ p C®]+[ RCOQ

In order to calculate [H, all concentrations except the hydrogen ion catregion in Eq. (7) are

(7)

replaced with known equilibrium coefficients, adyvcoefficients from AIOMFAC, and the total
concentration of dissolved dissociated and nonediased compounds, ([RCOOH]+[RCAR
(INH3(ag)]+[NHs"]), ([SO4*] +[HSO41), ([HNOgJ+ [NO3]) and ([HCI(ag)]+ [CT). In this work
the uptake of C@in the particles was treated as an equilibriuncess. The HC® and CQ*
concentrations depend on the hydrogen ion condemirand the C@ partial pressure (390

ppbv). When all unknown ion concentrations havenlreplaced with the known parameters, Eq.
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(7) becomes an"Border polynomial with [F] as the only unknown variable. The hydrogen ion

concentration is given by the maximum real roothig polynomial.

To treat the CQuptake as an equilibrium process may not be tealfsthe particles are very
viscous (see Sect. 1). However, the estimated giiffu coefficients of other small “guest”
molecules (e.g. § OH and HO) in an amorphous glassy organic matrix is indtder of 10°-

10" cnf s at room temperature (Koop et al., 2011, Zobristakt 2011). This gives

corresponding e-folding times of equilibration fabmicron particles in the range of seconds.

All experiments which we model in this paper weeefprmed at dry conditions (RH 5 %). For
the a-pinene SOA experiments (Sect. 3.2-3.3), the medgdlarticle water mass content is only
~0.4 % at a RH of 5 %. For these particles the esulwill therefore mainly be the organic
compounds and not water. Hence, in this work theeentrations of the inorganic ions (including
H") is not given for the aqueous but for the combineganics and water phase. Henry's law
coefficients Ky) of inorganic compounds and dissociation rakg3 ¢f inorganic compounds and
carboxylic acids, are (if at all) usually only aedile for aqueous solutions. However, there is
often a relationship between tiagK, (-logio(Kapase) + 10Gh0(Kaacia)) @and the proton transfer
between the Brgnsted acid and the Brgnsted baseratic ionic liquids (Greaves and
Drummond, 2008). Thus, for most of the simulatiereswill use the aqueous dissociation rates
and Henry's law coefficients for the organic amanps SOA and water mixtures, and take into
account the non-ideal interactions between the iorganic solvents and water using AIOMFAC
(Sect. 2.3.1). However, we will also test to motted ammonium uptake with 10 times lower

Henry's law coefficients, which may be more apprater for organic solvents.

With these assumptions in mind, the modelled albsolalues of [H] should be interpreted with
caution. However, we believe that the model care givrealistic representation of the relative
influence of different types of dissolved compourms the particle acidity. For instance,
carboxylic acids will most likely increase THalso in an organic rich phase, while dissolved
ammonia will decrease [ For all other organic compounds except the caylio acids, the
dissociation rates were assumed to be equal totimtre watergK, = 14). Hence, equivalent to
agueous solutions the acidity will mainly be gowstrby the carboxylic acids and inorganic

compounds.
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2.3.3 Inorganic and organic salt formation

In ADCHAM the inorganic salts (NphLSO,, NH;HSO, and NHNO; and the organic salts of
ammonium and different carboxylic acids (\RCOO) can be considered to form. All these salts
contain NH™ and which of these salts that will be formed depen the solubility constants, the
ammonium concentration, the concentration of tliferdint anions and the activity coefficients.
Because all these salts contain ammonium the $atthwforms first will limit the formation of
other salts. In this work, we only simulate expennts performed on pure organic particles or
organic particles which take up Md). Hence, NERCOO(s) was the only (solid) salt which was
considered to be formed in the particle organicseewphase. The solid salt concentrations are

updated iteratively every time step which the cors@¢ion/evaporation algorithm is used.

When updating the NMRCOO(s) concentration, ADCHAM starts by estimatihg activity
coefficients and the hydrogen ion concentration. (B After this non-equilibrium Nk and
RCOO concentrations ([N§]" and [RCOQ’) can be derived, and the total concentrations of
NHy ([NH4 J=[NH4" +[NH,RCOO}.;) and RCOO ([RCO@]=[RCOO] +[NH,RCOO}.,) are
estimated. These values are then inserted intsdlubility product equation (Eq. 8). Rearranging
Eqg. (8) gives a second order polynomial where e NH,RCOO concentration ([NsRCOO})

is given by the smallest positive real root. Fipalhe NH," and RCOO concentrations are
updated and the iteration starts from the beginingleriving the hydrogen ion concentration
again. The iteration proceeds until the relativargje in the N&f, RCOO and H concentrations

all are less than T0between one iteration step. The activity coefficief the dissociated

carboxylic acids fx-.,) Was assumed to be equal to the activity coefficef undissociated

pinonic acid.

Kst,re00 = Vi, yRCOO[NH;][Rcoo] =

8
Vau,Vrcoo ([NH4,tot]_[NH4RCOq)( RCOQOI_[ NH, RCOQ ®

2.3.4 Acid catalysed oligomerization

Any oligomerization mechanisms in the gas phase(g)article phase (p) (including different
functional groups, ozonolysis, acid catalysed tieast and radicals), can easily be implemented

in ADCHAM. For the applications in this work, we lgnconsider the reactions between
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monomers which form dimers and not the possibleti@as between dimers and dimers with
monomers. The acid catalysed formation rate ofnaediin the particle phase can generally be
considered to be proportional to the hydrogen immcentration (see e.g. schemes by Tolocka et
al., 2004 and linuma et al., 2004). In contrasttitermodynamic equilibrium models (e.g.
Barsanti and Pankow, 2004), ADCHAM explicitly tredahe kinetics of reversible dimerization
with separate reactions (R1-R2) for the formatiomd @he degradation of dimers back to
monomers. Based on observations several differariicje phase oligomerization mechanism
have been suggested. This includes: (i) estersefdrirom reactions between carboxylic acids
and alcohols (e.g. Surratt et al., 2006), (ii) hegetal formation from reactions between
carbonyls and alcohols (e.g. linuma et al., 20@4i), aldol reaction products formed from
carbonyl-carbonyl reactions (Casale et al., 20070 &v) peroxyhemiacetals formed from
reactions between hydroperoxides and carbonyls {@lgias and Ziemann, 2000). Dimers can
also form when carbonyls react with ozone in theiga phase and form secondary ozonides
(R3) which then rapidly react with other organienpmunds and form dimers (Maksymiuk et al.,
2009). Based on thermodynamic calculations of dbfié organic mixtures, it has been suggested
that ester formation (Barsanti and Pankow, 2006l @aroxyhemiacetal formation (DePalma et
al., 2013) can be thermodynamically favourable levhemiacetal formation is not (Barsanti and
Pankow, 2004 and DePalma et al., 2013).

If peroxyhemiacetal and hemiacetal formation arermiodynamically favourable these
mechanism are probably rapid enough to form subatadimer mass on short timescales
(minutes to hours). The second-order rate const@)tdor uncatalysed reactions of different
hydroperoxides and aldehydes to form peroxyhemiégeange from 0.5 to 70 Wh™ (2.3x10%-

3.2x10%”® moleculed cn? s?) Ziemann and Atkinson (2012). According to Ziemaand

Atkinson (2012) peroxyhemiacetal formation can pidly be acid catalysed. Thus, for acid
particles ks may be larger than the values reported by ZienaathAtkinson (2012). Shiraiwa et
al. (2013a) found that in order for the KM-GAP mbtiecapture the temporal evolutions of the
SOA formation and shape of the particle number glgribution during an dodecane
photooxidation experiment, the peroxyhemiacetainfation rate need to be 12" (2x10%°

moleculed cn? s?). This high formation rate can be attributed te firesence of carboxylic
acids (Shiraiwa et al., 2013a). The formation ofmteetal from the reaction between

acetaldehyde and methanol is acid catalysed withird-order reaction specific formation rate
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constant K +) equal to 4.9x1OM? h* (Ziemann and Atkinson, 2012). With a pH of 4sthi

corresponds to kg of 2.3x10%” moleculed cnt s*.

monomey + monomeﬂﬁq dime (R1)
dimer; 0J [ monomer+ monom (R2)
carbonyl{ p+ Q( pO - secondary ozonifed (R3)

In the gas-phase low-volatile ROOR-type peroxidaets can form when two peroxy radicals
(ROy) react (e.g. Kroll and Seinfeld, 2008 and Ng et 2008) (R4). Recently, Ehn et al., 2014
also showed that extremely low-volatile organic poomds (ELVOC) can form during
ozonolysis oki-pinene. The authors propose that ELVOC is fornmmethfRQ which rapidly take

up G after intramolecular hydrogen abstraction, in saveteps.
RO, (g)+ RO ( g0 - ROOR-type peroxides) (R4)

The acid catalysed dimer formation rates in theéigdarphase K(p)) between monomer (denoted
with indexi andj) depend on the monomer concentratid@s; (moleculeg cn® s*) and the

hydrogen ion concentrationc(.) (Eq. 9). If the dimerization process is uncatatyzéhe

formation rate depends on the monomer concentsatgord a second-order rate constdat (
(molecules cnt s%)). The dimer degradation rat€4(p)) of a dimer (denoted with index)
simply depends on the dimer concentration and adspecific first-order degradation reaction
rate constantk (s%)) (Eq. 10).

Feii(P)=K, - (P)C,- (P)Cni (PG (P 9)
Foa(P) =k, (P)Csq(P) (10)

The temporal evolution of the dimer and monomerceatrations ¢ andcy,) in the particle bulk
layers and surface-bulk layer are derived with me#t€ model. This code solves a coupled
ordinary differential equation system, consistirfgoae ordinary differential equation for each
SOA monomer (Eqg. 11), and one ordinary differerfoaleach dimer (Eq. 12). The equations are
given by the sum of all dimer degradation and fdromarates for the individual reactions which

each monomer compound is involved in.
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dc,. & N
_dt, :Z;(Fd,qu,i,q)_zllzf i (11)
= i=

Caa o g, +(SF, ) 12
a ea . Z fi )% (12)
i=1 j=1

Xnig — iFf i /i(iFf ,i,j) (13)
= =1 j=1
In order to not end up with an enormous couplednarg differential equation system, the
different dimers are classified into different cgiges (types) depending on the dimerization
mechanism (e.g. esters or peroxyhemiacetal formati®econdary ozonide formation (R3) is
treated by the kinetic multilayer module for hetggneous oxidation (see Sect. 2.4.2). In order to
be mass conserving the number of moles of dimenddris corrected with the molar ratig)(
between the molar mass of the product(s) and tihe cluthe molar masses of the reacting
compounds. In ADCHAM all dimers have by default alan mass of 400 g/mol. When we lump
the dimers into different categories the informatabout their exact chemical composition and
origin are lost. This can be a problem when comsidethe reversible reactions back to
monomers. In this work we have assumed that a disneonverted back to the monomers it is
formed from, with fractionsx;,) corresponding to the (current time step) relatwatribution of
each monomer to the dimer formation (Eq. 13). Tdas be a reasonable assumption if the
monomer SOA composition does not change substigntiala time scale longer than the lifetime
of the dimer. However, if this is not the caseahdistort the modelled particle composition.
With this method we do not take into account tipetcefic compounds of the same type of dimer
(e.g. esters) may have substantially different firom and degradation rates, e.g. depending on
other functional groups in the molecules (Ziemand atkinson, 2012). However, in principle
the method still enables unlimited number of défgrdimer types and dimer specific formation

and degradation rates.

The modelled relative amount and composition ajartier SOA in each particle layer depends
on: (1) the monomer SOA composition, (2) the hydrogon concentration, (3) the dimer
formation rates, (4) the oligomer degradation lieactrates, (5) possible evaporation and

condensation of monomers and dimers (vapour pressu(6) the mixing between different
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particle layers (diffusion coefficients of monomeasd dimers), (7) the ozone uptake at the
particle surface, (8) the ozone diffusion rate witthe particle bulk phase, (9) the reaction rates
of ozone with unsaturated organic compounds inpdréicle phase, and (10) the time of aging.
Points 1-9 all bear large uncertainties, which né@de constrained in order to represent
oligomerization in an accurate way. For the mogliaations in this work we will not explicitly
model the influence of particle acidity on the dinfermation rates because these values are

anyhow very uncertain.
2.4 Kinetic multi-layer model

To be able to model the diffusion limited mass sfanof ozone from the gas-particle interface to
the particle core, and the reaction between ozeonkethe organic compounds in the particle
phase, Shiraiwa et al. (2010) developed the kimatittilayer model KM-SUB which is based on
the PRA concept of gas-particle interactions (PBBeldich-Ammann, 2007 and Ammann and
Pdschl, 2007). This model divides the particles mtsorption layer, a quasi-static surface layer,
near-surface bulk, and multiple bulk layers andsoters the gas-surface transport, reversible
adsorption, surface layer reactions, surface-brdksport, bulk diffusion and bulk reactions.
Recently, Shiraiwa et al. extended the kinetic ifayler model to also include condensation,
evaporation and heat transfer (KM-GAP) (Shiraiwalet 2012), thermodynamics (Shiraiwa et
al., 2013b) and simplified gas- and particle-phasamistry (Shiraiwa et al., 2013a).

For the oxidation agents we model the uptake tostirption layer as a reversible adsorption
processes, followed by diffusion to and from thetiple surface-bulk and bulk-layers. In this
work, the partitioning of organic and inorganic quunds to and from the monolayer thick
particle surface-bulk layer is modelled as a cosd#&an/evaporation process (Eq. 1), taking into
account the possibility of non-unity surface-bul&c@ammodation (Sect. 2.2.1). However, in
principle ADCHAM could also model the gas-partigartitioning of organic and inorganic
compounds as a reversible adsorption process. goasoto KM-SUB and KM-GAP, ADCHAM
explicitly treats the bulk diffusion of all compods between the different layers using first-order

mass transport rate equations.

The kinetic multilayer model in ADCHAM consists tfio separate modules. The first module

(Sect. 2.4.1) treats the diffusion of all orgama anorganic compounds (excepfbetween the
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different bulk layers. The second module (Sect.2).4onsiders the uptake, diffusion and
reactions of 4 with the organic compounds in the particle phade Main reason why these
processes are treated by two separate moduleatiththuptake, diffusion and reaction of &d

other oxidation agents generally occur on substhyhorter timescales than the diffusion of the

organic compounds.
2.4.1 Diffusion of organic and inorganic compounds

The transport velocity of compound Between the bulk layers or the surface and fintk-tayer

is given by Eq. (14)D, is the diffusion coefficient of compound,>and J, and J,,, represent

the width of the two adjacent layefsgndk+1) which X is transported between.

4D,
71(3es +3,)12

kk+1,k,><i = kk,k+1,>(i =

(14)

The transport of compound; Xetween the particle layers (including the exchabpetsveen the

surface and first-bulk layer) is modelled with E&5). A is the area of exchange between layer
k-1 andk. [in]k is the absolute volume concentration’rand [Xi]k is the relative volume

concentration (volume fraction) of compouix] in layerk. The total volume of each particle
layer (V, ) is given by the sum of the absolute volume cotraéions of all compounds. Equation

16 contains no terms for the chemical formation degradation of Xbecause this is considered
by separate modules for oligomerization (Sect.42, heterogeneous oxidation (Sect. 2.4.2) and

organic salt formation (Sect. 2.3.3).

d|Vy
—[ dtl ]k = (Keax [Xi]k_l - kk,k_l[x i]k) A+ (_kk,k+1[x i]k * Kerak [X i]k+1) Act (15)

The equations describing the concentration charfgallocompounds in all layers (Eq. 15)
comprise a system dfl x N. coupled ordinary differential equationsl Enumber of particle
layers) which we solve with the odel5s solver inTMAB.

Figure 3 shows a schematic picture of the kinetuttilmyer module in ADCHAM. In contrast to

the kinetic multilayer model by Shiraiwa et al. {80 2012) the number of particle layers
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increases when the particles grow. Hence, partmiedifferent sizes are composed of different

number of layers.

Once the depth of the surface-bulk layer beconmgeitdhan 1.1 nm, material is moved from this
layer to the first bulk-layer, leaving a 1 nm thiskrface-bulk layer. If the first bulk-layer
becomes larger than a certain value (by defaulh3mck) it is split into a first and second bulk

layer with identical compositions, 1 and 2 nm thidspectively.

Upon evaporation material is lost from the surfbaée layer and if the layer thickness becomes
less than 0.99 nm, material is moved from the figk layer to the surface-bulk layer, to keep
the surface-bulk layer width intact. If the firailk layer width becomes less than a certain value
(by default 0.8 nm), this layer is merged togetivéh the second bulk layer and together they
form a new first bulk layer. The rest of the pdeibulk is divided into layers with variable width,
which depends on the net mass transport to theeaujdayers and chemical reactions (e.g.

between @and unsaturated hydrocarbons).

In each particle layer the model considers diffemigomerization reactions and the equilibrium
reactions between salts and their dissolved ionthenorganic + water phase (Sect. 2.3.3 and
2.3.4). The formed oligomers and salts make upracfmvolume fraction f) with generally
substantially lower diffusivity than the rest oktkompounds. Hence, oligomerization and solid
salt formation increases the viscosity which aisaits the diffusion of the liquid compounds
according to the obstruction theory (Stroeve, 19Thg treatment of the oligomers as solid non-
diffusing compounds which limits diffusion of thigjid compounds were adopted from Pfrang
et al. (2011) which used KM-SUB to model degradat§ an organic 12-component mixture

with ozone.

According to the obstruction theory the diffusivity compound X (D, ) is a function of the
fraction of solid or semi-solid material and théfuBivity ( D, ,;) without any solid or semi-solid

material (Eq. 16). The diffusivity of organic compuls can vary from ~I0cn? s in a liquid to

~10% cn? st in a solid organic matrix (Shiraiwa et al., 2011).

D, =D,y (2-2f,) /(2+1,) (16)
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2.4.2 Diffusion of oxidation agents and reactions with SOA

The diffusion of oxidation agents {J between the particle bulk layers is similar te treatment
of other compounds (Eq. 14 and 15), except thatlevaot consider that the dissolveg) #h the
particle phase take up a bulk volume of its own.

The uptake of & from the gas phase to the particle surface igedeas a reversible adsorption
process (Fig. 3). This approach was adopted fronta@la et al. (2010). The surface

accommodation coefficient ofoZis given by Eq. (17)6,, is the relative coverage of adsorbed

Zox On the particle surface. The adsorption gf Zom the near surface gas phage) (o the
sorption layer $0) and the desorption from the sorption layer to niear surface-gas phase is

given by Eq. (18) and (19), respectively, is the mean thermal velocity of,Zand 7, , is the

desorption lifetime of &.

The transport velocity of £ from the surface-bulk layer to the sorption laigegiven by Eq.

(20). o is the width of the monolayer thick surface-butkyer andd, is the width of the

sorption layer. Hence(5s+dzox)/2 in Eq. (20) represents the average travel distheteeen

the sorption and surface-bulk layer. The transpeltcity of Zy from the sorption layer to the

surface-bulk layer can then be calculated from(Bg)). K,, , is the Henry's law coefficient of

Zox.
[Z,]_d,

oz, =0eoz (1765 ). 6., :+ZOX (17)
‘]ads,Zox = [Zox]gs a&oxas,zox /4 (18)
‘]des,zOX = Z-(;,lzoX Zox]so (19)

4D

Kywz, = —F0—2v— (20)

5 n(a+d, )12

4 K,, 1

Kosiz, = owa Kz Toz, TR (21)

as'zox C‘&ox
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Equations (22-24) form a differential equation systwhich describes the rate of change of the
Zox concentration in the particle sorption layer, jéet surface-bulk layer, and particle bulk
layers. The chemical oxidation reactions betwegp ahd the organic compounds ;\>are
represented by the last term in Eq. (23) and &4, (Zhere the summation is over all compounds
which react and consume,dn the particle phase. The module also calculadtestémporal
evolution of the organic compounds;\X¥hich are consumed byZand the organic compounds
which are formed from the oxidation reactions)(YEq. 25 and 26). The diffusion of these

compounds is treated by the kinetic multilayer mediescribed in Sect. 2.4.1.

d [Zd:X]SO = Jads,Zox - ‘]des,zOX - kso,:su,zoX [Zox]go + ksu S0 Zoy [Zox]su (22)
d{zZ
Bl =1, 12,0 K20 B
* (23)
(sl Zuda ool Zadd =D olX 14 2
d{zZ
[ d(,:(]bk = (Kok-1,01 Zod bt = Ko i L Zod 10 % +
y bk (24)
(_kbk,bk+]Izox] bk + kbk+ 1bk[ Zox] bk+]) %kﬂ _z kOx{X ] b[ ch bk
d [xi ]bk
T gt = Ko, [xi]bk [ZOX]bk (25)
dly.
Dhoi, x 2.0, @5)

Table 1 gives the values of different parameteesius the multilayer module for ozone uptake,
diffusion and reactions within the particle phasgest of the values were adopted from Table 1
in Pfrang et al. (2011).

The coupled ordinary differential equation systeasatibing the temporal evolution of,Zand
the concentration of compounds which are consumddrmed from the & oxidation is solved
with the ode15s solver in MATLAB.
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3 Model applications

In order to test and illustrate the capability dDBHAM we apply the model to four types of
published experimental results. In Sect. 3.1 we ehddde evaporation experiments of liquid
dioctyl phthalate (DOP) particles presented in \fadeal. (2011), which have been modelled by
Shiraiwa et al. (2012) with the KM-GAP model. Incge3.2 we model the evaporation
experiments ofi-pinene SOA particles by Vaden et al. (2011). 16tS8.3 we model the SOA
formation, ammonia uptake, and organic salt {RE0OO0) formation in the-pinene - NH- O3
experiments by Na et al. (2007). Finally, we ap@®ipCHAM to a m-xylene oxidation
experiment from Nordin et al., 2013 (Sect. 3.4)e3d examples serve to illustrate the wide
applicability of ADCHAM.

For the simulations in Sect. 3.2-3.3 we model thiedensational growth of particles formed by
homogeneous nucleation using the condensation matkdcribed in Sect. 2.2.1 using the full
moving method (see Sect. 2.2.4). We start with perticle size and add new particle size bins
during the early stage of particle formation. Thevrparticles are assumed to be composed of
non-volatile SOA material and are introduced irtte tmodel at an initial diameter of 5 nm.
Hence, in this work we do not treat the initialieation and growth of the formed molecular
clusters. The new particle formation ratg,g) is assumed to be constant during the experiments.
A new size bin is added for the time step whenstheallest particle size grows larger than 10 nm
in diameter. For the experiments which we simulatéiis work the SOA mass (condensation
sink) increases rapidly during the early stage OASormation. This effectively prevents the
newly formed particles from growing and thus geheteeeps the number of model particle size

bins down to ~20 (see Fig. S2 in the supplementeterial).

Table 2 summarizes the different processes ancerahgarameter values used for the different

simulations in Sect. 3.1-3.4.
3.1 Simulations of DOP particle evaporation

Before modelling complex multicomponent SOA paeitdrmation, growth and evaporation we
test ADCHAM on the evaporation experiments of snglbmponent, liquid DOP particles
(Vaden et al., 2011). The particles, in that stwdgre evaporated in a 7 L chamber with 1 L of

activated charcoal at the bottom of the chambee. @drticle number concentration was kept low
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(~150 cn?) in order to keep the gas phase concentratiore dimzero. Before the aerosol was
introduced into the chamber, it was passed thrdughcharcoal denuders in order to remove
most of the gas phase DOP (Vaden et al., 2011).

Here we adopt the approach from Shiraiwa et allZ2@vho modelled the gas phase loss to the
charcoal denuder using Fick’s first law, on a laanilayer Ax) adjacent to the charcoal denuder,
on the bottom of the chamber. Since the layer tl@sk is poorly known, we modelled the
DOP(g) loss rate using differenk. Coagulation and particle wall losses were nosmered. In
this small chamber, the wall losses can be subatamtowever particles deposited on the
chamber walls not coated with charcoal will likelgntinue to evaporate and contribute to the gas
phase DOP. Neglecting the particle wall lossesthasame effect as assuming that the particles
deposited on the walls continue to take up vapasns they were still suspended in the air (Sect.
2.2.3).

Vaden et al. (2011) and Shiraiwa et al. (2012) wsédhary diffusion coefficient for DOP in air
of 4.4 x 10 cnf s* from Ray et al. (1988). This value was measured ptessure of 98 Torr
(0.13 atm), which is lower than the pressure usedxperiments. We have therefore estimated
the diffusion coefficient@pop) with Eq. (27) (Jacobson, 2005a) and with Eq. (83)apman and
Cowling, 1970, in accordance with Zhang et al.,3)9%quation (27) gives Bpopof 1.5 x 10°

cnt s?, while with the Chapman-Enskog theory, utilizingadue of 1.34 for the collision integral

(Q2 ) (Hirschfelder et al., 1954), yields 2.9 x46nt s, for Dpop at 1 atm and 296 K.

po 5 [RM, (MM, 27
16N.d;° 0 27 M;
T3(m+my +d
= (11)3 2 \/nkb L * : d o = 9 *dy (28)
8]ﬂi,z;1ir pdi,air Zm rr'ajr 2

Na is Avogadro’s numben,; is the density of ailVl,;, is the molar mass of ail; is the molar
mass of compound (Mpop=390.56 g mot), d; is the collision diameter of compourid
(dbor=1.012 nm (Ray et al., 1979), . is the collision diameter for binary collisionstiveen
compoundi and air moleculesdf;=0.362 nn), my, is the molecular mass of aim; is the

molecular mass of compoumnds, is the Boltzmann constaandp is the total pressure.
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When we use Eg. (27), a laminar layer of 0.1 cnaaaijt to the charcoal denuder wall and unity
aspop, the model is in good agreement with the obseexaporation rates for all particle sizes.
Similar results are also achieved when using E8), @ity aspop and a laminar layer of 0.6 cm

adjacent to the charcoal denuder (Fig. 4).

In section 3.2 we compare the modelled and measupadene SOA evaporation rates using the
same evaporation chamber. Based on the DOP evagpoeadperiments the simulations of the
pinene SOA particle experiments were performed vatiAx of 0.1 cm, binary diffusion

coefficients calculated with Eg. (27), and unityfage-bulk accommodation coefficients.
3.2 Evaporation of a-pinene SOA

Here we use ADCHAM to explore which processes aspansible for the slow and nearly size
independent evaporation loss rates-@inene SOA patrticles observed by Vaden et al. 1Pt
pinene SOA particles were produced by homogeneaukeation in a 0.1 fTeflon chamber
under dark conditions with ~200 ppbpinene, ~250 ppm cyclohexane as OH-scavenger and
~500 ppb @ Once SOA particles stopped growing (approximatefter 1.5 hours, fresh
particles), monodisperse aerosol particles werectsd with a differential mobility analyser
(DMA), passed through two charcoal denuders (resiedime ~2 minutes), and introduced at
low concentration (~10-200 ciinto the evaporation chamber described in Sett(\3aden et

al., 2011). Alternatively, the particles were aded 10-15 hours (aged patrticles) in the Teflon

chamber before being transferred into the evaporathamber.

Vaden et al. (2011) showed that the evaporatian ahthe purer-pinene SOA particles is more
than 100 times slower than expected from modelieperation rates of liquid-like monomer
SOA, and that it consists of two stages. ~50 %mefdarticle mass evaporates during the first 100
min at relatively slow rate, followed by a seconage with even slower mass loss rate, in which
additional ~25% of the initial mass is lost in 2duhs. Another interesting finding is that the
fractional volume loss by evaporation is almosesimdependent. Vaden et al. (2011) concluded
that the nearly size-independent evaporation latssrindicate that these type of SOA particles

are not liquid-like, which later was verified witheasurements by Abramson et al. (2013).
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Here we use ADCHAM to examine how the processésdibelow influence the-pinene SOA
evaporation rates. Note that while the model inetudsarious specific mechanisms, the

conclusions should be taken in terms that are mgeneral.

1) Vapour pressures of the condensable monomers-lijgurd saturation vapour pressure
method).

2) Slow and imperfect mixing within semi-solid amoagpis SOA patrticles.

3) Dimerization in the particle phase, and the rabérslecomposition back to monomers.

4) Accumulation of low volatility dimers at the paie surface, creating a coating material
which prevents the more volatile SOA monomers feMaporating.

5) Wall deposition losses of tlepinene oxidation products in the Teflon chamber.

For all simulations presented in this section, th@homer SOA surface-bulk accommodation
coefficients were assumed to be unity. The simutatiwere conducted for 23 °C, RH of 5 %,
and a pressure of 1 atm. The laminar layer widtjfacaht to the charcoal denuder in the
evaporation chamber was assumed to be 0.1 cm (s¢igation in Sect. 3.1). Pure-liquid
saturation vapour pressures were estimated withSIMPOL model, except where otherwise
noted. Particles of different sizes were formechbynogeneous nucleation and were allowed to
grow in the presence of each other. After 1.5 haur$2 hours of aging (fresh or aged aerosol)
size-selected particles with concentration ~10C° evere introduced into the modelled charcoal
denuder chamber and allowed to evaporate by canisweemoval of the gas phase compounds.

The gas-wall partitioning to the Teflon chamberlsabere modelled with an effective gas-wall
loss rate Ky, ) in the range of 0-1/1000"sand C,, / (Mwywli) equal to 10Qumol m* (see Sect.
2.2.3). For each model application in Sect. 3.2te@s how sensitive the model results are to the
value ofkg,w*. Particle wall losses were not considered (semudson in Sect. 3.1 and Sect. 3.4).

The dimer and monomer SOA compounds were assesdednt one organic phase (no phase

separation).
3.2.1 Evaporation of pure monomer SOA particles

Cappa and Wilson, 2011 did not find any substamifi&rences in chemical composition @f
pinene SOA particles upon evaporation in a thermoder. Hence, according to their study these

particles do not seem to obey absorptive partiigniheory upon evaporation. This could
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possibly be explained by a diffusion-limited traogpof the organic compounds within an
amorphous (glassy) particle phase (Cappa and Wil2bad1l). However, in a similar study
Kuwata et al. (2011) observed a substantial charigghe CCN properties ofi-pinene SOA
particles after termodenuder treatment, which iatgis a relative enrichment of low-volatile
oligomers after evaporation. In Vaden et al. (20&y note that the mass spectral peak at
m/z=201 rapidly disappears on evaporation andttieabnly other change is a gradual increase in
relative intensity of peaks at higher m/z. Thusgjrtistudy also suggests an increase in the relative
oligomer content, which could indicate that the Bena higher vapour pressure molecules
evaporate and oligomerization continues at a sk during evaporation, consistent with the
observed SOA hardening (Abramson et al. 2013).

To set the stage, we start by calculating if thepevation rates can be explained by the volatility
distribution of the condensing monomers formedha gas phase, in combination with non-
perfect mixing within a semi-solid amorphous péetiphase. The evaporation of the more
volatile organic compounds will then be controllegl the evaporation rate of the least volatile
organic compounds enriched in the particle surfadk-layer, and not by their own species
specific saturation vapour pressures. The measuesd spectra and densities of small and large
SOA particles formed by ozonolysis efpinene are undistinguishable (Zelenyuk et al.,800
Despite this fact, we use the model to evaluatetldnat gives a relative enrichment of the least
volatile monomer SOA compounds in the smaller plsi during their formation and growth
(see e.g. Roldin et al.,, 2011b), and if this caplar the observed size-independent SOA

evaporation.

The pure-liquid saturation vapour pressures weteutsed with the SIMPOL (Pankow and
Asher, 2008), Nannoolal et al. (2008) vapour pressuethods or with the semi-empirical 7-
product model (VBS) parameterization from Patha&le2007), which was also used by Vaden
et al. (2011). Here we evaluate its influence amriodelled evaporation rates of ~160 nm and
~250 nm particles. The model results presentedgn3are from simulations withg,w*:1/2000
s'and liquid-like SOA Dmonome=10"% cn?' s or solid-like SOA particles with negligible mixgn
(Dronomer=0 cnf s%). In Fig. 5a the results are from simulations wite ¥BS from Pathak et al.
(2007), Fig. 5b shows the results when we use SIM&al Fig. 5c results from simulations with

the Nannoolal method. In Fig. S3 we compare theeted evaporation losses for simulations
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with or without reversible gas-wall partitioningtorthe smog chamber Teflon walls. The figure
illustrates that the uptake afpinene oxidation products onto the smog chambédsuawer the
volatility of the formed SOA particles. But this e not substantially improve the agreement

between the modelled and measured evaporation rates

In all model runs except with the Nannoolal mettadl solid-like amorphous particles, the
evaporation rates are orders of magnitude faster the observations. According to the curve
fitted to the measurements only ~3 % of the SOAsmgdost during the first 2 minutes. In the
model runs 7-80 % are lost, depending on the vapmagsure method used, the particle size, the
value ofkg,w* and if the SOA is treated as liquid (I) or sols] like.

Another difference is that the observed evaporakims rate is almost linear for the first 30
minutes while in all model runs the loss rate istfvery rapid and then gradually slows down.
This is because in the model the SOA is composedadécules with different volatility. Hence,
the most volatile molecules are lost early and rdraaining compounds that are less volatile
evaporate later and slower, inconsistent with olsems by Cappa and Wilson, (2011) and
Vaden et al. (2011). Moreover, all calculated evapon rates are size dependent, similarly
inconsistent with the observed SOA evaporation &/eet al., 2011, Zelenyuk et al., 2012).

When the SOA is treated as a solid the evaporattes are much slower with the Nannoolal
method compared to the other two methods, evergthouost of the other SOA mass (without
wall losses) is somewhat more volatile than with 8IMPOL method (see Fig. S4). This is
mainly because of two low-volatile MCMv3.2 composndalled C92200H and C81300H,
which before evaporation together make up3l% and 7.%2 % of the particle mass in the 160
nm and 250 nm particles, respectively (see modelteass spectrum in Fig. S5). These
compounds have vapour pressures of 4.8xdi6d 5.3x18 Pa (at 296 K) when calculated with
the Nannoolal method, while according to SIMPOLirtheapour pressures are 1.75¢1@nd

1.8x10° Pa (at 296 K). Hence, if the SOA particles aresatered to be solid or semi-solid, and
the Nannoolal method is used, these compounds adatenin the particle surface-bulk layer

upon evaporation and limit the loss of other maratie compounds.

From the discrepancies between the model and nmezasut results in Fig. 5 we can conclude
that it is unlikely that the observed evaporatiates can be explained purely by incomplete
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mixing and the vapour pressure controlled evapmmatif SOA monomers. We note however,
that when a nearly non-volatile component is intiket and the SOA is treated as solid like, the

evaporation rate significantly decreases.

3.2.2 Evaporation governed by mass transport limited mixing and dimer

degradation.

Here we evaluate a hypothesis where dimers comprisgnificant fraction (~50%) of the
particles’ mass prior to the transfer of particieto the evaporation chamber (e.g. Gao et al.,
2004). In this case, monomer evaporation domingtedirst evaporation stage, which leads to
increased dimer concentration in the particle sedlaulk layer (Widmann et al., 1998). The
dimers form a low volatile viscous barrier thatvesoevaporation (modelled with the obstruction
theory (Eq. 16)). The dimer SOA is partly mixed diffusion with the less viscous monomer
SOA. The second, slow evaporation stage starts wigamly all monomers are lost and the
evaporation rate is determined by the dimer forométiecomposition rates and the transport of

the degradation products (monomers) to the sutbadetayer.

In order to test this hypothesis we searched fpossible group of monomer compounds that
comprise ~50 % of the SOA mass if they dimerize.sMof the dimers should also form
relatively rapidly (within ~1 h), and be relativelpng lived & <1 h%). Peroxyhemiacetal
formation has been shown to be thermodynamicallgdeable (DePalma et al., 2013), and it is
probably rapid enough to form substantial dimer sriasthe relatively fresh SOA (~1.5 h), (see
Sect. 2.3.4). With an equilibrium constanigqE[peroxyhemiacetal]/[aldehyde][hydroperoxide])
in the range 0.16-120 M(Ziemann and Atkinson, 2012) akdequal to 13° molecules cnt s*

the first order degradation rate should be in #mege of 1/5 - 40 h However with a dimer
formation rate of 1x16° moleculed cn?® s* anddecomposition rate of <1 hperoxyhemiacetal
dimers contributes to ~80 % of the particle madsus[ instead we decided to only consider
dimerization between four monomers (C10800H, C92R00C9700H and C81300H), which
all contain at least one carbonyl and one hydropdeofunctional group. With this assumption
the dimer particle content is ~50 %, for partiddged 1.5 h. The dimer mass fraction is nearly the
same for all particle sizes (see Fig. S6). Thusthie results presented in this section we will

assume that only these four monomers contributieetalimer formation.
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For the diffusion coefficients of monomers and disn@e assume th&dg are two orders of
magnitude smaller thaDo monomer, @nd calculat®monomer With the obstruction theory. The dimers

and monomers where assumed to be composed of dineiwed organic phase.

In order to fit the model to the observed evaporatates we varie®, ,; for the monomers and

dimers in the range of 1xt®1x10™ cnf s* and 1x10%-1x10™ cnf s?, respectively. With

these values oD, ,; the dimers are enriched in the particle surfadk-tayer upon evaporation,

but mass transport limited monomer evaporation sactbe viscous surface-bulk layer is still
possible. The dimer formation and degradation ve&s varied in the range of 19- 10%
moleculed cnt s* and 1/20 — 1 1, respectively. We also tested to run the modeh witwithout
gas-wall partitioning to the smog chamber wakig,(=1/2000 & or kg, =0 sb).

With aDo,monomer0f 2x10™ cnf s* in agreement with Zhou et al. (201B)imer0f 2x10%° cnf s?,

ke of 102 moleculed cn® s*, ky of 1/10 K, no phase separation akg, of 1/2000 & the model
reproduce the main features of the observed evaporaehaviour of fresh SOA patrticles (Fig.
6). However, other combination of values of thesgameters reproduces the observations
equally well (e.g. WittDmonomer= 2x10%° cnf s, Dgimer~ 2x10%° cnt s*, k = 10?° moleculed

cm® s* andkg =~ 1/20 KY). For aged particles, the model somewhat undemnasts the evaporation
losses. This is because the relative dimer coritetthe particles increases with ageing. This
effect is most pronounced when considering chamiadiriosses in the smog chamber (Fig. S6).
Thus, when we run the model without reversible \gali- partitioning to the smog chamber

Teflon walls the aging effect on the modelled evafion rates is negligible (Fig. S7).

In the simulations the early evaporation rate isegoed by the monomer diffusion rate to the
surface. The small particles have a shorter cheniatit time of mass-transport than the large
particles (see Sect. 1). This is the reason whyoeerate during the first hour is somewhat larger
for the ~160 nm particles than the ~250 nm pagic¥/hen most of the monomers have
evaporated (after ~3 hours for the modelled 160 particles and ~6 hours for the 250 nm
particles) (Fig. S8), the second slow evaporatiages begins. This stage is determined by dimer
degradation, formation and by the diffusion of mmeo to the particle surface-bulk layer. Again,

because of the shorter characteristic time of mrassport for the small particles, the
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evaporation losses of the small particles are sdraelarger (steeper slope of the curves in Fig.

6). This is not completely consistent with the meaments.

From these simulations we can conclude that theemoah reproduce the main features of the
observed evaporation rates for fresh and agpthene SOA particles, if the reversible gas-wall
partitioning in the smog chamber only has a smafluence on the particle composition.
However, the observed nearly size independent eatipo rates can probably not be explained
by an particle phase mass transfer limited evajoratf the monomer SOA, followed by a slow
decomposition of the remaining (~50 % by mass)oofigr SOA.

3.2.3 Evaporation controlled by the degradation of short- and long-lived dimers in

semi-solid tar like SOA particles

Here we examine whether the observed slow evaparadite can be explained by nearly solid-
like SOA in combination with two types of dimerkgtfirst being relatively short-lived (lifetime
of a few minutes) and a second long-lived (lifetiofemore than a day). For this paradigm the
dimers will accumulate and stay in the particlefate-bulk layer upon evaporation. Thus, the
size independent evaporation rates will mainly tetiolled by the decomposition rate of dimers
back to monomers in the surface-bulk layer. We #&sb if gas-wall losses can contribute to an
enrichment of dimers in the particle surface-balelr already in the smog chamber, thus helping
to explaining the observed relatively slow and sizéependent first evaporation stage oof
pinene SOA. The evaporation is then first conttbly the degradation of the relatively short-
lived dimers which gradually are replaced by loivgd but less numerous dimers from the

particle bulk.

In order to test the general mechanism principlee wonsider that the dimers are
peroxyhemiacetals, which as in Sect. 3.2.2 are dédrnfrom the monomers C1080O0H,
C92200H, C9700H and C81300H. However, the longdlidemer is only assumed to be
formed from the least volatile MCMv.3.2 oxidationoducts C92200H. With this assumption
and because of the Kelvin effect, the relative amboof long-lived dimer increases with
decreasing particle sizes (Fig. S9). For the slhett dimers we varied the valueslefandky in

the range of 1xI¢ - 1x10%* moleculed cm®s* and 30-6 H, respectively. For the long-lived

dimer we used & of 1x10??moleculed cm®s™ and varied thé values in the range of 1/20-1/40
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h™. The monomer SOA was treated as a semi-solidkamhixture Do,monome=5%10"" cnf s%)
according to Abramson et al. (2013) and the din@A s solid Dgme =0 cn? s%). The gas-wall

partitioning was modelled witl%,w* in the range of 0 - 1/500'sand CW/(MWyW]i) equal to 100

umol m>,

In Fig. 7, we compare the modelled and observegaation rates of fresh and ageghinene
SOA particles for simulations witk andkg values of 1x18° 1x10?*molecules cm®s* and 12,
1/30h™ for the short- and long-lived dimers, respectivédy, was set to 1/1000"s During the
first ~20 minutes of evaporation, before the swefhalk layer has been entirely filled with a
mixture of short- and long-lived dimers, the modeéllevaporation rates are size dependent.
However, once the surface-bulk layer has beerdfiléh dimers the evaporation is controlled by
the dimer degradation, and becomes nearly sizepemtient. After ~2 hours of evaporation
almost all short-lived dimers in the surface-budlydr are lost and replaced by the long-lived
dimer (see Fig. S9). This is when the second shkaperation stage starts. If the long-lived dimer
mass fraction would have been size independenthstantially larger mass fraction of the small
particles would have needed to evaporate beforg tbach this stage. Thus, in-order for the
model to capture the observed nearly size indepgred@poration, the long-lived dimers need to
be formed from the least volatile monomers, or &dnn the gas-phase (e.g. by peroxy radical

termination reactions or hydrogen abstraction, 3. 2.3.4).

For the aged particles the model substantiallyeuestimates the early stage evaporation losses.
This is because of the modelled gas-wall lossélsarsmog chamber. In Fig. S10 we compare the
modelled evaporation losses with or without chamvizat losses I(g,w*: 0 or 1/1000 %) and with

or without ageing. Without chamber wall losses #ifect of ageing in the smog chamber
becomes negligible, but at the same time the madedtantially overestimates the mass fraction
loss during the first evaporation stage. This isalse (for this set-up) the bulk mass fraction of
long-lived dimers is too small and ~65 mass % ex$tef the desired ~50 mass % need to
evaporate before the long-lived dimer has formeatbaolayer thick surface-bulk layer coverage.
With a doubling of the long-lived dimer content ghmnodel and measurement discrepancy

disappears.
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From these simulations we can conclude that ADCHAIble to reproduce the main features of
the measured nearly size independent evaporatgsesoof SOA particles from Vaden et al.
(2011) if:
1) If relatively short-lived dimers are present in amehr the particle surface-bulk layer,
before the particles are introduced into the evaipan chamber.
2) A relatively small mass fraction of long-lived dirsg accumulate in the particle
surface-bulk layer upon evaporation.
3) The long-lived dimer mass fraction is higher in #maall particles compared to the
large ones. As illustrated by the model simulatjathss is possible (because of the
Kelvin effect) if the dimer preferentially is formefrom the least-volatile monomer
compounds. But it could also be explained by ELV(@@. dimers) formed in the gas
phase.
4) The reversible gas-wall losses to the smog charilefion walls have only small

influences on the particle composition.

3.3 Modelling of organic salt formation between carboxylic acids and ammonia

Here we model the SOA formation in thginene — NH — O; experiments by Na et al. (2007),
in a dark indoor 18 mTeflon chamber. In the experiments CO (~200 ppra$ wsed as OH-
scavenger. The chamber was operated at a tempeat@l+l °C, and dry conditions. For the
simulations we use a RH of 5 % and a temperatu@l6iC. Once the-pinene and NHlinitial
target concentrations were reached, the experinstatted by injecting €&or approximately 20
minutes, to produce anz@oncentration of 200 + 5 ppb. In the model, emissicorresponding to
250 ppb unreacted Owere added during the first 20 minutes, in orderstmulate the

experimental target £zoncentrations.

In the experiments Na et al. (2007) observed atanbally higher SOA formation when NF))
was present. The authors also performed experintntss-pinonic acid (a common-pinene
oxidation product), and found a dramatic increaseadrticle number and volume concentration
when NH; was added to the system. From these experimeaysdbncluded that most of the
observed SOA mass enhancement in the presence gfchild be explained by acid-base
reactions which drive the carboxylic acids into gaeticle phase. Similar organic salt formation
in the presence of NfHwas observed both at dry and humid conditions (RH%).
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Several experiments were performed at initials{¢fi concentration between 0-400 ppb andian
pinene concentration of ~220 ppb (see Table 1 ireiNal., 2007). The formed aerosol particle
mass increased when more Nias added. However, when the ammonia concentrakioeeded
200 ppb no substantial additional mass formatios @l@zserved. The reason for this could be that
in principle all gas phase carboxylic acids alrebdg formed particle mass at 200 ppbsNNa

et al., 2007).

Recently, Kuwata and Martin (2012) conducted expenits with an Aerosol Mass Spectrometry
(AMS) on SOA formed from ozonolysis ofpinene at low and high relative humidity (RH<5%
and RH>94%). In these experiments, thpinene SOA particles were formed at dry conditions
before they were exposed to varying degree of hification and ammonia (see Fig. 1 in
Kuwata and Martin, 2012). An ~10 times greater kgtaf ammonia was observed at high RH
compared to low RH, which was attributed to a mmagid diffusion uptake of ammonia in the
less viscous humidified aerosol particles. Becailige gas phase was not removed from the
aerosol between the generation and the exposwammoonia, part of the ammonia uptake could
be attributed to reactive uptake of N&hd organic acids from the gas phase (Kuwata aaudinv]
2012).

In this work, we model the organic salt formatictvieeen ammonium and carboxylic acids as a
process occurring in the particle surface-bulk teared particle bulk, analogous to inorganic salt
formation (e.g. NEHNOs;). The partitioning of carboxylic acids and ammobitween the gas
phase and particle surface-bulk layer are mode#ledseparate pH dependent dissolution
processes using the condensation/evaporation m@8ets. 2.2.1). The amount of organic acids,
ammonia/ammonium and organic salts which existthénparticles depend on the pure-liquid
saturation vapour pressures or Henry's law consfin), acid dissociation constant&,f,
activity coefficients, surface tension (Barsantiaét 2009) and the solubility product of the
formed salts Ks) (R5-R9). The aerosol particle formation will bevéured by low pure-liquid
saturation vapour pressures of the carboxylic adadge solubility (Henry’'s law coefficient) of
NHs, large difference between the carboxylic acids awid," K, values (Greaves and

Drummond, 2008) and low solubility of the formedts#K,).

RCOOH( g -~ RCOOH ) (R5)
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[RCOO_][ I_r]yH*yRcoo‘

RCOOH(|) ~ RCOO+ H , K, = [RCOOHy, "
RCOOH
NH, (1
NH,(g) « NH,(1), K, - (M) i, (R7)
PnH,
1 I:NHZ]VNH*
NH,(I)+H* o NH, ——— =K, = T (R8)
() S (YN () [T
NH; +RCOO « NH,RCOQ } ,K,=[ NH|[ RCOQy,.Vucoo (R9)

Table 3 lists different model parameter values Usedhe base case simulations in this section.
The K, values are unknown for most carboxylic acids, emeaqueous solutions. However, for
two major ozonolysis productgié-pinic acid) and dis-pinonic acid) (Hallquist et al., 2009),
agueoupK, values were found in the literature (see e.g. Hydel., 2012 and Barsanti et al.,
2009). These acids have nearly the saigvalues (~4.6). Hence, in this work we assume that
all carboxylic acids fronu-pinene ozonolysis which partition into the pagicdrganic rich phase
have apK, values equal to 4.6. The carboxylic acid and amandissociation rate coefficients
and the Henry’s law coefficient of NHare valid for dilute water solutions (see Se®.2). Thus,

as a sensitivity test we also tested to model tHg Dptake with a 10 times lower Henry's law

coefficient, which may be more appropriate for migaolvents.

Unfortunately we could not find any values of salityp products between carboxylic acids and
ammonium in the literature. Hence, we decided findean effective solubility producK{) as
the product between the ammonium concentration thadtotal deprotonated carboxylic acid
concentration ([RCOQ) (Eq. 29).Ks was the only parameters which we systematicaltieda
in order to find the best possible agreement batviee model and measurements.

K; :[NHJ[RCOO]M (29)

If not otherwise specified, the pure-liquid satimatvapour pressures of the organic compounds

were estimated with the SIMPOL methdg, was set to 0.1 mdm®, and the NHRCOO salts
were mixed with the other organic compounds (ncasdp phase). Because the interactions
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between the NFRCOO and other organic compounds and inorganicao@sinknown (see Sect.
2.3.1), NHRCOO was not considered to influence the activibeficients of the other
compounds. However, as a second extreme conditioperformed simulations where we treated
NH4RCOO and the other organic compounds + inorgarsceva completely separate phases
(liquid-liquid phase separated or DIRICOO as crystalline salts (see Sect. 1)). The sltfu
coefficients for monomer SOA and ammonia/ammoniurewvestimated with the Stokes-
Einstein relationship using a viscosity of 2Ha s (Abramson et al., 2013). Because the viscosit
of the SOA is uncertain and depend on the expet@mhe@onditions and time of aging, we also

performed simulations with less viscous particles,fonome soa=10"° cnf? s*, Do,ammoniun=10">

cnt s?).

In Table 4 we have listed the measured and modellinoncentrations, concentration change of
ozone A[O3] = [Oz]max- [Os]i=er) anda-pineneA[o-pin.], and SOA yields. Figure 8 shows the
modelled temporal evolution of thepinene, @, NH; and OH concentrations in the gas phase.
The G concentration rises during the first 20 minuteslevids; is continuously applied to the
chamber. The OH concentration reaches a maximuri@fmolecules crii at the same time as
the maximum @ concentration. Hence, according to the model #¥pe@ments with CO as OH
scavenger are not purg Oxidation experiments, but a fraction of tipinene and the oxidation
products are also oxidized with OH. Figure S11 he supplementary material shows the
cumulative fraction of reacted@-pinene which was oxidized by;Q@luring the evolution of the
experiment. In the beginning of the experiment 088 % of the consumed-pinene was

oxidized by @, while at the end of the experiment 92 % of thestonedu-pinene was oxidized
by Gs.

In Fig. 9 we compare the modelled and measured $@ds from experiments conducted with
approximately 220 pph-pinene, 200 ppb £and varying initial NH concentrations. The model
results in Fig. 9a are from the base case simulat&i-up (Table 3). Figure 9b shows model
results from simulations performed with pure-ligs@turation vapour pressures from Nannoolal
et al. (2008). The results in Fig. 9c are from nmadas with unity activity coefficients (Raoult’s
law for ideal solution) and Fig. 9d shows resulnf simulations with less viscous particles
(Dowmonomer.s0a=10" cn? s, Do,ammoniuni=10*2 cn? s* and Do,nHarcoo=0 cnf s%). For a particle

with a diameter of 250 nm these values of the diffa coefficients gives an expected e-folding
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time of equilibration of 2.6 minutes for ammoniumda4.4 hours for SOA monomers (Seinfeld
and Pandis, 2006). However, since a substantiatidra of the ammonium can be bound into

NH4RCOO, the actual e-folding time can be longer.

For the base case simulations the agreement betWweenodelled and measured SOA mass and
SOA yields are surprisingly good, both with andhwiit addition of NH. One reason for this is
that the organic salt effective solubility proddEg. 29) was used as a model fitting parameter.
However, in order for the model to agree with theasurements the amount of semi-volatile
carboxylic acids formed from thepinene oxidation still needs to be reasonably weddicted,
which seems to be the case. It is also importamieation that for these model simulations we
did not consider any chamber wall losses. Figur2 i8lthe supplementary material shows the

modelled temporal evolution of the total carboxyd concentration (gas + particle phase).

We find the largest difference between the modebsyuand between the model and
measurements, when we use the pure-liquid sataraéipour pressure method from Nannoolal et
al. (2008) instead of SIMPOL (Pankow and Asher, 80QFig. 9b). The model then
underestimates the SOA mass with ~2@0m* (~30 %), irrespectively of the amount of NH
added.

Figure S4 in the supplementary material shows apeosison of the volatility basis set (VBS)
parameterization from Pathak et al. (2007) and \fR&meterizations which we have derived
from the MCMv3.2 condensable-pinene oxidation products using either the metifraan
Nannoolal et al. (2008) or SIMPOL. The MCMv3@&-pinene oxidation product VBS
parameterizations are given both for CO and cyclahe as OH-scavenger. The VBS
parameterizations show large differences both betviee vapour pressure methods and the type
of OH scavenger used. By comparing the VBS paraimat®ns we can conclude that SIMPOL
gives the largest SOA mass at higkpinene concentrations (this work). However, at low
(atmospherically more realistia}pinene concentrations the Nannoolal method wileghe least
volatile SOA and highest SOA mass.

Barley and McFiggans, 2010 have shown that the rtenoées of the calculated pure-liquid
saturation vapour pressures are large, especialyldw-volatility compounds with several

functional groups. However, because of other langeertainties, e.g. oligomerization processes
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and gas phase chemistry mechanisms (see Secteldamnot predict which of the two liquid
saturation vapour pressure methods that give ths realistic vapour pressures. In Sect. 3.2 we
illustrated how the estimated volatility of tlhepinene gas phase oxidation products can have

substantial effects on the particle evaporatios lases.

In contrast to the vapour pressures, the modeligigity coefficients have only small influence
on the simulated SOA mass formation (compare FagaB8d 9c). This is consistent with the
conclusions from McFiggans et al. (2010), and Zuand Seinfeld (2012) for conditions without
dissolved inorganic ions and low relative humidifyie mass difference between the model runs
([OAidea]-[OA activity]) is small without added Nl but increases when the free particle
ammonium concentration increases. The reason fsrighthat the dissolved ammonium ions
generally increase the organic molecule activitgfioients (salting-out effect). At atmospheric
more realistic relative humidities (>30 %), salteefs which either cause liquid-liquid phase
separation or drive the organic compounds out ftleenparticles, may have large effects on the
SOA formation (see e.g. Zuend and Seinfeld, 2012).

If we assume that the SOA is less viscous (Fig, 8a) mass yields are slightly larger (60.7 %
compared to 57.5% without NFddition, and 69.1 % compared to 67.0 % when ZB0NH; is

added at the start of the experiments).

Figure S13 in the supplementary material showstdted SOA mass and NJRCOO mass for
varying initial NH; concentrationKs = 0.01 or 0.1 mélm® and semi-solid SOA particles. As
expected the NHRCOO mass concentration, and the total particlesnacreases wheKs is
lowered. However, for 200 ppb NHthe difference becomes negligible since almost all
carboxylic acids are anyhow found in the particlkeage. The results also reveal a moderate
salting-out effect of the ammonium on the SOA (feedecrease in the total particle mass with

increasing NH whenKs =0.01 mof m’®).

We also performed simulations with 10 times lowanH’s law coefficients ands = 0.01 or
0.1 mof m® (Fig. S14 and S15). Witks = 0.1 mof m® no NH,RCOO is formed even if 200
ppb NH; is added. However, the added Nstill contributes to an enhanced dissociation and
uptake of the carboxylic acids. When 200 ppbsNéHadded ands is 0.1 mof m® the model

gives a SOA mass increase of 11 % and the measnoteme increase of 22 %. If we decrease
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Ks to 0.01 mot m®, substantial amount of NRCOO is formed and the model are nearly able to
captures the observed SOA mass increase with siagealH; concentrations (a 17 % increase in
mass when 200 ppb NHs added) (Fig. S15).

In order to test which processes that are resplenip the observed NfHuptake ina-pinene
SOA particles (Kuwata and Martin, 2012 and Na et 2007), we also performed simulations
where the SOA particles were allowed to age fooGrs before they were exposed to 200 ppb
NHs(g). To test the effect of mass transfer limitedalip of NH, the particles were either treated
as glassy solids (no mixing) or semi-solid lessc®is Domonomer.s0a=10" cnf st

Do,ammoniun=10"° cn? S_l).

In Fig. 10a the temporal evolution of the model®&A@A mass from these simulations is shown.
As a comparison, the results from simulations vd@® ppb NH(g) added at the start of the
experiments are also plotted. After the additiorNéf;, the SOA mass increases rapidly both
with and without mass transfer limited diffusiontaige in the particles (semi-sold or solid
particles). This indicates that the rapid uptakeNef;(g), by the particles, mainly is caused by
reactive uptake of carboxylic acids(g) and 4 and not by the diffusion of NgNH," into the
particle bulk. However, the temporal evolution bé tformed NHRCOO salts and dissociated
and non-dissociated carboxylic acids (Fig. 10bjeat that the mass of NRCOO salts formed
in the semi-solid particles are twice as high, dne carboxylic acid mass concentration is
substantially lower, than if treating the SOA a$idsorhis difference is attributed to the mass
transfer limited uptake and reaction of MNH," with the carboxylic acids found in the semi-

solid particle bulk interior.

However, although the NJRCOO concentration becomes higher if the partielessemi-solid
(less viscous), the total aerosol mass 3 hours thiéeaddition of ammonium is lower than if the
particles are solid (compare simulation Nr. 4 and Big. 10a). The reason for this is the salting-
out effect of NH" which causes the nonpolar organic compounds tpczate. For these
simulations, the salting-out effect is mainly imamt if both the NJ/NH," and the organic
compounds can be transported between the bulk anidlp surface-bulk layer. In the laboratory
experiments (see Fig. 2a in Na et al., 2007) no $@a&s loss could be seen after theyREOO
formation. This experiment continued less than @rledter the addition of N but it at least
indicates that the mixing of organic compounds inithe particle phase is mass transfer limited,
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and/or that the NFRCOO salts form a separate phase, which limits#heng-out of other SOA

compounds from the particles to the gas phase.

Figure 10a also shows the simulated SOA mass foomathen we treat the NJRCOO salts as a
separate phase (e.g. crystalline salt) which atbedensable organic compounds cannot dissolve
into. When NH(g) is added during the start of the experimengsdifference between the model
runs with and without a separate NMCOO phase is relatively small. However, if the X8} is
added after the solid SOA particles have formedy @an moderate SOA mass increase is
accomplished (~9 %). This is in sharp contrasthi tesults from the simulations with solid
particles and only one organic phase (mass increas89 %). The reason for this is that the
ammonium salts are enriched in the particle susbadk layer, and if no other compounds can
dissolve into this phase their uptake is limited. tBe other hand if NHRCOO is part of a single
amorphous organic phase, it will lower the molectiens of the other compounds and hence
increase (at least for ideal conditions) the uptaikéhem (see Eqg. 2). This is the reason why the
total SOA mass increase is larger (~260m>, ~39 %)than the increase explained purely by the
carboxylic acids and NfRCOO (46+84=13Qg m°>, ~19 %) (see simulation Nr. 4 in Fig. 10a
and Fig. 10b). Na et al. (2007) observed a magsase of 15 % when 1000 ppb NWlas added
after thea-pinene SOA particle mass formation had ceaseds Turease is larger than the
modelled increase when considering complete phaparation between NJRCOO and the
other condensable organic compounds, but subdtgrgmaller than for the simulations with
only one organic phase. This may indicates thatality, there will neither be perfect (ideal)
mixing between NERCOO and the other condensable organic compounds, complete phase

separation.

Figure 11 shows a) the modelled pH, b) the totalamum mass fraction (free and bonded in
ammonium salts), ¢) the NRCOO mass fraction and d) the carboxylic acid nfazstion
([RCOQO]+[RCOOH)]) for a semi-solid SOA particle, at diféert distances from the particle core.
The figure includes results from simulations witfitial NH3(g) concentrations of 50, 100 and
200 ppb, respectively, and at 1 or 6 hours of aghdprge fraction of the SOA formed early
during the experiments are due to condensatiomudifoxylic acids. This explains the large mass
fractions of carboxylic acids and the lower pH e tparticle cores (Fig. 11la-b). For the

simulations with 200 ppb N4la large fraction of the carboxylic acids and ammm form salts
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(Fig. 11c), while when only 50 ppb NHs added, ammonium salts are only present dutieg t
early stage of particle formation, when the carltiexgcid mass fraction is large. Because of the
assumed relatively rapid mixing of ammonium (e-fioid time of a few minutes), the free
ammonium concentration (not bound in organic salts)almost constant in all particle layers.
Hence, the differences in the BHRICOO concentrations between different layers argelg
caused by differences in the carboxylic acid cotregions, which even after 6 hours of aging are

not uniformly mixed.

It has been suggested that organic salt formatatwden carboxylic acids and Nidr ammines
could possibly be responsible for the early growfthanometre sized particles in the atmosphere
(e.g. Smith et al. 2008, Barsanti et al, 2009 amatlSet al., 2010, Yli-Juuti et al., 2013). In orde
to be able to draw any conclusions from our sinoitet concerning the potential effect of
NH4RCOO formation in the atmosphere, we performed kitians where we decreased the
pinene concentration to 50 ppb and varied theg bibhcentration in the range 0-2 ppb. We used
50 ppba-pinene, because in the model ~30 pppinene needs to react before the particles with
an initial diameter of 5 nm start to grow. Furtherey the model simulations do not consider
inorganic salt formation between Nnd the strong acids,B0O, or HNGs. Yli-Juuti et al.
(2013) have shown that for typical conditions otereal forest, Nkl will preferentially form
inorganic salts with k50O, and not with carboxylic acids. In our simulationsery little
NH4RCOO is formed even if the Ntdoncentration is 2 ppb and the average growthbeatieeen

5 and 20 nm is only amplified with ~7 % (see Fifj65

From the simulations in this section we can conelgldat ADCHAM (with the pure-liquid
saturation vapour pressures from SIMPOL and agtoaefficients from AIOMFAC), are able to
reproduce the observed SOA formation at differ@micentrations of Nk{g). With NH; present
during the formation, reactive uptake of carboxgloeds contributes substantially to the modelled
early growth of the particles formed by homogeneouseation. However, this is probably not

the case for atmospheric more relevangMHda-pinene concentrations.

3.4 SOA formation from oxidation of m-xylene

Here we model the SOA formation from @mrxylene oxidation experiment (Exp. P2 in Nordin et

al. 2013). The experiment was conducted in a@eflon chamber in the Aerosol Laboratory at
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Lund University. The experiment started with dadkditions by adding (Nk,SO, seed aerosol
into the chamber (~20g m*), followed by ~40 ppb NO and ~240 ppbxylene. Approximately
30 minutes before the UV-lights were turned on (rn80utes after the start of the experiment),
(NH4).SO, particles were added a second time in order teewetthe target (NE,SO, mass of

~20pg m>.

The seed aerosol was formed by nebulizing an,jp8@®, — water solution and then drying the
droplets. Before the dry (Nj$SO, particles were introduced into the chamber theyevwmassed
through a bi-polar charger in order to achieve B-defined nearly Boltzmann distributed charge
distribution (Wiedensohler et al., 2012). The expent was performed at a temperature of 22 °C
+ 2 °C, dry conditions (RH of 3-5 %) and in the g@ace of UV-light with an experimentally
derived NQ photolysis rate of 0.2 mih The experimental set-up has been described il dgt
Nordin et al. (2013). The measured UV-light spettry320-380 nm) is given in the

supplementary material to Nordin et al. (2013).

In the model we used a temperature of 21 °C andHaoR5 %. The photolysis rates were
calculated with the recommended cross sectionsqaiaditum yields from MCMv3.2 and the
measured 1 nm resolution UV-spectrum from NordialeR013, with a total light intensity of 23

W/m? which gives a N@photolysis rate of 0.20 rifmn
3.4.1 Particle deposition loss rates

To be able to quantify the effect of depositiontba estimated SOA formation from chamber
experiments, the deposition losses of particlethiéochamber walls needs to be evaluated. The
deposition depends both on the friction velocity),(the particle size and charge distributions,
the mean electrical field strengtlE | in the chamber, and the chamber surface arealtone
ratio (see Sect. 2.2.3)E andu are commonly not known, but can be estimated hinditthe
model to particle number size distribution measwets:. For this purpose an experiment with
(NH4).SO, seed particles but without condensable organigooomds was performed.

As the experiments in the chamber proceed, the baasurface area to volume ratio increased

because of instrument sampling and leakage out fhenthamber due to a small over pressure

46



O 00 N o un

10
11
12
13
14
15
16

17
18

19
20
21
22

23
24
25
26

27
28
29

inside the chamber (see Nordin et al., 2013). Wemage the chamber volume loss rates
(AV / At) during the experiments to 0.8+0.2 ht.

In Fig. S17 we compare the modelled and measuraddsal evolution of the particle number-
and particle volume concentration for simulationshwdifferent values ofEand u’. With a

AV /At of 0.8 ni h', coagulation and deposition, andEaof 50 V cm' and au” of 0.05 m &,
ADCHAM is able to nearly reproduce the measured {0, particle number size distributions
(Fig. 12a), the temporal evolution of the total tjgd# number (Fig. 12c) and volume
concentrations (Fig. 12d). The coagulation has mecd influence on the particle volume
concentration but is important for the particle tn@mconcentration at the end of the experiment.
In the beginning of the experiment the charged esiaparticles are rapidly deposited to the
chamber walls resulting in a high effective walpdsition loss ratek(, (s%)) (Fig. 12b). But, as
the experiment proceeds the fraction of chargetighes (especially the small ones) decreases in
the air. At the same time the surface area to veluatio increases in the chamber, which in turn
increases the deposition loss rates of all parsides (see the gradual upward displacement of the
curves in Fig. 12b). Recharging of particles bilision with air ions was not considered in the

model.

After the tuning of the deposition loss rates oe thure seed aerosol experiments we used
ADCHAM to simulate the SOA formation experiment vit-xylene as precursor (Nordin et al.
2013). However, if we use the sam®\(/At), E andu as in the pure seed particle deposition
experiment, the model underestimates the seeddearass loss (especially during the first 2
hours after the UV-lights are turned on), but sabisally overestimates the particle number

concentration losses before the UV-lights are o

The heating of the air by the UV-lights and the @ndition units which blow on the outer
chamber walls can produce an increased miwiitlgin the chamber. Therefore, before the UV-
lights are turned om’ may be smaller. By decreasingto 0.01 m & before the UV-lights are

turned on the model better captures the measuitel particle number concentration losses.

Another important difference between the pure spadicle experiment and therxylene
precursor experiment is that the latter experimeas performed during almost twice as long
time (~6 h). Hence, the effect of particle rechaggwhen colliding with air ions may be more
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important to consider. Furthermore, the chambemumel during the end of therxylene
experiment was substantially smaller (1.5-9.riThis might have increased the effective mean

electrical field strength within the chamber (seetS2.2.3). In the model we try to account for

this by calculatingE (at time t) as the quotient between the initiakmelectrical field strength

E (50 V cm?) and the relative change of the approximate distdretween the roof and ceiling

(h) of the chamberh{/hy) (which is approximately equal to the relative chambolume change
(Vi/Vo)) (Eq. 30).

EO ~ EO
hih VIV,

E - (30)

Figure S18 in the supplementary material compdresrtodelled and measured (with AMS and
scanning mobility particle sizer (SMPS)) temporablation of the sulphate seed particle mass
concentration, particle number concentration argarticle number size distribution, and the

modelled initial and final effective deposition $omtes. The model results are from simulations
with, E, = 50 V cm® andu'=0.05 m & or E, calculated with Eq. (30) and with = 0.01 m &

before the UV-lights are turned on. With the lattatues the model shows substantially better
agreement with the measured temporal evolutionsth&f sulphate seed aerosol mass
concentration. However, the model still overestasathe particle humber concentration loss
rates (especially after the UV-light are turned. ¢f9r the model simulations presented below we

will use Eq. (30) to estimat€, , and u” = 0.01 m & before the UV-lights are turned on amd=
0.05 m & after the UV-lights are turned on.

3.4.2 Gas - particle partitioning and heterogeneous reactions

Since themxylene experiment was performed at dry conditittres(NH,),SO, seed particles will
initially be in a solid crystalline phase. Therefowe assume that no material is mixed between
the crystalline solid salt cores and the SOA cagafsee e.g. Fig. 1la in Bertram et al., 2011).
Hence, in the model there will be no salting-outeelf (increase of the nonpolar organic
compound activity coefficients caused by NHSQ,? and HSQ from the seed aerosol particles)

(see discussion in Sect. 3.3 on possible saltigfects of NH).
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In total we considered 112 potentially condensgbigl Pa) non-radical organic MCMv3.2
compounds. The pure-liquid saturation vapour presswere calculated with either SIMPOL
(Pankow and Asher, 2008) or the method from Naraiost al. (2008). We also used a third
(semi-empirical) method to model the SOA formatidimis method considers in total three
oxidation products with vapour pressures and mudged stoichiometric yields;) derived from
the parameterizations for low and high NO condgifmom Ng et al. (2007). For this we assume
that the condensable organic compounds have a malss of 200 g mdl The two most volatile
compoundsp: = 6.4x10° Pa,a;=0.021 andpo = 1.7x10" Pa,a;=0.061) represent the volatility
distribution of the condensable oxidation proddotsned through the RO+ NO pathway. The
third non-volatile productpps = 0 Pa,a3=0.245) represent the generally less volatile oi@ani
compounds formed through the ROHO, pathway. The gas phase was still modelled with the
MCMv3.2. The fraction of condensable organic commsuwhich was formed through the RO
+ HO, pathway (product 3) was derived with the ratiorgkrolHO2)/( kKroz+NndNO]J+
Kro2+nodHO2]) as proposed by Ng et al. (2007).

The partitioning of the condensable organic compsuto the wall deposited particles and the
Teflon walls were modelled according to the procediescribed in Sect. 2.2.3. The uptake onto
the Teflon film and the particles deposited on ¢thamber walls depends on the laminar layer
width adjacent to the chamber wallax]. The uptake (adsorption) on the Teflon film also
depends on the first order loss rate from the mesll gas phase to the wall&(,) and the
desorption rate from the Teflon surfaces out totthe layer next to the chamber wallg,§;)
(Eq. 4). In Sect. 3.4.4 we test different valuedxky,, andk,g; in order to find the best possible

agreement between the modelled and the measured@mAtion.

Because coagulation has a considerable influencethen modelled particle number size
distribution (see Fig. 12) we will consider thiopess as well. However, with the current version
of ADCHAM coagulation cannot be combined with themplete kinetic multi-layer model (see
Sect. 2.2.2). Hence, for the simulations presetdadtis section the particles were only divided
into a solid seed patrticle core, and a second {wided) bulk layer and a surface monolayer
which are composed of the condensable organic congso Additionally (if specified) we also
consider the adsorption and desorption gfa®@d NQ, the mass transfer limited diffusion og O

and NQ from the sorption layer into the particle bulkdahe particle phase reactions between

49



10

11

12
13
14
15
16
17

18
19

20
21

22
23
24
25
26
27
28

O3 and unsaturated organic compounds (see Sect) dpAlietween N@and oxidized aromatic

compounds (see Sect. 3.4.3).

Table 1 in Sect. 2.4.2 gives the model parametieregaused for @uptake. For the simulations

presented here the diffusion coefficient of ozobg {) was set to values betweenldnd 16

cn? st (semi-solid SOA (see e.g. Table 1 in Shiraiwa let 2011)), and the reaction rate
constants between ozone and the unsaturated (namafic carbon-carbon double bond) organic

compounds K, ) were varied between T0and 10" moleculed cm’® s*. This can be compared
with the measuredk, of 10™° molecules cn® s* for the heterogeneous ozonolysis of oleic and

palmitoleic acid (Huff Hartz et al., 2007). Berkasreet al. (2013) used the KM-SUB model to
constrain the kinetic parameter values which linits ozonolysis of oleic acid. According to

their model simulation, should be somewhere in the range of 1.7X107x10"" molecules

cm® s*. The formed particle phase oxidation products vamsumed to be non-volatile, which
likely is an acceptable assumption if the oxidatwoducts rapidly react and form dimer SOA
(see e.g. Maksymiuk et al., 2009). Apart from iasiag the SOA mass formation and changing
the chemical composition of the SOA these hetereges reactions may also serve as an
additional ozone sink (which is not accounted fgr the MCMv3.2 gas phase chemistry

mechanism).

Additionally, we will also test peroxyhemiacetaldahemiacetal dimer formation in the particle

phase.

3.4.3 Gas phase chemistry and influence from chamber walls and heterogeneous

reactions

Bloss et al. (2005a-b) have previously shown thatMICMv3.1 (without particle SOA formation
and particle phase chemistry) generally overesémathe ozone concentration and
underestimates the OH concentration during oxidatiblight aromatic compounds (e.g. xylene
and toluene). Hence, for these systems MCM alsalsteto underestimate the NO and
hydrocarbon oxidation (loss) rates. In order toocact for the missing OH source Bloss et al.
2005b had to include an artificial OH source of @xinolecules cii s when modelling a
toluene oxidation experiment from the EUPHORE chamb
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Conversion of NQto HONO on the organic particle surfaces may paiplain the discrepancy
between the modelled and measured particle phasmistny (Bloss et al., 2005b). These
reactions have been observed on diesel exhaustlearfGutzwiller et al., 2002) and on organic
aerosol surfaces e.g. by George et al. (2005). ddetzt al. (2008) instead proposed that the NO
primarily is converted to HONO on the Teflon chamballs.

In this work we will test the heterogeneous NO@ HONO conversion mechanism. Bloss et al.
(2005b) modelled this mechanism using a constadtien probability Ynono) of 0.025 for the
NO, molecules which collide with a particle. In thi®sk we model this proposed mechanism in
a more detailed way by considering the adsorpiiifision and reaction of NOwith specific
organic compounds in the particle phase.,;N@s approximately the same Henry's law
coefficient for dissolution in water (Seinfeld aRdndis, 2006) and molecule size as i@ence,
for these simulations, we will use the same parametlues for N@ (e.g. Henry's law

coefficient and diffusion coefficient) as specifiia Oz in Sect. 3.4.2 and in Table 1.

Gutzwiller et al. (2002) suggested that the orgasimpounds which react with NOn the
particle phase and form HONO are oxygenated aromd#.g. 2-methoxyphenol). Hence, we
assume that it is only the compounds that contaiaramatic ring which will be oxidized by NO
and form HONO. The organic oxidation products fodnfeom these heterogeneous reactions

were assumed to be non-volatile.

The NG to HONO conversion mechanism was considered botie particles deposited on the
chamber walls and in the air. We will also test additional photo-enhanced background
reactivity caused by HONO release from the chamladis (Rohrer et al., 2005). The strength of
the HONO emissions (from the walls to the nearaa@fgas phase) in the Lund Teflon chamber
(Nordin et al, 2013) was estimated to be 4.6xhdlecules ci s*. This value is based on the
estimated HONO wall production rate of 9.1%bolecules ci s* in Metzger et al. (2008) and

their chamber volume to surface area charactesi@®aulsen et al., 2005).

Analogous to the MCM light aromatic model simulasoby Bloss et al. (2005a-b) we
underestimate the OH and overestimate the maximgioo@centration, without tuning the MCM
gas phase chemistry (Fig. 13). MCMv3.2 also undienase the initial Q formation rate, the

amount of reacted+xylene and the rapid NO to N@onversion which starts approximately 20
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minutes after the UV-lights were turned on. Therefanalogous to Bloss et al. (2005b) we
decided to include an artificial OH source, in oase with a rate of $#@m? s* from 20 minutes
after the UV-light were turned on until the endloé experiment. This substantially improves the
agreement between the modelled and measured NQ, &0Oand m-xylene concentrations.

However, the model still substantially overestinsatee maximum @concentration.

The poor agreement between the modelled and mebsi®ein the latter half of the experiment
(Fig. 13b) is because of the interference from ypgm@cyl nitrates (PAN), HNg¢) HONO, NOs
and other nitrate containing compounds in the cheninescence instrument used (see Nordin et

al., 2013 and references there in).

Figure 13 also shows the results from a simulatidrere we additionally include HONO
emissions from the chamber walls. Because the cideea to volume ratio increases during the
experiments (~5 times) these emissions have aeasurg influence on the modelled gas phase
chemistry. With HONO emissions and the OH sourhe, ®H concentration at the end of the
model run is 1.5x10 cm?® while without these emissions but with the OH rseuthe
concentration is 7xf0cm®. Hence, with HONO wall emissions monexylene reacts in the
simulation than what is indicated by the gas chtography — mass spectrometry (GC-MS)

measurements. Additionally, the model €@ncentration becomes even higher.

In order to be able to compare the modelled andsared SOA formation during the experiment
it is crucial that we are able to accurately sirteilaoth the amount ofn-xylene which is

consumed and the fraction of R@hich reacts with H®and NO, respectively (see e.g. Ng et al.,
2007 and Kroll and Seinfeld, 2008). Hence, if ntiteowise specified we included the artificial
OH source but not any HONO emissions from the cleammalls. With this model set-up, the
cumulative fraction of thenrxylene first generation RQoxidation products which have reacted
with HO, at the end of the experiment is about ~65 %. Wivenalso include HONO wall

emissions this value is ~50 % and with the non-duM€Mv3.2 chemistry we get a value of ~35

% (see Fig. S19 in the supplementary material).

In order to test whether HONO formation from hetgnoeous reactions between Nénd
oxidized aromatic compounds can improve the agreemetween the modelled and measured
O3 concentration, we performed a simulation with wivat believe are upper estimates of the
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reaction rates between NQand the oxidized aromatic compounds and the, M@usion

coefficient (K, =10"° moleculed cn?® s* and D, =107 cnf' s). With these values ~60 % of

0.NO,
the aromatic SOA was oxidized by BlO’'he formed (in the model non-volatile) oxidation
products comprise 20 % of the total SOA mass inetheé of the simulation (Fig. S20a in the
supplementary material). Still, this has only a erade influence on the HONO concentration
(Fig. S20b) and the N(and Q decrease is equal or less than ~1 % (Fig. S20c-d).

Figure S20d also shows the modelled(g) concentration when including heterogeneous

reactions betweeng@nd the unsaturated organic compourids £10™° molecule# cn? s* and
D0103:107 cnf s%). For this simulation ~98 % of the unsaturatedaoig compounds in the

particle phase were oxidized by @nd the formed non-volatile SOA products comp&seé of

the total SOA mass. However, comparable to therbgémeous N@to HONO conversion this
has a very small influence on the modelleggp concentration (~1% decrease). Hence, we can
conclude that it seems unlikely that heterogeneeastions between NGand oxidized aromatic
compounds and/or betweens @Qnd the unsaturated organic compounds can explay
measurements generally gives much lowgjgDconcentrations than MCM. However, as will be
shown in Sect. 3.4.4 these heterogeneous readamstill be important for the amount and type
of SOA which is formed.

3.4.4 SOA formation, properties and the potential influence from chamber wall

effects and heterogeneous reactions

In Fig. 14 we compare the modelled and measureitigavolume concentrations during thre
xylene experiment. The model results are from satms with the SIMPOL vapour pressure

method. The desorption of condensable organic comg® from the chamber walls was

modelled with C,,/(M,,,;) in Eq. (4) equal to 10@mol m®. This value is between those

measured by Matsunaga and Ziemann (2010) for Ziales and 2-ketones (see Sect. 2.2.3). For
the model results in Fig. 14a we usedeof 0.1 cm andkg,, was set to 1/20 swhile for the
results in Fig. 14b we usedAx of 1.0 cm andk,was set to 1/6'5 Hence, the model simulation
in Fig. 14a represent conditions with only relatyvemall mass transfer limitations for the gas

exchange between the air and the chamber wallpanidles on the walls, and a relatively slow
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uptake of organic compounds directly onto the Treflealls. The model simulation in Fig. 15b
instead represents conditions where the mass érdinsitations between the air and the chamber
walls and particles on the walls are substantidlenthe uptake of gases directly onto the Teflon

walls is relatively effective.

The simulations were performed both with and withloeterogeneous oxidation of unsaturated

organic compounds usink, and D, , as model fitting parameters. The oxidation proslok.

prod.) from these reactions were assumed to forenooganic semi-solid phase together with the

other organic compound®,monomer=5x10"" cnf s* andDoy proa.=0 cnf s).

In the model simulations presented in Fig. 14 ish®wn that the model is able to capture the
volume loss rates of the seed aerosol and the ohlat SOA formation in the experiment (~0.5

hours after UV-lights were turned on). Withkg of 10" molecules cn?’ s* and aD, , of 10°

cnt s* the model shows the best agreement with the obdeparticle volume concentration
more than 1.5 hours after the UV-light are turned ldowever, for all simulations in Fig. 14,
ADCHAM underestimates the observed rapid SOA foromabetween 0.5 and 1.25 hours for the
particles suspended in air. Additionally, ADCHAMerestimates the total particle volume loss
rates of the suspended particle at the end of xperegnents, especially without heterogeneous
ozonolysis and relatively rapid uptake of orgamenpounds onto the Teflon walls (Fig. 15b).
According to this simulation the particle losseg awot only caused by deposition but also
evaporation. Heterogeneous ozonolysis or otheictaghase reactions allows more gas phase
monomers to partition into the particle phase aethyd the time when the evaporation and
deposition losses dominates over the SOA formafmee Fig. S21 in the supplementary
material). Additionally, the SOA formed from thgsarticle phase reactions is less volatile (in the

model non-volatile) and will therefore decreasedhaporation loss rates (see Sect. 3.2).

Opposite to the simulation results in Fig. 14b, thaximum particle volume is larger without
heterogeneous ozonolysis in Fig. 14a. For thesalatians the SOA formation onto the wall
deposited particles is more efficiemtx(= 0.1 cm) and the gas uptake onto the Teflon walls
smaller. The wall deposited particles may not abvsgrve as a sink of SOA but can also become
a source of condensable organic compounds fronwétis to the air. This is especially the case
if the formed SOA is relatively volatile. The movelatile the SOA is, the smaller the SOA
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fraction found on the wall deposited particles vad. Hence, while the formed total SOA mass
(air + walls) is larger with heterogeneous readiam Fig. 14a, the SOA mass formed on the

particles in the air is smaller (see also Fig. B2the supplementary material).

Figure S23 in the supplementary material compabes rnhodelled particle volume from
simulations with the SIMPOL and Nannoolal vapourgsure method or the semi-empirical two
product model parameterization (see Sect. 3.4129. mModel simulations were performed with a
Axof 0.1 cm andkg,=1/20 $'. For the simulations with the SIMPOL and the Nasiabmethod,

heterogeneous ozonolysis was also considekgd=(.0"° molecules cn?’ s* and D, , =10° cn

s%). From this figure it is evident that both methajilse almost identical SOA mass formation at
the end of the experiment. However, with the Natalanethod the onset of the SOA formation
is approximately 15 minutes too late. The reasorttis is that the modelled early stage SOA
formation is dominated by two MCM oxidation prodsi¢§MXNCATECH and MXYMUCNO?3)
(formed through the high NO oxidation pathway (S=xt. 3.4.3)). Both of these compounds
have higher vapour pressures with the Nannoolahaae(3.1x1G and 1.31x18 Pa) compared
to the SIMPOL method (1.9xT0and 7.5x10 Pa).

With the semi-empirical parameterization, derivednf experiments in a similar but larger
Teflon chamber (28 ™ (Ng et al., 2007), ADCHAM gives a too early onsstthe SOA
formation and overestimate the SOA formation wkgg1/20 $'. The reason for this is that the
three model compounds of this method all haveiuelgtlow vapour pressures (see Sect. 3.4.2).
Hence, the gas phase is rapidly saturated withecggp all these three compounds and they are
effectively taken up by the particles before they last to the Teflon wall surfaces. In order to
not overestimate the final SOA makg, need to be much larger ~1.$However, then the model

substantially underestimates the early stage S@Adton rate.

We also modelled the SOA formation without lossesomdensable organic compounds onto the
Teflon wall (see Fig. S24 in the supplementary miade With aAx of 0.1 cm ADCHAM is now
able to capture the rapid early stage SOA formaitiothe chamber. However, the final particle
volume concentration in the air is overestimatethwi40 %. If we instead assume that the gas
particle partitioning onto the chamber wall depadiparticles is identical to the uptake onto the

particles suspended in the aitxx(= 0 cm) (see Sect. 2.2.3 and references therg¢ha)model
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again substantially underestimates the early s&@a formation rate, while it gives reasonable

particle volume concentrations at the end of theutation.

Finally we also tested if a relatively rapid oligenzation process in the particle phase could
improve the agreement with the modelled and meds8f2A formation. For these simulations
we again use the SIMPOL vapour pressure methodaassdme that peroxyhemiacetal and
hemiacetal dimers form in the particle phase. Thst lagreement between the modelled and
measured SOA formation we find when we ude @ 10% molecules cnt s*. This value ok
corresponds well with previously reported valueskofor hemiacetal and peroxyhemiacetal
formation at weekly acidic conditions (pH#) (see Sect. 2.3.4). In order to shift the equillim
toward the particle phase (which might explain itiyeid early stage SOA formation seen in the

experiment) we assume that the oligomers and morsofoen one mixed phase.

Figure 15 shows the modelled particle volume cottaéons when considering
peroxyhemiacetal and hemiacetal dimer formationwaitiol Ax= 0 or 0.1 cm anély,,= 0 or 1/15

s™. Without gas phase losses onto the Teflon wallsideal uptake onto wall deposited particles
(Ax = 0 cm) the model is able to capture the rapidyeathge SOA formation seen in the
experiment. After this the modelled particle voluommcentration in the air continues to increase
slowly for additionally ~2 hours, while in the expeent the measured particle volume slowly

decreases.

With mass transfer limited diffusion and lossesafdensable organic compounds from the near
wall gas phase to the Teflon wallsx= 0.1 cm andkgy = 1/15 §" the model results are in better
agreement with the measurements in the end of xperienent and can nearly reproduce the

rapid SOA formation in the beginning of the expesith

Hence, these simulations indicate that relativepid heterogeneous reactions (either
oligomerization or oxidation) are required in orderexplain the observed rapid SOA formation
in the beginning of then-xylene oxidation experiment. Still, the model canfully explain the

sharp transition between the rapid SOA formatiotwben 0.5 and 1.25 hours after the UV-light
is turned on and the slow almost linear volume @hésss observed during the latter half of the

experiment.
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In Fig. 16 we compare the temporal evolution of thedelled SOA formation without wall
losses to the chamber walls (ideal chamber), viighSIMPOL, Nannoolal or the semi-empirical
parameterization method from Ng et al. (2007). Tigare also illustrates the influence from

heterogeneous ozonolysiss(6.) of unsaturated organic compounéls 10™° moleculed cn?’
s* and D, , =10° cnf s¥) and peroxyhemiacetal and hemiacetal oligomer &ion = 10°

moleculed cn? s%). We have also included the measured wall losseced SOA mass (SOA
mass scaled with the measured relative sulphateréde from the time when the UV-lights are
turned on) (see Sect. 2.2.3).

The simulation with SIMPOL and no heterogeneoustreas gives best agreement with the
measured final SOA mass formation (70 andu§5m°, respectively). However, this simulation
substantially underestimates the SOA formation rdutthe start of the experiment. The best
agreement between the model and measurements lvetgnening of the experiment is instead
reached when we include relatively rapid oligormeian in the particle phase. The results from
this simulation also show surprisingly good agrestmeath the model simulation using the semi-
empirical parameterizations from Ng et al. (200This again indicates that heterogeneous
reactions are likely to be important for the SOAnfation. The larger SOA formation from these
model simulations compared to the measurementikedy be attributed to substantial gas phase
losses directly onto the Teflon walls in the chambis effect will be especially pronounced in
the end of the experiment when the surface arealtone ratio is large (see Sect. 3.4.1). Hence
for this experiment, the model simulations indictéttat the wall corrections (which assume
continued uptake of condensable organic compounts the wall deposited particles) do not

give an upper estimate of the actual (atmosphelavant) SOA formation (see Sect. 2.2.3).

4 Summary and conclusions

We have developed a novel aerosol dynamics, gas-particle- phase chemistry model for
chamber studies (ADCHAM). ADCHAM combines the ditdi gas phase chemistry from
MCMv3.2, a kinetic multilayer module for diffusidimited transport of compounds between the
gas phase, particle surface and particle bulk prese an aerosol dynamics and particle phase
chemistry module which is based on the ADCHEM mo(fbldin et al., 2011a) but with
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important updates, among others process-basedithlger for: non-ideal interactions (salt
effects) between water, organic and inorganic camgs, acidity catalysed oligomerization, and

oxidation of organic compounds in the particle ghas

In this work we have illustrated the usefulnessABICHAM in studying potentially influential
but poorly known processes, i.e. different dimdrra mechanisms, organic salt formation,
salting-out effects, heterogeneous oxidation reastiand mass transfer limitations between the
gas-particle phase, between the particle surfadeparticle bulk phase, and within the particle
bulk phase. All these processes influence the nel&IOA formation and chemical and physical

properties (e.g. volatility, phase state, oxidastate and hygroscopicity).

Additionally, we have also shown how ADCHAM can bsged to study the influence of the
chamber wall effects on the SOA mass formationpexation properties, particle number size
distribution and gas phase chemistry. These eff@esimportant to constrain because current
knowledge concerning SOA formation in the atmosehisrto a large extent based on smog
chamber experiments, and global climate models emgmistry transport models rely on

simplified semi-empirical parameterizations of S@#mation derived from these experiments.
The most important findings from the model simulasi performed in this article are:

1) Our simulations of the--pinene SOA evaporation experiments from Vadenl.ef2811)
supports the recent experimental findings thatehearticles are very viscous (tar like
amorphous SOA) (Virtanen et al., 2010, Vaden et28110, Vaden et al., 2011, Kuwata
and Martin, 2012, Zelenyuk et al., 2012, Abramsbale 2013 and Zhou et al., 2013). In
these particles low-volatile dimers can accumuilaténe particle surface-bulk layer upon
evaporation. With this dimer coating, ADCHAM is alib reproduce the main features of
the observed slow evaporation rates if it is cdi@doby the reversible degradation of
dimers back to monomers. The model simulationstilates that the mass fraction of
long-lived dimers needs to increase with decreagarticle size to explain the nearly size
independent evaporation rates. Because of the iKelgct, this can be accomplished if a
considerable fraction of the dimers are formedandas phase or if they are formed in the
particle phase from the least volatilie monomer commgls. The model simulations also

reveal that the dimer particle content and thusotbeerved evaporation ratesoepinene
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SOA particles may not only depend on chemical agéurt can also depend on the wall

losses in chamber where the particles are formed.

2) The effect of NH(g) on thea-pinene SOA properties and formation depends ornhé)

3)

reactive uptake of carboxylic acids and ) from the gas phase, 2) the viscosity of the
SOA particles (ammonium and organic compound diffugates) and 3) the salting-out
effects of NH'. In order to distinguish between these effects re@ommend future
experiments with AMS, in which the SOA particles axposed to Nfin the absence of
gas phase carboxylic acids. In the model simulattbe organic salts between ammonium
and carboxylic acids are involved in the initiabgth of the particles. However, for
atmospheric more relevant Mlg) anda-pinene concentrations, NHas only a minor
influence on the uptake of carboxylic acids to plaeticle phase. Thus analogous to Yli-
Juuti et al. (2013), our simulations indicate that unlikely that NH and carboxylic
acids froma-pinene oxidation are responsible for the initisbwth of nanometre sized
particles over the boreal forest.

Mass transfer limitations between the smog clanalr volume and the chamber walls
because of a thin laminar layer adjacent to théswelve large influence on the uptake of
gases onto the wall deposited particles or directljo the walls. If the formed SOA
material is semi-volatile the SOA particles on ttleamber walls may even start to
evaporate and hence become a source of SOA anthefesmog chamber experiments.
Paradoxically, heterogeneous reactions which gigs Volatile SOA and generally more
SOA mass can increase the fraction of SOA whidbusd on the chamber walls and can

thus even decrease the detectable SOA mass sudparitle chamber air volume.

4) In order to capture the rapid SOA formation obsdrduring the oxidation aftxylene in

the Lund University smog chamber we need to considitively rapid dimerization

and/or some other heterogeneous reactions (e.giwolyais of unsaturated organic
compounds). When considering peroxyhemiacetal amidcetal dimer formation in the
particle phase, ADCHAM is able to capture both thserved early stage rapid SOA
formation in our ownmxylene experiment and gives almost identical SOAss

formation as the semi-empirical parameterizationsnfNg et al. (2007). This indicates
that heterogeneous particle phase reactions arentypimportant for the SOA properties

(e.g. volatility) but also for the concentratiorddormation rates.
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Another more general conclusion, which can be dréam the simulations performed in this
work, is that many of the parameters (processet) large uncertainties (e.g. SOA viscosity,
oligomerization rates and mechanisms, pure-ligaitiration vapour pressures, surface tension
and chamber wall effects) have large influence @ $OA formation and/or the chemical and
physical properties of the SOA. To be able to aamstthe uncertainties related to these
parameters (processes), the experiments needdesigned where as many variables as possible
are varied (e.g. time of aging, temperature, RHhceatrations, dilution, oxidation agents and
light intensities). Apart from evaluating experinenresults, ADCHAM can be used as a
valuable model tool when planning, designing andectimg which experiments and
instrumentation are needed in order to be ablenswar specific research questions. The
xylene experiment studied in Sect. 3.4 is part EHrger experiment campaign designed in order
to study aging of anthropogenic SOA precursorsgagbline car exhausts (Nordin et al., 2013).
In that paper an early version of ADCHAM was usedstudy chamber wall effects, gas phase
chemistry and SOA formation before the experimergse performed. Currently we are applying
ADCHAM to study the aging of gasoline car exhaumtsl ELVOC formation fromx-pinene
ozonolysis. We have also started to implement nafrthe detailed processes (e.g. the kinetic
multilayer model, different dimerization processasd the detailed MCMv3.2 gas phase
chemistry) in the ADCHEM model (Roldin et al., 2@} which we use for detailed atmospheric

process studies.

Appendix A

Table A1. Nomenclature.

Symbol Description

as Surface-bulk accommodation coefficient

00s Surface accommodation coefficient of surface frem adsorbing material
y Activity coefficient

Pwi Activity coefficient of compoundin a Teflon wall film

o} Width of particle layek

AX Laminar layer width adjacent to chamber walls aarcbal denuder
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Relative surface coverage of the adsorbed species

Dynamic viscosity of air

Density of air

Particle phase density

Surface tension of organic compounds

Desorption lifetime of &
Mean thermal velocity of &£

Characteristic average deposition velocity dueléatrostatic forces

Collision integral between

Area of exchange between particle lagdr andk

Chamber surface area
Dimer particle phase concentration

Hydrogen ion concentration

Monomer particle phase concentration
Cunningham slip correction factor

Kelvin effect

Gas phase concentration far from the particléases
Saturation gas phase concentration at the pasticface
Effective wall equivalent mass concentration

Width of the Zx sorption layer

Collision diameter of compourid
Collision diameter of compound air molecules
Collision diameter for binary collisions betweemymundi and air molecules

Particle diameter

Vacuum aerodynamic diameter

Diffusivity coefficient of compound Ywithout obstructing material
Diffusion coefficient of compound;X

Elementary charge of a single proton

Mean electrical field strength
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Initial mean electrical field strength

Fuchs-Sutugin correction factor in the transitiegion
Particle volume fraction of solid or semi-solid tiosting material

Dimer formation rates in the particle phase

Distance between the roof and ceiling of the dbam
Molar condensation growth rate

Adsorption rate of & to the sorption layer
Desorption rate of & from the sorption layer

The Boltzmann constant

First order deposition loss rate due to charge
First-order dimer specific degradation reactioe @nstant
Second-order dimer formation rate constant

Acid catalyzed third-order dimer formation rate stamt

Transport velocity of compound, Ketween the layeksand layek+1.

Oxidation reaction rate constant in the particlaggh

Transport velocity of & from the sorption layer to the surface-bulk layer

Transport velocity of & from the surface-bulk layer to the sorption layer

First order loss rate from the near wall gas phaske walls
Desorption rate from the chamber wall Teflon suefac
Effective particle wall deposition loss rate

Acid dissociation constant

Henry's law constant

Solubility product of salt

Effective solubility product of organic salts

Non-dimensional Knudsen number
Molecular mass of compound
Average air molecular mass

Molar mass of compounid




1

2
3

Vchamber
Vivall

Average molar mass of a Teflon wall film
Number of elemental charges of a particle

Avogadros’s number

Total pressure

Pure-liquid saturation vapour pressure
Equilibrium vapour pressure

Negative 10-logarithm of the hydrogen ion concaingn

Negative 10-logarithm of the acid dissociation ¢ans

Universal gas constant (8.3148J mol™)
Relative humidity in %

Time

Temperature in Kelvin

Friction velocity

Volume of particle layek

Chamber volume
Air volume of a thin layer adjacent to the chamballs

Absolute volume concentration of compoundnXparticle layerk.

Mole fractions

Ratio between the smaller and larger of the telame fluxes acrossA,

Condensable organic compound

Relative volume concentration of compoundnXparticle layek.

Concentrations of compound X the thin layer adjacent to the chamber walls
Concentration of compound; ¥n the chamber wall
Organic compound formed by particle phase oxidateaction

Oxidation agent in the particle phase (e.g. Okl,NiD; and NQ)
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Table 1. Model parameters used in the multilayeduefor Q uptake, diffusion and reactions
2 inthe particle phase.

Parameter Definition Value

Qso0, Surface accommodation coefficient of; @n a free 1°
Substrate

Tyo,(S) O; desorption lifetime 10°

Ky, (Mol 7 P& Henry’s law coefficient of @ 4.7x10%

Dy 0, (cn? s%) Bulk diffusion coefficient Qwithout obstruction Variable

a,, (cm s') Mean thermal velocity © 3.6x10°

do, (NM) Effective diameter cross section O 0.4

ko, ( molectcm® s1) Reaction rate constant betweepndadd organic comp. Variable

3 2Values from Pfrang et al. (2011Rifferent unit than in Pfrang et al. (2011)
4
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Table 2. Summary of which processes and paramatees that were used for the simulations

presented in Sect. 3.1 to 3.4.

Parameter (unit) Sect. 3.1  Sect.3.2 Sect. 3.3 Sect. 34
Gas-wall losses Yes Yes No Yes
AX (cm) 0.1 ®0.1 - 0.l1or1
Venamper (M) - 0.1 - ‘6
Vigal (M°) - - 9%.02
kgw(s") - - . 0-1/6
kgw (1) - 0-1/500 - -
C/ (M) (wmol ni®) - 100 - 100
Particle-wall deposition No No No Yes
E (Vcm?b) - - - 50 or Eq. 30
u (ms? - - - 0.01 or 0.05
Coagulation No No No Yes
Homogeneous nucleation No *Yes *Yes No
Organic salt formation No No Yes (Table 3) No
Condensation/Evaporation Yes Yes Yes Yes
Os 1 1 1 1
o (N m? 0.05 0.05 0.05 0.05
Kinetic multilayer model Yes Yes Yes 3-layer mod
Do,monomer (€N 8% 0 or 10 5x10%*-10% 0-10% 5x10*
Do,dimer (CNT %) - 0-10" - 0
Dosanmonium (€N %) - - 0-10* -
Donnarcoo(enT s¥) - - 0 -
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Dy, (cN? s -

Do o, (CNF S7) -
Heter ogeneous oxidation No

ko, (Molectcm’® s™) -

Kyo, ( Molectcm?® s) -
Particle phase dimerization No

ke peroxyhemiacetals (moléecn? s¥) -

ki hemiacetal (moletcm® s1) )

kg peroxyhemiacetals ) -

ks hemiacetal (1) -

No

Yes

10%%-10%

1/40-30

No

No

107 or 10°
107
Yes

0-10'°
0 or 107

Yes

0-10%

0-10%

#Value used for the gas uptake onto the charcoalate.

b Same value used for the charcoal denuder andefienTchamber walls.

¢ Initial value. During the experiments e gradually decreases.

4Derived with the assumption that the width of thie tair layer adjacent to the chamber walls is 1.mm

°Represented by adding new size bins with an inaticle diameter of 5 nm (see Sect. 3).
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Table 3. Base case model set-up values for thelaiiom of organic salt formation between
carboxylic acids and dissolved ammonium ions.

Parameter Definition Valu€
PKa.cooH Logarithm of carboxylic acid dissociation constant 4.6
PKaNH3 Logarithm of NH" dissociation constant 925

Ks ( moF m®) Effective solubility product (see Eq. 32) 0.1

Ky (mol m?® atm?) Henry’s law coefficient for Nk 57.6

Po.i Pure-liquid saturation vapour pressure comp. SIMPOL
Vi Activity coefficient for compoundl AIOMFAC
Do,monomer. soa (€ %) Diffusion coefficient for SOA monomers 5x16
Do,ammonium (€M sY)  Diffusion coefficient for NH/NH,* 1.3x10'%*
Dnrarcoo (cnf s1) Diffusion coefficient of organic salts 0

®Base case simulation vallide, 2008 (CRC Handbook of Chemistry and Physits)98 K.
°Jacobson, 20054Based on the Stokes-Einstein relationship and a Sid#osity of 16 Pa s
(Abramson et al., 2013).
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Table 4. Initial conditions and results from tpinene — @— NH; — CO experiments (Na et al.,
2007) and base case model simulations.

Date Initial Initial  A[O3]  Alo- Yield Initial  A[O3]  Alo- Yield
[o-pin.] NH3 exp. pin.] exp. [a-pin.] model pin.] model.
exp. (ppb) (%) model  (ppb) (%)

(ppb) exp. model
(Ppb) (ppb)
(ppb)

01/25/05 221 130 218 543 222 149 216 57.5

01/11/05 221 50 150 203  60.3 222 149 216 63.6

01/10/05 223 100 150 206 64.0 222 149 216 65.4

01/06/05 224 200 151 220 65.3 222 149 216 67.0
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MCM v3.2 gas-phase chemistry +
additional user specified reactions

!

Aerosol dynamics (ADCHEM)

Brownian Gas-particle partitioning

iy - Condensation and
Deposition of

evaporation of

particles and
HNOg, HzSO4 and

gases ]
organic compounds
- Equilibrium water <>
Homogeneous
) and NHs uptake
nucleation
Particle phase chemistry
Solid salt —ion dissociation Particle acidity
equilibrium: NH.", NO3,
S04, HSO4, NH4HSO4(s), AIOMFAC activity | o
(NH4)2504(S) , NH4N03(S) coefficients
Acid catalysed oligomerization and oligomer
degradation

Figure 1. Schematic picture of the ADCHAM modedlsture.

coagulation surface-bulk layer: <

Pure organic liquid
saturation vapour
pressures (SIMPOL or
the Nannoolal method)

Multi-layer model

Diffusion of organic
and inorganic
compounds and
water between
surface and bulk
layers

O3 uptake, diffusion
between layers and
reactions with
unsaturated organic
compounds
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v b

Laminar 1 mm layer in direct
contact with the

< chamber walls and the

Well mixed
chamber volume layer
particles deposited on
the walls

Concentration gradient

Figure 2. Schematic figure which illustrates how @AM treat the diffusion limited mass
transfer of gas phase compounds across a lamiyear fext to the chamber walls. The thin (1
mm thick) air layer next to the chamber walls e&ated as a separate volume which exchange gas

phase compounds with the well mixed chamber angvéils + wall deposited particles.
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Gas phase Monomer, Dimer, NH3, HNO3, H,SO4, Zox

1
1
1
' Monomer + Monomer—> Dimer
' Monomer + Z,, > Ox. Prod.
1
|
1
1

1

1

1

1

1

1

1

_$-=

Near surface gas phase Monomer, Dimer, NHs, HNO3, H;SO4 X

Monomer + Monomer—> Dimer E

Sorption I/aT\yer Zox <> Zs Monomer + Zo = Ox. Prod. A !
Surface-bt\ﬁk Monomer + Monomer + H* = Dimer v

Dimer - Monomer + Monomer
Monomer+ Z,, = Ox. Prod.
Salt(s) €<>Anion + Cation

<t

Bulk 1 Monomer + Monomer + H" > Dimer
Dimer - Monomer + Monomer
Monomer+ Z,, - Ox. Prod.
Salt(s) €<>Anion + Cation

<

s

Bulk n-1 Monomer + Monomer + H" > Dimer
Dimer - Monomer + Monomer
Monomer+ Z,, - Ox. Prod.
Salt(s) €>Anion + Cation

Bulk n Monomer + Monomer + H* = Dimer
Dimer - Monomer + Monomer
Monomer+ Z,, - Ox. Prod.
Salt(s) €<>Anion + Cation

Figure 3. Schematic picture which illustrates thedei structure and processes included in the
kinetic multilayer model in ADCHAM. The double aws represent the mass transport between

the layers.
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Figure 4. Modelled and measured (Vaden et al., P@taporation losses of DOP particles of
different initial diametersThe model results are from simulations with (1) B@.and a laminar

layer width of 0.1 cm adjacent to the charcoal demysolid lines), and (2) Eg. 31 and a laminar
layer of 0.6 cm (dashed lines). The measurementgigen by the solid circles. In the model the

DOP mass accommodation coefficient was one.
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Figure 5. Modelled and measured (Vaden et al., P6%aporation rates of freshipinene SOA.
(a) Model results for SOA particles with volatilitceording to the VBS parameterization from
Pathak et al. (2007)b) Model results are from simulations with MCMv3.2davapour pressures
estimated with SIMPOL.d) Model results using vapour pressures estimatéd the Nannoolal
method. The evaporation loss rates are given fdicfes with a diameter of ~160 and ~250 nm,
treated as liquid (1) or solid (s) (no diffusiontlween the particle layers). The reversible gas-wall

partitioning of alla-pinene oxidation products onto the smog chamb#oiievalls was modelled

with kg, =1/2000 § and C,,/ (M, )=100umol m®,
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Figure 6. Measured (Vaden et al., 2011) and modiei@poration losses for particles composed

of approximately equal amount of dimer and mono®&A, prior to the introduction in the

charcoal denuder chamber. The saturation vapowsspres were calculated with SIMPOL,
Do,monomer= 2X10™ cn s, Dgimer= 2x10% cn? s?, ks = 10?% moleculed cn? s?, ky = 1/10 R,
no phase separation andk@,v* = 1/2000 8. The results are given both for fresh and aged

particles with a diameter of ~160 nm and ~250 respectively.
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Figure 7. Measured (Vaden et al., 2011) and modeieaporation loss rates for semi-solid tar
like particles Do,monomer=5x10"" cn? s and Dyiigomer=0 cnf ). The fresh SOA particles are

composed of short lived dimers (~20 mass %) and lwed dimers (2.19 and 1.44 mass % for
160 nm and 250 nm particles, respectively) (see BB), before they are introduced in the
charcoal evaporation chamber. The saturation vapoessures were calculated with SIMPOL
andkgy = 1/1000 &.
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oxidation experiments by Na et al. (2007).
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Figure 9. Comparison of modelled and measured S@8snand mass yields at different initial
levels of NH(g). In Fig.a) the model results are from simulations with vappressures from
SIMPOL, activity coefficients from AIOMFAC and vestow mixing between the particle layers
(base case), in Fidp) the results are from simulations with vapour puees from Nannoolal et
al. (2008), activity coefficients from AIOMFAC anakry slow mixing between particle layers, in
Fig. c) the results are from simulations with vapour puees from SIMPOL, unity activity
coefficients (ideal solution) and very slow mixibgtween the particle layers, and in Fiy.the
model results are from simulations with vapour poess from SIMPOL, activity coefficients
from AIOMFAC and semi-solid less viscous particlesth Do,monomer soa=10" cnf s?,

- 13 -1 _ -1
Do,ammonium=10"% cn? s* andDonarcos=0 cnf s,
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Figure 10. Modelled SOA mass formation tepinene — @ — NH; — CO experiments with 200
ppb NH; added at the start or after 6 hours of aging. dfosimulations SIMPOL was used to
estimate the vapour pressures of the organic congsod’ he SOA patrticles were either treated as
completely solid (no mixing between particle laye(simulation 1-4) or semi-solid with
Do,monomer soa=10" cnf %, Do, ammoniun=10"2 cn? s* andDg,nHarcos=0 cnf s (simulation 5). For
simulation 2 and 3 we assume that the;REOO salts form a separate phase which other

organic compounds cannot dissolved into.
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distances from the particle core, feipinene SOA particles with a diameter of approxehat

240 nm after 1 hour and 280 nm after 6 hours aigagihe model results are from three different

simulations with an initial [Nk{g)] of 50, 100 or 200 ppb. The SOA particles wassumed to

be semi-solid wittDg,monomer. s0a=10" cn? s*, Do,ammoniun=10"2 cn? s* and Do,nnarcos=0 cnf s
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Figure 12. Modelled deposition and coagulationdsssf (NH),SO, seed aerosol particles in the
Lund University 6 m Teflon chamber. We used a friction velocity of ®.61/s and a mean
electrical field strength of 50 V c¢fn The chamber volume loss rate was set to & The
shown model results are both for the particle cotre¢ions in the air (with or without
coagulation) and on the particle walls. Figaeshows the modelled and measured particle
number size distributiond) effective wall loss rates (modelled),number concentration art)

volume concentration.
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Figure 13. Modelled and measured gas phase coatens from them-xylene oxidation
experiment by Nordin et al. (2013). Figural gives the modelled and measured NO,,NGy
and m-xylene concentration, respectively. Figued shows the modelled OH and HONO
concentrations. The model results are from simuhatiwith: 1) the original MCMv3.2 gas phase
chemistry, 2) with MCMv3.2 gas phase chemistry andrtificial OH source of f&n? s*, and
3) with MCMv3.2 gas phase chemistry, the artifi€di source and wall emissions of HONO.
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Figure 14. Modelled and measured volume conceaftratof (seed aerosol + SOA coating)
during them-xylene oxidation experiment by Nordin et al. (2R1Bhe model results are given
both for the particles in the air and for thoset thave deposited on the chamber walls. The
results in § are from simulations with a laminar layer widthx] of 0.1 cm adjacent to the
chamber walls and a first order loss rate fromribar wall gas phase to the wakg,.f) of 1/20 $

! The results ink) are from simulations with Ax of 1.0 cm and &, Of 1/6 s'. The figures
show both the results from simulations without ethwheterogeneous reactions betweera@d

unsaturated organic compounds, (=10"° moleculed cnt’ s* and D, =10° cnf s%).
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Figure 15. Modelled and measured volume conceatrsit{seed aerosol + SOA coating) during

the mxylene oxidation experiment from Nordin et al. 13). The model results are from

simulations with relative rapick{=10%* moleculed cnt s*) peroxyhemiacetal and hemiacetal

formation, Ax = 0 or 0.1 cm andtgw = 0 or 1/15 3. The model results are given both for the

particles in the air and the particles depositetherchamber walls.
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Figure 16. Modelled and measured (wall loss coe®cEOA mass during the-xylene

oxidation experiment by Nordin et al. (2013). Thed®al results are from simulations without
wall losses to the chamber walls. The simulatioasavperformed with the SIMPOL vapour
pressure method without or with heterogeneous imacbetween @and the unsaturated organic
compounds K, =10"° molecules cnt’ s* and D, , =10° cnf s), the Nannoolal vapour
pressure method and heterogeneous reactions be@year the unsaturated organic
compounds, the semi-empirical parameterizations fig et al. (2007), and the SIMPOL vapour
pressure method and peroxyhemiacetal and hemiatigtat formation ¥ =10%2 moleculed

cm® s).
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