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Abstract 27 
Simulations of the dust cycle and its interactions with the changing Earth system are hindered by 28 
the empirical nature of dust emission parameterizations in weather and climate models. Here we 29 
take a step towards improving dust cycle simulations by using a combination of theory and 30 
numerical simulations to derive a physically-based dust emission parameterization. Our 31 
parameterization is straightforward to implement into large-scale models, as it depends only on 32 
the wind friction velocity and the soil’s threshold friction velocity. Moreover, it accounts for two 33 
processes missing from most existing parameterizations: the increased scaling of the dust flux 34 
with wind speed as a soil becomes less erodible, and a soil’s increased ability to produce dust 35 
under saltation bombardment as it becomes more erodible. Our treatment of both these processes 36 
is supported by a compilation of quality-controlled vertical dust flux measurements. 37 
Furthermore, our scheme reproduces this measurement compilation with substantially less error 38 
than the existing dust flux parameterizations we were able to compare against. A critical insight 39 
from both our theory and the measurement compilation is that dust fluxes are substantially more 40 
sensitive to the soil’s threshold friction velocity than most current schemes account for. 41 

 42 
  43 
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1. Introduction 44 
The emission of mineral dust aerosols produces important impacts on the Earth system, for 45 
instance through interactions with radiation, clouds, the biosphere, and atmospheric chemistry 46 
(e.g., Miller and Tegen (1998), Jickells et al. (2005), Cwiertny et al. (2008), Creamean et al. 47 
(2013)). The inclusion of an accurate dust cycle in climate and weather models is thus critical. 48 
Yet, the current generation of dust modules shows substantial disagreements with measurements 49 
(Cakmur et al., 2006; Huneeus et al., 2011; Evan et al., 2014), and commonly uses semi-50 
empirical “dust source functions” to help parameterize dust emission processes (e.g., Ginoux et 51 
al. (2001), Tegen et al. (2002), Zender et al. (2003b)).  52 

Here we aim to improve the dust cycle’s representation in weather and climate models, in 53 
particular for climate regimes other than the current climate to which most models are tuned 54 
(Cakmur et al., 2006). We do so by presenting a physically-based theory for the vertical dust flux 55 
emitted by an eroding soil. The functional form of the resulting dust flux parameterization is 56 
supported by a compilation of quality-controlled dust flux measurements, and our new 57 
parameterization reproduces these measurements with substantially less error than the existing 58 
parameterizations we are able to test against. Moreover, our new parameterization is relatively 59 
straightforward to implement since it uses only variables that are readily available in weather and 60 
climate models. A critical insight from the theory is that the dust flux is substantially more 61 
sensitive to changes in the soil state than most climate and weather models account for.  62 

We derive our new dust emission parameterization in Section 2, after which we compare our 63 
parameterization’s predictions against a compilation of quality-controlled vertical dust flux 64 
measurements in Section 3. We discuss the implications of the new parameterization and 65 
conclude the article in Section 4. 66 
 67 
2. Derivation of physically-based dust flux parameterization 68 
Because of their small size, dust particles in soils (< 62.5 μm diameter (Shao, 2008)) experience 69 
cohesive forces that are large compared to aerodynamic and gravitational forces. Consequently, 70 
dust aerosols are usually not lifted directly by wind (Gillette et al., 1974; Shao et al., 1993; Sow 71 
et al., 2009) and instead are emitted through saltation, in which larger sand-sized particles (~70 – 72 
500 µm) move in ballistic trajectories (Bagnold, 1941; Shao, 2008; Kok et al., 2012). Upon 73 
impact, these saltating particles can eject dust particles from the soil, a process known as 74 
sandblasting. Moreover, some saltating particles are actually aggregates containing dust 75 
particles. Upon impact, these aggregates can also emit dust aerosols (Shao et al., 1996). 76 

We aim to obtain an analytical expression that captures the main dependencies of the emitted 77 
flux of dust aerosols on wind speed and soil properties. An important limitation is that, to allow 78 
implementation into climate models, this expression can only use parameters that are globally 79 
available. Our approach to achieve this objective combines a theoretical derivation with 80 
numerical simulations of dust emission. We start in the next section by providing a basic 81 
theoretical expression for the vertical dust flux, after which we derive the three main variables in 82 
this expression in the three subsequent sections. We then combine all these components together 83 
to give the full dust emission parameterization in Section 2.5. 84 
 85 
2.1 Basic theoretical expression of the vertical dust flux 86 
The starting point of our theory is the insight that a saltator impact will produce dust emission 87 
only if a threshold impact energy is exceeded (Rice et al., 1999), with the nature and value of this 88 
threshold depending on the soil type and state. For instance, for a soil with only a small fraction 89 
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of suspendable particles, much of the dust is present as coatings on larger sand particles (Bullard 90 
et al., 2004), such that the relevant threshold is likely the energy required for rupturing these 91 
coatings (Crouvi et al., 2012). Conversely, for a soil containing a large fraction of suspendable 92 
dust particles, the threshold for fragmentation of brittle dust aggregates could be most important 93 
(Kok, 2011b). Since the theoretical size distribution predicted by brittle fragmentation theory is 94 
in good agreement with dust size distribution measurements (Albani et al., 2014; Mahowald et 95 
al., 2014; Rosenberg et al., 2014), and its implementation into large-scale models improves 96 
agreement with other measurements of the dust cycle (Johnson et al., 2012; Nabat et al., 2012; Li 97 
et al., 2013; Evan et al., 2014), the threshold for fragmentation of soil dust aggregates might be 98 
the most relevant threshold for dust emission under many conditions. For simplicity, we thus 99 
assume that the energy required for dust aggregate fragmentation is globally the most relevant 100 
dust emission threshold, but we note that the functional form of the dust flux parameterization 101 
derived below is likely relatively insensitive to the chosen threshold process (see further 102 
discussion in Section 3.6). 103 

Following the discussion above, the vertical dust flux Fd (kg m-2 s-1) generated by a soil during 104 
saltation can be written as 105 

εfragfragsbared mfnfF = , (1)   
where fbare is the fraction of the surface that consists of bare soil, ns is the number of saltator impacts 106 
on the soil surface per unit area and time, ffrag is the average fraction of saltator impacts resulting 107 
in fragmentation, mfrag is the mean mass of emitted dust produced per fragmenting impact, and ε 108 
is the mass fraction of emitted dust that does not reattach to the surface and is transported out of 109 
the near-surface layer where it can be measured (Gordon and McKenna Neuman, 2009). Since ε 110 
likely depends predominantly on the flow immediately above the surface, which remains relatively 111 
constant with wind speed (Ungar and Haff, 1987; Shao, 2008; Kok et al., 2012), we expect ε to be 112 
approximately constant for different wind conditions for a given soil. Finally, we obtain ns from 113 
the balance of horizontal momentum in the saltation layer (Shao et al., 1996; Kok et al., 2012), 114 

( )
imps

stsns
s vm

Cn ττ −
= , 

(2)  

where sτ  denotes the wind stress exerted on the bare soil, and stτ  denotes the threshold value of sτ  115 
above which saltation occurs. Furthermore, ms and 

impv  are the mean saltator mass and impact 116 
speed, and the constant Cns ≈ 2 (Kok et al., 2012). Substituting Eq. (2) into Eq. (1) yields 117 

( )
frag

imp

stsns
claybared f

v
CffF ττγε −

= , 
(3)  

where we assumed that mfrag/ms = γfclay. That is, we assumed that mfrag/ms scales with the volume 118 
fraction of the soil that contributes to the creation of dust aerosols (Sweeney and Mason, 2013). 119 
The size limit of dust relevant for climate is usually taken as ~10 µm (Mahowald et al., 2006; 120 
Mahowald et al., 2010), but since the mass fraction of soil particles ≤10 µm is not available on a 121 
global scale, we instead use the soil clay fraction (fclay; ≤2 µm diameter), which is globally 122 
available (FAO, 2012). The dimensionless coefficient γ likely depends on the relative sizes of soil 123 
dust aggregates and saltators. Because many saltators are aggregates (Shao, 2008), we expect only 124 
modest variations in γ between soils and take it as a constant. 125 

Since we thus expect variations of γ and ε with wind and soil conditions to be less important 126 
(see above), we seek to understand the dependence of sτ , 

impv , and ffrag on wind and soil 127 
conditions in order to complete our theoretical expression for Fd. In the next three sections, we 128 
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derive these dependencies through a combination of insights from previous studies, new 129 
theoretical work, and simulations with the numerical saltation model COMSALT (Kok and 130 
Renno, 2009). 131 
 132 
2.2 Friction velocity and the wind stress τs on the bare soil surface 133 
The dust flux emitted by an eroding soil depends on both the soil’s properties and on the wind 134 
shear stress τ exerted on the surface (Marticorena and Bergametti, 1995; Shao et al., 1996; Alfaro 135 
and Gomes, 2001; Shao, 2001; Klose and Shao, 2012; Kok et al., 2012). This shear stress is 136 
characterized by the friction velocity, which is defined as (e.g., Bagnold (1941); Shao (2008); 137 
Kok et al. (2012)) 138 

a*' ρτ=u , (4)   

where ρa is the air density. Dust emission often occurs in the presence of non-erodible elements 139 
such as rocks and vegetation. Thus, τ can be partitioned between the stress Rτ exerted on non-140 
erodible roughness elements and the stress sτ  exerted on the bare erodible soil; only sτ  produces 141 
dust emission (Raupach et al., 1993; Shao et al., 1996). In analogy with Eq. (4), we define the 142 
soil friction velocity corresponding to τs as 143 

abare

s
* ρ

τ
f

u = , (5)  

where fbare is the fraction of the surface that consists of bare, erodible soil (note that fbare 144 
corresponds to the quantity S’/S in the terminology of Raupach (1992)).The soil friction velocity 145 
u* can be derived from u*’ using knowledge of the soil’s roughness elements - fbare, the 146 
aerodynamic roughness length, and/or the spatial distribution and size of roughness elements - 147 
through the use of a drag partitioning model (e.g., Raupach et al. (1993), Marticorena and 148 
Bergametti (1995), Okin (2008)) that yields the stress sτ  exerted on the bare erodible soil.  149 

Equation (5) thus accounts for the effect of wind momentum absorption by non-erodible 150 
roughness elements on aeolian transport through the wind stress on the bare soil, as captured by 151 
the soil friction velocity u*. However, with the exception of Okin (2008), most previous studies 152 
have accounted for the effects of roughness elements by using the ratio of sτ /τ to scale the value 153 
of the threshold friction velocity u*t’ at which transport is initiated (Raupach et al., 1993; 154 
Marticorena and Bergametti, 1995). Although phenomenologically correct, the result of this 155 
approach is that, in the presence of non-erodible roughness elements, the quantity '2

*auρ  156 
overestimates the wind shear stress exerted on the bare soil. For instance, Marticorena and 157 
Bergametti (1995) equate the wind stress driving saltation to ( )2'

t*
2'

*asand uu −= ρτ  (see Eq. 24 in 158 

MB95), rather than ( ) ( )2
t*

2
*astssand uu −=−= ρτττ  (Owen, 1964), where the soil threshold friction 159 

velocity u*t is defined in more detail in the next paragraph. Therefore, using u*’ and u*t’ to 160 
parameterize saltation properties likely results in an overestimation of aeolian transport in the 161 
presence of non-erodible roughness elements (Webb et al., 2014), which our approach avoids. 162 

In analogy to the threshold friction velocity u*t’, the soil threshold friction velocity u*t is the 163 
minimum value of u* for which the bare soil experiences erosion. u*t depends on both the 164 
properties of the fluid and on the gravitational and interparticle cohesion forces that oppose the 165 
fluid lifting of sand particles that initiates saltation (Shao and Lu, 2000; Kok et al., 2012). In 166 
principle, u*t can be estimated from dust or sand flux measurements, as long as a correction is 167 
made for the presence of non-erodible elements, as discussed above and in the Supplement. 168 
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However, the theoretical interpretation of this threshold is complicated by several factors. For 169 
instance, the threshold friction velocities at which saltation is initiated (the fluid or static 170 
threshold u*ft) and terminated (the impact or dynamic threshold u*it) are not equal. For most 171 
conditions, the impact threshold is thought to be smaller than the fluid threshold, of the order of 172 
~85 % (Bagnold, 1941; Kok, 2010). Moreover, spatial and temporal variations in soil conditions 173 
(Wiggs et al., 2004; Barchyn and Hugenholtz, 2011), as well as large variations in instantaneous 174 
wind speed for a given friction velocity (Rasmussen and Sorensen, 1999), make it such that there 175 
is generally not a clear value of u* above which saltation does and below which it does not occur 176 
(Wiggs et al., 2004). Despite these problems, we neglect here for simplicity the temporal and 177 
spatial variability of u*t and also assume that u*t = u*ft = u*it, as previous dust emission 178 
parameterizations have also done (e.g., Gillette and Passi (1988), Shao et al. (1996), Marticorena 179 
and Bergametti (1995)). 180 

In addition to u*t, we define the standardized threshold friction velocity (u*st) as the value of 181 
u*t at standard atmospheric density at sea level (ρa0 = 1.225 kg/m3). Consequently, u*st is not only 182 
independent of the presence of roughness elements, but is also invariant to variations in ρa, and is 183 
thus equal for similar soils at different elevations. Therefore, u*st is a measure of the soil’s 184 
susceptibility to wind erosion that depends on the state of the bare soil only. Since at* ρ∝u  185 
(e.g., Bagnold (1941)), 186 

a0at*st* ρρuu ≡ . (6)  
We hypothesize that u*st is a proxy for many of the soil properties known to affect dust emission, 187 
including soil cohesion, size distribution, and mineralogy (Fecan et al., 1999; Alfaro and Gomes, 188 
2001; Shao, 2001). That is, although we do not understand in detail the effect of each of these soil 189 
properties on the dust flux (Shao, 2008), changes in soil properties that decrease the dust flux tend 190 
to also increase u*st. Consequently, it is possible that u*st can be used to partially account for the 191 
poorly understood effect of these soil properties on the dust flux. 192 
 193 
2.3 The mean saltator impact speed (

impv ) 194 
After saltation has been initiated by the aerodynamic lifting of surface particles, new particles 195 
are brought into saltation primarily through the ejection, or splashing, of surface particles by 196 
impacting saltators (Ungar and Haff, 1987; Duran et al., 2011; Kok et al., 2012). (Note that this 197 
is only correct for soils with a sufficient supply of loose sand particles. The present theory is not 198 
valid for soils that instead are supply-limited, which we discuss in further detail in Section 3.6) 199 
Saltation is thus in steady state when exactly one particle is ejected from the soil bed for each 200 
particle impacting it. Since the number of splashed particles increases with the impacting 201 
saltator’s speed (Kok et al., 2012), this condition for steady state is met at a particular value of 202 

impv . Consequently, theory and measurements indicate that 
impv  is independent of u* for steady-203 

state saltation (Ungar and Haff, 1987; Duran et al., 2011; Kok, 2011a; Kok et al., 2012) 204 
(Supplement Fig. S1). 205 

Although 
impv  is independent of u*, it does depend on soil properties. In particular, the soil’s 206 

saltation threshold sets the wind speed in the near-surface layer (Bagnold, 1941), which in turn 207 
determines the particle speed (Duran et al., 2011; Kok et al., 2012). To first order then,  208 

st*vimp uCv = , (7)  
where Cv ≈ 5 since impv ≈ 1 m/s for loose sand with u*st ≈ 0.20 m/s (Supplement Fig. S1). 209 
 210 

6 
 



2.4 The fragmentation fraction (ffrag) 211 
An impacting saltator can fragment a dust aggregate in the soil if its impact energy exceeds a 212 
certain threshold (Kun and Herrmann, 1999; Kok, 2011b). The threshold impact energy per unit 213 
area ψ (J/m2) required to fragment a soil dust aggregate scales with the sum of the energetic 214 
cohesive bonds Ecoh between the constituent particles that make up the aggregate (Kun and 215 
Herrmann, 1999). That is, 216 

2
scoh / DE∑∝ψ , (8)  

where Ds is the saltator size, and the sum is over all interparticle bonds in the aggregate. 217 
Measurements and theory suggest that (Shao, 2001) 218 

2
ccoh DE β∝ , (9)  

where Dc is the typical size of a constituent particle of the dust aggregate. The parameter β (J/m2) 219 
scales the interparticle force, which is the sum of a complex collection of individual forces, 220 
including van der Waals, water adsorption, and electrostatic forces (Shao and Lu, 2000). 221 
Consequently, β depends on the state of the soil, including soil moisture content, mineralogy, and 222 
size distribution. Since the number of bonds in the aggregate scales with 3

c
3
ag / DD , where Dag is 223 

the aggregate size, Eq. (8) becomes 224 
( )c

2
s

3
ag DDDβψ ∝ , (10)  

For highly erodible, dry soils, β = β0 ≈ 1.5 × 10-4 J/m2 (Shao and Lu, 2000; Kok and Renno, 225 
2006). Experiments suggest that most typical saltator impacts (i.e., Ds = 100 µm and vimp = 1 226 
m/s) eject dust for such highly erodible, dry soils (Rice et al., 1996), yielding 0ψ ≈ 0.1 J/m2. 227 
Thus, 228 

βψ ψ
~~ c= , (11)  

where 0/~ ψψψ =  and 0/~ βββ = . The dimensionless parameter cψ is of order unity and depends 229 
on the soil size distribution since it scales with ( )c

2
s

3
ag DDD . In particular, because saltators are 230 

often aggregates (Shao, 2008), with both Dag and Ds having typical sizes of the order of 100 µm 231 
(Shao, 2001), the leading order scaling is likely cψ ~ Dag/Dc. Here we take cψ as a constant, both 232 
because there are insufficient vertical dust flux data sets available that report a detailed soil size 233 
distribution, and because global soil data sets are not nearly detailed enough to represent spatial 234 
and temporal variability in the soil size distribution.  235 

Since the soil’s standardized threshold friction velocity (u*st) depends on the strength of 236 
interparticle forces (Shao and Lu, 2000), ψ must increase monotonically with u*st (Shao et al., 237 
1996). This is intuitive: soils that are more erosion resistant, for example with strongly-bound 238 
soil aggregates due to surface crusts or high moisture content, require a larger impact energy to 239 
fragment (Rice et al., 1996; Rice et al., 1999). For such soils, wind tunnel experiments show that 240 
only a small fraction of saltator impacts produce dust emission (Rice et al., 1996).  241 

We calculate the fragmentation fraction ffrag from the overlap between the probability 242 
distributions of ψ  and the saltator impact energy per unit area Eimp. Since ψ is the sum of a large 243 
number of individual cohesive bonds, its probability distribution Pψ(ψ) is normally distributed 244 
per the central limit theorem (Kallenberg, 1997), with a mean ψ  and standard deviation σψ. The 245 
total fraction of saltator impacts that produces dust emission through fragmentation then equals 246 

( ) ( ) ( ) imp

E
dE

E
EPdEdPEPf ∫∫ ∫

∞∞























 −
+==

0
ψ

imp
impEimpimp0 0 ψimpEimpfrag 2

erf
2
1

2
1imp

σ

ψ
ψψ , 

 

(12)  
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where erf is the error function, which results from the integration of the normally-distributed ψ.  247 
 248 
2.4.1 Determining PEimp with the numerical saltation model COMSALT. In order to calculate 249 
ffrag with Eq. (12), we require the probability distribution of saltator impact energies (PEimp) for 250 
given values of u*, β, and Ds, which we obtain through simulations with the numerical saltation 251 
model COMSALT (Kok and Renno, 2009). This model explicitly simulates the trajectories of 252 
saltators due to gravitational and fluid forces, and accounts for the stochasticity of individual 253 
particle trajectories due to turbulence and collisions with the irregular soil surface. Moreover, 254 
COMSALT simulates the retardation of the wind profile by the drag of saltating particles, which 255 
is the process that ultimately limits the number of particles that can be saltating at any given 256 
time. Finally, in contrast to many previous models, COMSALT includes a physically-based 257 
parameterization of the ejection (‘splashing’) of surface particles, based on conservation of 258 
energy and momentum (Kok and Renno, 2009). Because of this explicit inclusion of splash, as 259 
well as other improvements over previous studies, COMSALT is the first numerical model 260 
capable of reproducing a wide range of measurements of naturally occurring saltation. 261 

Since COMSALT was developed for saltation of soils made up of loose sand, it must be 262 
adapted in order to simulate saltation over dust-emitting soils. For soils made up of loose sand, 263 
the splashing of new saltating particles is constrained predominantly by the momentum 264 
transferred by impacting saltators (Kok and Renno, 2009). That is, the total momentum of 265 
splashed particles scales with the impacting saltator momentum (Beladjine et al., 2007; Oger et 266 
al., 2008). For dust emitting soils, this situation is likely different, because saltating particles are 267 
more strongly bound in the soil by cohesive forces (Shao and Lu, 2000; Kok and Renno, 2009). 268 
We therefore assume that, for dust emitting soils, the number of particles splashed by an 269 
impacting saltator scales with its impacting energy (Shao and Li, 1999). Furthermore, in order 270 
for a saltating particle to eject another saltator from the soil, the impact must be sufficiently 271 
energetic to overcome the cohesive the bonds with other soil particles. Therefore, the larger the 272 
soil cohesive forces, the stronger the cohesive binding energy Ecoh,s with which sand-sized 273 
particles are bonded to other soil particles, resulting in a smaller number of splashed saltating 274 
particles N. That is, 275 

scoh,

2
imps 2/

E
vm

N ∝ , 
(13)  

Since Ecoh,s scales with 2
sDβ (see Eq. (9) and (Shao, 2001)), Eq. (13) becomes 276 

β
ρ 2

impsp
E

vD
aN = , 

(14)  

where ρp ≈ 2650 kg/m3 is the density of the saltating particle (Kok et al., 2012), and the 277 
dimensionless parameter Ea scales the number of splashed particles. We obtain Ea = 6.1∙10-5 by 278 
forcing the minimum u* for which saltation can occur in COMSALT with β = β0 to equal the 279 
minimal value of u*st for an optimally erodible soil. We define this minimal value as u*st0, and 280 
measurements show that u*st0 ≈ 0.16 m/s for a bed of 100 µm loose sand particles (Bagnold, 281 
1941; Iversen and White, 1982; Kok et al., 2012). 282 

Other parameters of the splash process, such as the speed of splashed particles, the 283 
coefficient of restitution, and the probability that an impacting saltator does not rebound, are 284 
treated as described in Kok and Renno (2009). We thus neglect any change in these parameters 285 
with changes in soil cohesion since there is very little experimental data available to account for 286 
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any such dependences (O'Brien and McKenna Neuman, 2012). COMSALT also computes the 287 
soil’s standardized threshold friction velocity u*st as the minimum value of u* at which saltation 288 
can be sustained for a given value of β, following the procedure outlined in Kok and Renno 289 
(2009). 290 

COMSALT simulations of PEimp show that, although the mean saltator impact speed ( impv ) 291 
remains approximately constant with u* (see above), the distribution of Eimp does not (Fig. 1). 292 
Because the total drag exerted by saltators on the flow increases with u*, the wind profile lower 293 
in the saltation layer is relatively insensitive to u* (Owen, 1964; Ungar and Haff, 1987; Duran et 294 
al., 2011; Kok et al., 2012).Conversely, the wind speed higher up in the saltation layer does 295 
increase with u* (Bagnold, 1941), which causes the speed and abundance of energetic particles 296 
moving higher in the saltation layer to also increase. This causes a non-linear increase in the 297 
high-energy tail of PEimp with u* (Fig. 1; also see Duran et al. (2011) and Kok et al. (2012)). 298 

 299 
2.4.2 Dependence of ffrag on u* and u*st. Since we can obtain PEimp for given values of u*, Ds, 300 
and β (and thus u*st) from COMSALT simulations, we can use Eq. (12) to determine ffrag for 301 
given values of cψ and σψ. Given that the exact values of cψ and σψ for any particular soil are 302 
unknown, our objective in using Eq. (12) is to understand the functional form of the dependence 303 
of ffrag, and thus Fd, on u* and u*st. To understand these dependencies, we consider the 304 
distributions of Eimp and ψ for two limiting cases: a highly erodible and an erosion-resistant soil 305 
(Fig. 1). For a highly erodible soil, a large fraction of saltator impacts can be expected to produce 306 
fragmentation (Rice et al., 1996 and Fig. 1a), such that ψ~impE . In this case, the value of ffrag is 307 
thus approximately constant with u* (Fig. 1c). Conversely, when the soil is erosion-resistant, 308 

ψ<<impE , and only the high-energy tail of the impact energy distribution results in dust 309 
emission through fragmentation (Fig. 1b). Since this high-energy tail increases sharply with u*, 310 
ffrag also increases sharply with u* (Fig. 1c). Consequently, Fd scales more strongly with u* for 311 
erosion-resistant than for highly erodible soils. 312 

Our results thus show that ffrag depends on both u* and u*st (Fig. 1c). Since ffrag is 313 
dimensionless, its dependency on u* and u*st should take the form of the non-dimensional ratios 314 
that capture the physical processes determining ffrag (Buckingham, 1914). That is, ffrag should 315 
depend only on (i) the dimensionless friction velocity u*/u*t, which sets the increase of the high-316 
energy tail (Fig. 1), and (ii) the dimensionless standardized threshold velocity u*st/u*st0, which 317 
sets the soil’s susceptibility to wind erosion. From Fig.1c, we infer 318 

α









=

t*

*
frfrag u

uCf . 
(15)  

Since this power law accounts for the dependence of ffrag on u*/u*t, the dimensionless 319 
fragmentation constant Cfr and exponent α must depend only on the other dimensionless number, 320 
u*st/u*st0

 (Buckingham, 1914). Since highly erodible soils with u*st = u*st0 have α ≈ 0 (Fig. 1), we 321 
hypothesize that 322 








 −
=

st0*

st0*st*

u
uuCαα , 

(16)  

where Cα is a dimensionless constant. Equation (16) is supported by numerical simulations of 323 
ffrag for a range of plausible values of the saltator diameter Ds and the threshold fragmentation 324 
energy’s normal distribution parameters (Fig. 2a).  325 
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The proportionality constant Cfr in Eq. (15) must decrease sharply with u*st (Fig. 1c), 326 
because increases in u*st are primarily driven by increases in soil (aggregate) cohesion (Shao and 327 
Lu, 2000; Shao, 2008; Kok et al., 2012), for instance due to increases in soil moisture. Such 328 
increases in aggregate cohesion reduce the fragmentation fraction ffrag, and numerical simulations 329 
indicate that (Fig. 2b) 330 
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(17)  

where Cfr0 ≈ 0.5 is the fragmentation fraction for highly erodible soils (Fig. 1c), and Ce is a 331 
dimensionless constant. 332 
   333 

 334 
2.5 Full theoretical expression for the vertical dust flux  335 
We complete our theoretical expression by substituting Eqs. (2), (5), and (15)-(17) into Eq. (3), 336 
yielding 337 
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where  338 
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(18b)  

with vfr0nsd0 CCCC γε= . Eq. (18) thus predicts that the dust flux (Fd) scales with the soil friction 339 
velocity (u*) to the power a ≡ α + 2. We determine the dimensionless coefficients Cα, Ce, and Cd0 340 
through comparison against a quality-controlled compilation of vertical dust flux data sets in 341 
Section 3. The dimensionless dust emission coefficient Cd is independent of the soil friction 342 
velocity u*, and is thus a measure of a soil’s ability to produce dust under a given wind stress. 343 
This susceptibility to dust emission is termed the soil erodibility in the dust modeling literature 344 
(e.g., Zender et al. (2003b)), which is not to be confused with the identical term in the soil 345 
erosion literature referring more generally to the susceptibility of soil particles to detachment by 346 
erosive agents (e.g., Webb and Strong (2011)). 347 

The increase in the dust emission coefficient Cd with decreasing u*st accounts for a soil’s 348 
increased ability to produce dust under saltation bombardment as the soil becomes more erodible 349 
(i.e., its threshold friction velocity decreases). This is an important result, as this process is not 350 
included in the previous dust flux parameterizations of Gillette and Passi (1988) and Marticorena 351 
and Bergametti (1995) that dominate dust modules in current climate models (e.g., Ginoux et al. 352 
(2001), Zender et al. (2003a), Huneeus et al. (2011)). In particular, this result implies that the 353 
dust flux is more sensitive to the soil’s threshold friction velocity than climate models currently 354 
account for. We further discuss this result and its implications in Section 4 and in the companion 355 
paper (Kok et al., 2014). 356 

Note that the dust flux parameterization of Eq. (18) is considerably simpler than previous 357 
physically-based dust emission models (Shao et al., 1996; Shao, 2001). This was achieved in 358 
large part by using u*st as a measure of soil erodibility, which allowed us to substantially simplify 359 
the energetics of dust emission. Furthermore, since our parameterization’s main variables (u*, u*t, 360 
and fclay) are available in weather and climate models, its implementation is relatively 361 
straightforward, in contrast to these more complex models (Darmenova et al., 2009).  362 

 363 
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3. Assessment of parameterization performance using a quality-controlled 364 
compilation of dust flux measurements  365 
We test our proposed dust emission parameterization using a compilation of quality-controlled 366 
literature data sets. We do so by first separately testing the two main improvements of Eq. (18) 367 
over previous theories: the linear increase of the dust emission coefficient a with u*st, and the 368 
exponential decrease of the dust emission coefficient Cd with u*st. This procedure also yields 369 
estimates of the dimensionless parameters Cα, Cd0, and Ce, subsequently allowing us to directly 370 
compare the measured dust flux against the predictions of Eq. (18). 371 

The following section discusses the quality-control criteria that data sets need to meet in 372 
order to allow an accurate comparison against our theoretical expression. Section 3.2 then 373 
describes the various corrections applied to bring all data sets on an equal footing, after which 374 
Section 3.3 describes the procedure for determining the dust emission coefficient (Cd) and 375 
fragmentation exponent (α) from literature data sets of dust flux measurements. We then test the 376 
functional form of the parameterization against the estimates of Cd and α extracted from the 377 
literature data sets in Section 3.4, and test the parameterization’s predictions of the vertical dust 378 
flux against our dust flux compilation in Section 3.5. Finally, we discuss the limitations of our 379 
parameterization in Section 3.6. 380 
 381 
3.1 Data set quality-control criteria 382 

We strive to obtain a compilation of high-quality vertical dust flux measurements that we can 383 
use to test our new parameterization. We thus apply several quality-control criteria that data sets 384 
need to meet in order to be included in our compilation; these criteria are designed to ensure that 385 
the measured dust flux is governed by a soil in an approximately constant state. This is critical, 386 
because any changes in the soil state affects u*t, which is one of the main parameters in our 387 
parameterization. Since changes in the threshold friction velocity can occur on timescales as 388 
short as an hour (Wiggs et al., 2004; Barchyn and Hugenholtz, 2011), we only use data sets for 389 
which all data was taken within a limited time period of up to ~12 hours. This requirement 390 
excludes many of the data sets on which previous dust flux schemes were based, in particular 391 
data sets by Gillette (1979), Nickling and colleagues (Nickling, 1978, 1983; Nickling and Gillies, 392 
1993; Nickling et al., 1999), and Gomes et al. (2003). In addition, we require that a data set 393 
contains sufficient measurements to reliably determine the threshold friction velocity for the 394 
measurements. Furthermore, we only use data sets of natural dust emission taken in the field, 395 
because the characteristics of saltation and dust emission simulated in (portable) wind tunnels 396 
have been shown to, in some cases, be substantially different from the characteristics of natural 397 
saltation (Sherman and Farrell, 2008; Kok, 2011a). Finally, the measurements should be made 398 
for relatively homogeneous terrain, such that the soil state is spatially approximately constant. 399 
This last constraint is only required for predicting the dust emission coefficient Cd. Therefore, 400 
data sets that meet all criteria except that of homogeneous terrain (i.e., the data sets of Fratini et 401 
al. (2007) and Park et al. (2011)) are not used for comparison against the theoretical equations 402 
for Cd and Fd, but are still used for assessing the fragmentation exponent α. 403 

Our literature search for vertical dust flux measurements that met the above quality-control 404 
criteria resulted in the identification of six studies: Gillies and Berkofsky (2004) (hereinafter 405 
referred to as GB04), Zobeck and Van Pelt (2006) (ZP06), Fratini et al. (2007) (FC07), Sow et 406 
al. (2009) (SA09), Shao et al. (2011) (SI11), and Park et al. (2011) (PP11). Images of the 407 
experimental sites of these six studies are shown in Fig. 3, and the main properties of each data 408 
set are summarized in Table 1. We used the original data for each of these six studies, and 409 
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extracted 11 individual data sets from them. We describe the general procedures for correcting 410 
for differences between data sets and for extracting estimates of u*t, α, and Cd in the next two 411 
sections. A detailed description of the analysis of each individual data set is provided in the 412 
Supplement. 413 
 414 
3.2 Correcting for differences in averaging period and measured size range 415 

A critical property of dust flux data sets is the time period over which measurements are 416 
averaged. In particular, since the vertical dust flux is non-linear in the friction velocity, the 417 
averaging period needs to be consistent among data sets (Sow et al., 2009; Martin et al., 2013). 418 
In setting the averaging period, an important consideration is that the friction velocity, being a 419 
turbulence parameter, is only meaningful when obtained over averaging periods long enough to 420 
sample a sufficient range of the turbulent eddies contributing to the downward flux of horizontal 421 
fluid momentum (Kaimal and Finnigan, 1994; Namikas et al., 2003; van Boxel et al., 2004). 422 
Moreover, the averaging period needs to be short enough such that the meteorological forcing of 423 
the boundary layer, which partially sets the downward momentum transfer, remains 424 
approximately constant. A compromise between these constraints is an averaging period of 30 425 
minutes (Goulden et al., 1996; Aubinet et al., 2001; van Boxel et al., 2004; Fratini et al., 2007), 426 
which conveniently is also of the order of the typical time step in global models. We thus 427 
reanalyzed each data set using a 30 minute averaging period. In order to get maximum use out of 428 
each data set, the data were averaged over 30 minutes with a running average (e.g., a 60-minute 429 
continuous data set with 1-minute resolution yielded 31 data points).  430 

In addition to using the same averaging period for each data set, we also need to correct for 431 
differences in the measured dust size range between the data sets. We therefore corrected each 432 
data set to represent the mass flux of dust aerosols with a geometric diameter Dd between 0 - 10 433 
µm, which is a size range commonly represented in atmospheric circulation models (Mahowald 434 
et al., 2006). Several of the dust flux data sets (e.g., GB04, ZP06) reported size ranges not in 435 
terms of the geometric diameter Dd, which is defined as the diameter of a sphere having the same 436 
volume as the irregularly-shaped dust aerosol, but in terms of the aerodynamic diameter, Dae, 437 
which is defined as the diameter of a spherical particle with density ρ0 = 1000 kg/m3 with the 438 
same aerodynamic resistance as the dust aerosol (Hinds, 1999). Therefore, depending on the data 439 
set, two separate corrections need to be made: one to correct from aerodynamic diameter to 440 
geometric diameter, and one to correct the measured geometric size range to 0 – 10 µm. 441 

The geometric and aerodynamic diameters are related by (Hinds, 1999; Reid et al., 2003) 442 

ae
p

0
d DD

ρ
χρ

= , 
 

(19)  

where ρp ≈ 2.5 ± 0.2 × 103 kg/m3 is the typical density of a dust aerosol particle (Kaaden et al., 443 
2009), and χ is the dynamic shape factor, which is defined as the ratio of the drag force 444 
experienced by the irregular particle to the drag force experienced by a spherical particle with 445 
diameter Dd (Hinds, 1999). Measurements of the dynamic shape factor for mineral dust particles 446 
with a geometric diameter of ~10 µm find χ ≈ 1.4 ± 0.1 (Cartwright, 1962; Davies, 1979; 447 
Kaaden et al., 2009). Inserting this into equation (19) then yields that Dd ≈ (0.75 ± 0.04) Dae, 448 
where the standard error was obtained using error propagation (Bevington and Robinson, 2003). 449 

After converting each data set’s measured aerodynamic particle size range to a geometric 450 
size range as necessary, we corrected the measured dust flux by assuming that the size 451 
distribution at emission is well-described by the theoretical dust size distribution expression of 452 
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Kok (2011b), which is in excellent agreement with measurements. For instance, equation (6) in 453 
Kok (2011b) predicts that 71 ± 5 % of emitted dust in the geometric 0 – 10 µm size range lies in 454 
the aerodynamic 0 – 10 µm size range (which is equivalent to the geometric 0 – 7.5 ± 0.4 µm 455 
size range). We thus apply a correction factor of (0.71 ± 0.05)-1 = 1.42 ± 0.10 in order to correct 456 
a measured aerodynamic PM10 flux (e.g., GB04, ZP06) to a geometric ≤ 10 µm flux. Note that 457 
the uncertainty in the correction factor is propagated into the uncertainty on the value of Cd 458 
extracted from each data set (see the Supplement). 459 

In addition to correcting for differences between data sets in the averaging time and the 460 
measured size range, we also corrected for differences in the fetch length when possible (see 461 
Supplement text). 462 
 463 
3.3 Procedure for obtaining u*t, α, and Cd 464 

After putting all data on an equal footing using the above procedures, we extracted the 465 
parameters u*t, α, and Cd from the dust flux data sets. Because u*t is required to determine the 466 
other parameters, we first determined the soil’s threshold friction velocity for each data set. 467 

Since many field experiments did not report the threshold friction velocity, and because of 468 
differences in the definition of threshold between data sets that did report a threshold friction 469 
velocity, we estimated u*t in a similar manner for each data set as described in detail in Appendix 470 
B in the Supplement. In brief, we estimated u*t using least-squares fitting of a second order 471 
Taylor series of Eq. (22) below to saltation flux measurements within a limited range around the 472 
threshold (Barchyn and Hugenholtz, 2011). If the data set did not contain sand flux 473 
measurements, we instead used a least-squares fit of a second order Taylor series of equation 474 
(18) to measurements of the dust flux. 475 

After determining u*t in this manner, we used the following procedure to extract Cd and α 476 
from each data set’s dust flux measurements. Following Eq. (5), we start by calculating the 477 
dimensionless dust flux for each measurement of Fd at given values of u* and u*t (obtained as 478 
described below) as 479 
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(20)   

Through substitution of Eq. (18) we now obtain an analytical expression for dF~  as a function of 480 
Cd and α, 481 
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We then use least-squares fitting of Eq. (21) to the values of dF~  calculated from dust flux 482 
measurements to determine the dust emission coefficient Cd and the fragmentation exponent α, 483 
as well as their uncertainties, for each data set. The least-squares fitting procedure and the 484 
calculation of uncertainties is described in more detail in the Supplement. 485 

In addition, we obtain an independent estimate of the fragmentation exponent α, and thus the 486 
dust emission exponent a = α + 2, by using measurements of the sandblasting efficiency, which 487 
is defined as the ratio of the vertical dust flux to the horizontal saltation flux (Gillette, 1979). The 488 
sandblasting efficiency is thus defined for the data sets that reported measurements of both the 489 
dust flux and the (impact) flux of saltators at a certain height (i.e., ZP06, SA09, and SI11). This 490 
latter variable was usually measured with the Sensit piezoelectric instrument (Stockton and 491 
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Gillette, 1990), which has been shown to provide a good measure of the horizontal saltation flux 492 
(Gillette et al., 1997; van Donk et al., 2003).  493 

We extract α from measurements of the sandblasting efficiency as follows. We start with the 494 
saltation mass flux, which is given by (Bagnold, 1941; Kok et al., 2012) 495 

( )
v

LuuQ
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−= 2
t*

2
*aρ , 

 

(22)  

where L is the typical saltation hop length, and Δv is the average difference between saltators’ 496 
impact and lift-off speeds. The ratio L/Δv is thought to scale with the friction velocity, 497 
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(23)  

where the exponent r ranges from 0 (Ungar and Haff, 1987; Duran et al., 2011; Ho et al., 2011; 498 
Kok et al., 2012) to 1 (Owen, 1964; Shao et al., 1993), such that we take r = 0.5 ± 0.5. We now 499 
obtain an analytical expression for the sandblasting efficiency by combining equations (18, 22, 500 
23) 501 

ruC
Q
F −= α

*s
d , 

 

(24)  

where the dimensional constant Cs contains all parameters that do not depend on u*. We then 502 
obtain α and its uncertainty by fitting measurements of the sandblasting efficiency to the power 503 
law in u* of Eq. (24); this procedure is described in more detail in the Supplement. Note that an 504 
important advantage of the calculation of α from the sandblasting efficiency is that, unlike the 505 
calculation of α from the dimensionless dust flux described above, the result does not depend on 506 
the determination of the threshold friction velocity u*t. Therefore, errors that arise due to the 507 
procedure for assessing u*t do not affect the estimate of α derived from the sandblasting 508 
efficiency. 509 
  510 
3.4 Test of parameterization’s functional form with dust flux measurements 511 

All 11 data sets from the six studies that met the quality-control criteria discussed in Section 512 
3.1 were used to determine the fragmentation exponent α through non-linear least-squares fitting 513 
of Eq. (21) to the vertical dust flux (see Supplement Fig. S5). Furthermore, five data sets featured 514 
simultaneous dust flux and saltation flux measurements, which we used to determine α by fitting 515 
Eq. (24)  to the ratio of the vertical dust and horizontal saltation (impact) fluxes (see Supplement 516 
Fig. S6), and seven data sets were taken over spatially homogeneous terrain and thus were used 517 
to determine the dust emission coefficient Cd (see Supplement Fig. S5). 518 

The resulting analysis of the compilation of quality-controlled dust flux data sets shows an 519 
approximately linear increase in the dust emission exponent α with u*st (Fig. 4a), as predicted by 520 
Eq. (16). We obtain the dimensionless constant Cα using least-squares fitting of Eq. (16), 521 
yielding Cα = 2.7 ± 1.0. Moreover, the literature-extracted data sets show an approximately 522 
exponential decrease of the dust emission coefficient Cd with u*st, as also predicted from our 523 
theory (Eq. 18) and numerical simulations (Fig. 4b). We obtain Ce = 2.0 ± 0.3 and Cd0 = (4.4 ± 524 
0.5) × 10-5 from least squares fitting of Eq. (18b). 525 
 526 
3.5 Test of parameterization’s predictions with dust flux measurements 527 

After testing the parameterization’s functional form and determining the values of its 528 
dimensionless coefficients, we can compare the predictions of Eq. (18) against our quality-529 
controlled compilation of dust flux measurements. To avoid testing the model with the same data 530 
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used to obtain its dimensionless coefficients (see previous section), we use the cross-correlation 531 
method (e.g., Wilks (2011), p. 252-3). That is, we use the following method for each data set: 532 
first, we obtain the dimensionless coefficients using the procedure in the previous section, but 533 
without using that particular data set or any other data sets from the same study. We then use the 534 
obtained dimensionless coefficients, which are thus specific for each of the six studies in our 535 
compilation, to predict the dust flux for each of the 11 data sets in our compilation. The resulting 536 
comparison between model and measurements is reported in Fig. 5c and Table 2. 537 

For reference, we also compare against the predictions of the previous dust flux 538 
parameterizations GP88 (Gillette and Passi, 1988) and MB95 (Marticorena and Bergametti, 539 
1995). Note that we unfortunately cannot compare our measurements compilation against the 540 
physically-explicit dust flux parameterizations of Shao and colleagues (Shao et al., 1993; Shao et 541 
al., 1996; Shao, 2001), because these parameterizations use detailed soil properties that are 542 
unavailable for most data sets.  543 

The MB95 dust flux parameterization is given by 544 
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(25) 

where the threshold friction velocity u*t’ is the minimum value of the friction velocity u*’ above 545 
which the bare soil experiences erosion. The dimensionless parameter CMB is a proportionality 546 
constant, and the sandblasting efficiency η (units of m-1) depends on the clay fraction following 547 

64.13 clay10 −= fη . Note that Eq.  548 
(25) simplifies Eq. (34) in Marticorena and Bergametti (1995) by using a single value of u*t’ for 549 
the soil rather than different thresholds for different soil particle size bins. This is a common 550 
simplification necessary for the implementation of MB95 into most large-scale models (e.g., 551 
Zender et al. (2003a)). Furthermore, measurements, numerical models, and theory indicate that 552 
this simplification is actually more realistic (Bagnold, 1938; Rice et al., 1995; Namikas, 2006; 553 
Kok et al., 2012). Furthermore, note that u*t’ in MB95 is calculated through a drag partition 554 
parameterization (Eq. 20 in MB95), which we use for consistency for the comparison of MB95 555 
against the measurement compilation (see Supplement).  556 

The GP88 parameterization is given by 557 
( )*t*

4
*bareGPd /1 uuufCF −= ,        ( )t** uu > , (26) 

where CGP (kg m-6 s3) is a proportionality constant. Note that GP88 is thus formulated in terms of 558 
the soil friction velocity u* since it converts wind speed measurements taken over an airport with 559 
approximate roughness length of 1 cm to the u* over a bare eroding field with roughness length 560 
of 20 µm (p. 14,234 in GP88). 561 

Our new parameterization reproduces the compilation of dust flux measurements with 562 
substantially less error than the parameterizations of GP88 and MB95 (Figs. 5a-c, Table 2, and 563 
Fig. S3). Equation (18) also produces better agreement when each parameterization’s 564 
proportionality constant is tuned to each individual data set (Table 2 and Fig. S2).  565 

 566 
3.6 Limitations of the dust emission theory and parameterization 567 
We derived the dust emission parameterization of Eq. (18) for dust emission occurring primarily 568 
through the fragmentation of soil aggregates of dust particles by impacting saltators. 569 
Nonetheless, the main assumption used in deriving Eq. (18) is the existence of a normally-570 
distributed threshold controlling dust emission. Consequently, Eq. (18) theoretically applies to 571 
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any dust emission processes controlled by an approximately normally-distributed threshold. This 572 
point is underscored by the insensitivity of the functional form of Eqs. (16) and (17) to the 573 
threshold’s normal distribution parameters and the saltator size (Fig. 2). Examples of dust 574 
emission processes other than fragmentation that are controlled by a normally-distributed 575 
threshold could include dust emission from crusted soils (Rice et al., 1996) and from sand 576 
particles with clay coatings (Bullard et al., 2004). Since we do not know what the relative 577 
contribution of different dust emission processes is to each of the dust flux data sets used to 578 
calibrate the dimensionless coefficients in Eq. (18), it is likely that the obtained values of these 579 
coefficients represents some weighted average of the relative contribution of each dust emission 580 
process. As discussed in Section 2.2, we consider it most likely that the fragmentation process 581 
contributes the largest fraction of the dust flux for each data set. Thus, although our 582 
parameterization theoretically applies to dust emission from soils dominated by processes other 583 
than fragmentation, the dimensionless coefficients in Eq. (18) could be quite different for such 584 
soils. We are not aware of any experimental data sets that meet our quality-control criteria that 585 
could be used to estimate the dimensionless coefficients for soils for which dust emission is 586 
dominated by any specific process other than fragmentation. 587 

Furthermore, as mentioned in Section 2.2.1, our theory applies only to soils for which the 588 
saltation flux is limited by the availability of wind momentum, and are thus transport limited 589 
(e.g., Nickling and McKenna Neuman (2009)). The present theory is thus not valid for soils for 590 
which the horizontal saltation flux at a given point in time is limited by the availability of sand-591 
sized sediment. Such supply-limited soils are inherently inefficient sources of dust aerosols (Rice 592 
et al., 1996), and are thus probably less important in the global dust budget. Note that dust 593 
emission from some prominent sources can be limited by the sediments supplied to these 594 
sources, for instance through the deposition of fluvially-eroded sediment (Bullard et al., 2011; 595 
Ginoux et al., 2012). However, when substantial emission occurs from such regions, the soil is 596 
generally not supply limited at that point in time (Bullard et al., 2011), such that Eq. (18) could 597 
be used to parameterize the dust flux. 598 

Our parameterization attempts to include only the most important processes affecting the dust 599 
flux. Eq. (18) thus does not explicitly account for many other processes that might affect dust 600 
emission, including changes in the parameters γ and ε with u* and u*t, and the dependence of cψ 601 
and σψ on the soil size distribution, mineralogy, and other soil properties. Future studies should 602 
consider these effects, especially if more extensive global (or regional) soil data sets become 603 
available, or if more dust flux data sets that sufficiently characterize these soil properties become 604 
available. However, as mentioned above, many of these processes partially affect the dust 605 
emission flux Fd by increasing or decreasing u*st, such that some of their effect might be captured 606 
in the calibration of the dimensionless coefficients of Eq. (18) to our compilation of vertical dust 607 
flux data sets.  608 

Another limitation of our theory is that it does not account for dust emission due to saltator 609 
impacts that do not produce fragmentation but that nonetheless produce dust by ‘damaging’ the 610 
dust aggregate (Kun and Herrmann, 1999). It also does not account for the lowering of an 611 
aggregate’s fragmentation threshold through the rupturing of cohesive bonds by impacting 612 
saltators. These effects might dominate for very erosion-resistant soils, such as crusted soils. A 613 
further limitation of our theory is that it simplifies the energetics of dust emission by considering 614 
u*st the prime determinant of soil erodibility (Shao and Lu, 2000). Although the threshold for 615 
saltation (u*st) and the threshold energy required to fragment dust aggregates (ψ) are likely 616 
strongly coupled for many soils (Shao et al., 1993; Rice et al., 1996; Rice et al., 1999), increases 617 
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in ψ might not produce corresponding increases in u*st for some soils. An example of such a soil 618 
is a sandy soil for which dust emissions occurs primarily from the removal of dust coatings on 619 
sand grains (Bullard et al., 2004), and emission from such soils might thus be poorly captured by 620 
the present theory.  621 
 622 
4. Discussion and conclusions 623 
We have used a combination of theory and numerical simulations to derive a physically-based 624 
parameterization of the vertical dust flux emitted by an eroding soil. Our new dust flux 625 
parameterization includes two main improvements over previous schemes used in large-scale 626 
models. First, it accounts for the predicted (Figs. 1, 2a) and observed (Fig. 4a) increasing scaling 627 
of Fd with u* that occurs with increasing threshold friction velocityt; this advance helps explain 628 
the numerous observed scalings of Fd with u* (Shao, 2008; Kok et al., 2012). Second, our 629 
parameterization accounts for a soil’s increased ability to produce dust under saltation 630 
bombardment as the soil becomes more erodible (Figs. 1, 2b, and 4b). This second improvement 631 
is especially important, as it implies that previous parameterizations have underestimated the 632 
sensitivity of the dust flux to the soil’s dust emission threshold (u*st) (also see Fig. 1 in Kok et al. 633 
(2014)). This underestimation is not sensitive to the details of our parameterization because it 634 
follows directly from the energetics of dust emission: increases in soil cohesion both raise the 635 
dust emission threshold and cause dust emission to require more energy, thereby reducing the 636 
dust flux for a given saltator kinetic impact energy. Previous work by Shao and colleagues (Shao 637 
et al., 1993; Shao et al., 1996; Shao, 2001) has noted that soils with stronger interparticle forces 638 
should produce less dust per saltator impact, but this insight had not been included in dust 639 
emission parameterizations commonly implemented in large-scale models (e.g., Ginoux et al. 640 
(2001), Zender et al. (2003a), Cakmur et al. (2006), Menut et al. (2013), Zhao et al. (2013)). 641 

Partially as a result of the inclusion of these two additional physical processes, our 642 
parameterization is in better agreement with a quality-controlled compilation of dust flux 643 
measurements than the previous dust flux parameterizations of Gillette and Passi (1988) and 644 
Marticorena and Bergametti (1995) (see Fig. 5). Although our parameterization thus appears to 645 
account for more of the processes driving the dust flux than these previous parameterizations, it 646 
is straightforward to implement as it uses only variables that are readily available in weather and 647 
climate models (note that the code to implement the parameterization in the Community Earth 648 
System Model is freely available from the main author). This is made possible because of several 649 
advances and simplifications over previous theories. Arguably the main advance is that we use 650 
the soil’s standardized threshold friction velocity (u*st) as a measure of soil erodibility (i.e., the 651 
soil’s ability to emit dust), allowing us to substantially simplify the energetics of dust emission 652 
relative to previous physically-explicit schemes (Shao et al., 1996; Shao, 2001). Furthermore, 653 
many previous parameterizations used a different threshold friction velocity for each soil particle 654 
size bin. However, experiments, numerical modeling, and theory all indicate that, once the 655 
saltation threshold is exceeded, particles of a wide range of sizes are set into motion (e.g., 656 
Bagnold (1938), Rice et al. (1995), Namikas (2006), Kok and Renno (2009), Kok et al. (2012)). 657 
We therefore characterized the threshold friction velocity with a single value, which can for 658 
instance be calculated using the models of Iversen and White (1982), Fecan et al. (1999), or Shao 659 
and Lu (2000). 660 

Our result that the dust flux is more sensitive to the soil’s threshold friction velocity than 661 
most current parameterizations account for emphasizes the importance for models to accurately 662 
represent spatial and temporal variations in soil erodibility. Our parameterization provides a 663 
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convenient way of doing so through variations in the standardized dust emission threshold u*st. 664 
However, the parameterization of u*st in most models is relatively primitive (e.g., (Zender et al., 665 
2003a)). For instance, one of the main determinants of u*st is the moisture content of the top layer 666 
of soil particles. Yet, the most commonly-used parameterization of the effect of soil moisture on 667 
u*st (Fecan et al., 1999) is found to produce unrealistic results in some models, requiring the use 668 
of a tuning constant (Zender et al., 2003a; Mokhtari et al., 2012). Furthermore, effects of soil 669 
aggregation and crust formation on u*t are not included in the most widely-used global dust 670 
modules (Ginoux et al., 2001; Zender et al., 2003a; Huneeus et al., 2011). Considering the 671 
paramount importance of u*st in determining dust fluxes (see Eq. 18), an effective way to 672 
improve the fidelity of dust cycle simulations would be to develop improved parameterizations 673 
of u*st as a function of soil properties, precipitation events, atmospheric relative humidity, and 674 
other relevant parameters. Alternatively, for simulations of the current dust cycle, u*st could be 675 
remotely sensed (Chomette et al., 1999; Chappell et al., 2005; Draxler et al., 2010). Doing so 676 
requires the simultaneous determination of the threshold wind speed and the surface roughness 677 
(Marticorena et al., 2004), such that the remotely-sensed threshold wind stress can be partitioned 678 
between the portion causing dust emission ( Sτ ) and that absorbed by non-erodible elements ( Rτ ) 679 
(Raupach et al., 1993; Marticorena and Bergametti, 1995). 680 

Current large-scale models commonly use semi-empirical dust source functions (e.g., Ginoux 681 
et al. (2001), Tegen et al. (2002), Zender et al. (2003b)) to help parameterize dust emissions. The 682 
use of these source functions usually shift emissions towards the most erodible regions. Because 683 
our parameterization accounts for a soil’s increased ability to produce dust under saltation 684 
bombardment as the soil becomes more erodible, its implementation in models would also result 685 
in a shift of emissions to the most erodible regions. We therefore hypothesize that our 686 
parameterization reduces the need for empirical source functions in dust modules. We test this 687 
hypothesis in our companion paper (Kok et al., 2014). 688 
 689 
Notation 690 
a – dust emission exponent 691 

Ea – dimensionless constant scaling the number of splashed particles 692 
α – fragmentation exponent 693 
β – scales energy of energetic bond between constituent particles in dust aggregate (Ecoh), J/m2 694 
β0 – approximate value of β for an optimally erodible soil, J/m2 695 
cψ – dimensionless constant linking ψ to β 696 
Cd – dimensionless dust emission coefficient, scaling the vertical dust flux 697 
Cd0 – dimensionless constant scaling the dust emission coefficient 698 
Ce – dimensionless constant scaling the exponential decrease of Cd with u*st  699 
Cfr - dimensionless constant scaling the fragmentation fraction (ffrag) 700 
Cfr0 – value of Cfr for a highly erodible soil  701 
CGP – dimensionless constant scaling the dust flux in GP88 702 
CMB – dimensionless constant scaling the dust flux in MB95 703 
Cns – dimensionless constant scaling the number of saltator impacts (ns) 704 
Cs – dimensional constant scaling the ratio of vertical dust flux to horizontal saltation flux 705 
Cv – dimensionless constant scaling the mean saltator impact speed (

impv ) 706 
Cα - dimensionless constant scaling the fragmentation exponent (α) 707 
γ – dimensionless constant scaling the emitted dust per saltator fragmenting impact (mfrag) 708 
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Dae – dust aerosol aerodynamic diameter, m 709 
Dag – size of soil dust aggregate, m 710 
Dc – typical size of constituent particles of a soil dust aggregate, m 711 
Dd – dust aerosol geometric diameter, m 712 
Ds – Size of saltating particle, m 713 
Δv – average difference between saltators’ impact and lift-off speeds 714 
Ecoh – Energy of the energetic bond between constituent particles of soil dust aggregate, J 715 
Ecoh,s – Energy of the energetic bond between sand particles and other soil particles, J 716 
ε – mass fraction of emitted dust that does not reattach to the surface 717 
fbare – fraction of the surface consisting of bare soil 718 
fclay – soil clay fraction 719 
ffrag – average fraction of saltator impacts resulting in fragmentation 720 
Fd – vertical dust flux, kg m-2 s-1 721 

dF~ – dimensionless vertical dust flux 722 
L – typical saltation hop length 723 
mfrag – average mass of suspended dust produced per fragmenting saltator impact, kg 724 
ms – mean saltator mass, kg 725 
ns – number of saltator impacts on soil surface per unit area and time, m-2 s-1 726 
N – number of particles splashed by impacting saltator 727 
PEimp – probability distribution of saltator impact energy Eimp, J-1 728 
Pψ – probability distribution of threshold fragmentation energy ψ, J-1 m2 729 
Ρ0 –  standard density of aerosol particle, kg m-3 730 
Q – saltation mass flux, kg m-1 s-1 731 
r – exponent of u* scaling the ratio of saltating particle hop length and impact speed differential 732 
ρa –  air density, kg m-3 733 
ρa0 – air density at standard atmosphere, kg m-3 734 
ρd – density of a dust aerosol particle, kg m-3 735 
ρp – density of a saltating particle, kg m-3 736 
σψ – standard deviation of normal distribution of the threshold impact energy ψ, J m-2 737 
τ – total wind stress exerted on surface, N m-2 738 
τR – wind stress exerted on non-erodible roughness elements only, N m-2 739 
τs – wind stress exerted on bare soil only, N m-2 740 
τst – threshold wind stress exerted on bare soil above which saltation occurs, N m-2 741 
u* - soil friction velocity, derived from shear stress on bare soil τs, m s-1 742 
u*’ - friction velocity, derived from total shear stress on surface τ, m s-1 743 
u*st – the threshold friction velocity standardized to standard atmospheric density, m s-1 744 
u*st0 – the standardized threshold friction velocity of an optimally erodible soil, m s-1 745 
u*t – threshold soil friction velocity above which saltation occurs, m s-1 746 
u*t’ – threshold friction velocity above which saltation occurs, m s-1 747 

impv  - mean saltator impact speed, m s-1 748 
χ – dynamic shape factor for irregularly-shaped aerosol particle 749 
ψ – threshold impact energy per unit area required to fragment a soil dust aggregate, J m-2 750 
ψ  - mean value of normal distribution of the threshold impact energy ψ, J m-2 751 
 752 
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Tables 1038 
 1039 
Table 1. Summary of main characteristics of the quality-controlled data sets used in this study. 1040 
Data set names are defined in Section 3.1. 1041 

Study Event Measurement 
method 

Range of 
u* (m/s) 

Estimated 
u*t (m/s) 

Fetch 
length 

Event 
duration 

Number of 
data points 

Soil type (clay 
fraction in %) 

GB04 Feb 16 Gradient 
method 

0.26 – 
0.43 

0.24 ± 0.02 > 5 km 3h 51m 203 Loamy sand  
(9.1 % clay) 

GB04 March 
20 

Gradient 
method 

0.33 – 
0.62 

0.31 ± 0.02 > 5 km 2h 50m 142 Loamy sand  
(9.1 %clay) 

ZP06 March 4 Gradient 
method 

0.39 - 
0.54 

0.41 ± 0.03 200 m 4h 02m 148 Fine sandy loam 
(13% clay) 

ZP06 March 
18 

Gradient 
method 

0.38 – 
0.48 

0.36 ± 0.03 200 m 2h 26m 113 Fine sandy loam 
(13% clay) 

FC07 Event 1 Eddy 
covariance 

0.232 – 
0.693 

0.203 ± 
0.016 

> 5 km 9h 40m 57 Sand  
(< 1% clay) 

FC07 Event 2 Eddy 
covariance 

0.171 -  
0.606 

0.170 ± 
0.014 

> 5 km 11h 50m 54 Sand  
(< 1% clay) 

SA09 ME1 Gradient 
method 

0.238 – 
0.321 

0.237 ± 
0.019 

575 m 1h 57m 76 Sand  
(2.8% clay) 

SA09 CE4 Gradient 
method 

0.314 – 
0.358 

0.232 ± 
0.019 

420 m 1h 53m 61 Sand  
(2.8% clay) 

SI11 N/A Gradient 
method 

0.164 – 
0.246 

0.161 ± 
0.013 

> 1 km 7h 21m 399 Loamy sand  
(11 % clay) 

PP11 Event 1 Gradient 
method 

0.192 – 
1.444 

0.171 ± 
0.014 

> 2 km 9h 40m 50 Sand  
(4 % clay) 

PP11 Event 2 Gradient 
method 

0.218 – 
1.627 

0.197 ± 
0.016 

> 2 km 12h 50m 52 Sand  
(4 % clay) 
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Table 2. Root mean square error (RMSE) of the vertical dust flux predicted by the 1044 
parameterizations of Gillette and Passi (1988) (denoted as GP88), Marticorena and Bergametti 1045 
(1995) (MB95), and Eq. (18). RMSE values were calculated for three separate cases. For the first 1046 
case, the proportionality constant was tuned to a single value that minimized the mean RMSE for 1047 
all data sets. The resulting RMSE for this case is thus a measure of the parameterization’s ability 1048 
to reproduce variations in the dust flux due to variations in both u* and soil conditions (u*t and 1049 
fclay). For the second case, the proportionality constant in each parameterization was tuned 1050 
separately for each data set. The resulting RMSE is thus a measure of a parameterization’s ability 1051 
to reproduce the dust flux’s dependence on u* for each individual data set. Data set names are 1052 
defined in Section 3.1. 1053 

Study Event GP88, 
Case 1* 

MB95, 
Case 1* 

Eq. 18, 
Case 1  

GP88, 
Case 2† 

MB95, 
Case 2† 

Eq. 18, 
Case 2† 

GB04 Feb 16 0.400     0.182 0.739     0.203     0.181     0.182     

GB04 March 20 0.247     0.214     0.215     0.112     0.108     0.106 

ZP06 March 4 1.043     1.147     0.345     0.306     0.325     0.297     

ZP06 March 18 0.390     0.566     0.137     0.088 0.111     0.085     

FC07 Event 1 - - - 0.377     0.155     0.147     

FC07 Event 2 - - - 0.389 0.192     0.132     

SA09 ME1 0.299 0.541 0.410 0.054 0.072 0.058 

SA09 CE4 0.387     0.571     0.555     0.104     0.114     0.111     

SI11 N/A 1.286     0.382     0.101     0.161     0.107     0.099     

PP11 Event 1 - - - 0.609     0.347     0.295     

PP11 Event 2 - - - 0.656 0.356 0.333 

Average  0.579 0.515 0.357 0.278 0.188 0.168 
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Figures 1057 

 1058 
Figure 1. Probability distributions of the threshold impact energy per unit area (ψ) required for 1059 
aggregate fragmentation (solid black line), and of the saltator impact energy per unit area (Eimp) 1060 
for different values of u* (colored lines). Shown are results for (a) a highly erodible soil (u*st = 1061 
0.16 m/s) and (b) an erosion-resistant soil (u*st = 0.40 m/s). The value of ffrag increases with u* for 1062 
erosion-resistant soils, but not for highly erodible soils, as shown explicitly in (c). All plotted 1063 
energy values are normalized by ψ0, the energy per unit area of a 100 µm saltator impacting at 1 1064 
m/s, and Pψ(ψ) was calculated using cψ = 2 and ψσ 2.0ψ = . 1065 
 1066 
 1067 
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 1068 
Figure 2. Simulations of the fragmentation exponent α (a) and constant Cfr (b) with the 1069 
numerical saltation model COMSALT (Kok and Renno, 2009) for different values of the 1070 
saltating particle size (Ds) and the threshold fragmentation energy’s normal distribution 1071 
parameters (cψ and σψ). The colored dashed lines represent the best fits of the functional forms of 1072 
Eqs. (16) and (17) to the corresponding simulation results, and the solid black lines represents 1073 
the best fit to the experimental data in Fig. 4. 1074 
 1075 
 1076 

 1077 
Figure 3. The experimental field sites of the six studies in our vertical dust flux compilation: (a) Gillies 1078 
and Berkofsky (2004) (36.48º N, 117.90º W), (b) Zobeck and Van Pelt (2006) (32.27° N, 101.49° W), (c) 1079 
Fratini et al. (2007) (100.54° E, 41.88° N), (d), Sow et al. (2009) (13.5° N, 2.6° E), (e) Shao et al. (2011) 1080 
(33.85° S, 142.74° E), and (f) Park et al. (2011) (42.93° N, 120.70° E). 1081 
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 1083 

 1084 
Figure 4. Values of (a) the dust emission exponent a (= α + 2) and (b) the dust emission 1085 
coefficient Cd as a function of the standardized threshold friction velocity u*st, determined from 1086 
the analysis of available quality-controlled data sets. Open symbols refer to estimates of Cd and a 1087 
from the least-squares fit of the measured dust flux to Eq. (18), whereas filled symbols refer to 1088 
estimates of a from a least-squares fit to ratios of the measured vertical dust flux and the 1089 
horizontal saltation flux (see text for details). The dashed line indicates the best-fit forms of Eqs. 1090 
(16) and (18b), and the grey shaded area denotes one standard error from the fitted relation. Data 1091 
set names are defined in Section 3.1. 1092 
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 1094 

 1095 

 1096 
Figure 5. Comparison of measured dust fluxes with the predictions of the parameterizations of 1097 
(a) Gillette and Passi (1988), (b) Marticorena and Bergametti (1995), and (c) this study. The 1098 
proportionality constant in each parameterization was adjusted to maximize agreement with the 1099 
compilation of measurements. To prevent cluttering of the graph, only 15 representative 1100 
measurements are shown for each data set. Error bars denote uncertainty arising from the 1101 
measurement of u*t, u*, and Fd (see the Supplement). Data set names are defined in Section 3.1. 1102 
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Abstract 1115 
The complex nature of mineral dust aerosol emission makes it a difficult process to represent 1116 
accurately in weather and climate models. Indeed, both measurements and the new physically-1117 
based dust emission parameterization presented in the companion paper indicate that many large-1118 
scale models underestimate the dust flux’s sensitivity to the soil’s threshold friction velocity. We 1119 
hypothesize that this finding explains why many dust cycle simulations are improved by using an 1120 
empirical dust source function that shifts emissions towards the world’s most erodible regions. 1121 
Here, we both test this hypothesis and evaluate the performance of the new dust emission 1122 
parameterization. We do so by implementing the new emission scheme into the Community 1123 
Earth System Model (CESM) and comparing the resulting dust cycle simulations against an 1124 
array of measurements. We find that the new scheme shifts emissions towards the world’s most 1125 
erodible regions in a manner that is strikingly similar to the effect of implementing a widely-used 1126 
source function based on satellite observations by the Total Ozone Mapping Spectrometer. 1127 
Furthermore, model comparisons against aerosol optical depth measurements show that the new 1128 
physically-based scheme produces a statistically significant improvement in CESM’s 1129 
representation of dust emission, which exceeds the improvement produced by implementing a 1130 
source function. These results indicate that the need to use an empirical source function is 1131 
(partially) eliminated, at least in CESM, by the additional physics in the new scheme, and in 1132 
particular by its increased sensitivity to the soil’s threshold friction velocity. Since the threshold 1133 
friction velocity is affected by climate changes, our results further suggest that many large-scale 1134 
models underestimate the global dust cycle’s climate sensitivity. 1135 
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1. Introduction 1137 
Mineral dust aerosols affect the Earth system through a wide variety of interactions, including 1138 
scattering and absorbing radiation, altering cloud lifetime and reflectance, and serving as a 1139 
nutrient source (Martin et al., 1991; Miller and Tegen, 1998; Forster et al., 2007). Conversely, 1140 
the global dust cycle is highly sensitive to changes in climate (Tegen et al., 2004; Mahowald et 1141 
al., 2006b; Washington et al., 2009), as evidenced both by global dust deposition being several 1142 
times larger during glacial maxima than during interglacials (Rea, 1994; Harrison et al., 2001) 1143 
and by the apparent increase in global dust deposition over the past century (Prospero and Lamb, 1144 
2003; Mahowald et al., 2010). The radiative forcing resulting from such changes in the dust 1145 
cycle might have played a critical role in amplifying past climate changes (Jansen et al., 2007), 1146 
and may play an important role in present and future climate changes (Harrison et al., 2001; 1147 
Mahowald et al., 2010). 1148 

Unfortunately, an accurate quantification of dust interactions with the Earth system in past 1149 
and future climates is hindered by the empirical nature of dust emission parameterizations in 1150 
climate models. Since these parameterizations are generally tuned to reproduce the current dust 1151 
cycle (Ginoux et al., 2001; Zender et al., 2003a; Cakmur et al., 2006), applying them to a past or 1152 
future climate, with substantial differences in global circulation and land surface, could produce 1153 
large systematic errors. In particular, many dust modules in climate models use a dust source 1154 
function S (Ginoux et al., 2001; Tegen et al., 2002; Zender et al., 2003b; Grini et al., 2005; 1155 
Koven and Fung, 2008) to help account for global variations in soil erodibility (defined in the 1156 
dust modeling community as the efficiency of a soil in producing dust aerosols under a given 1157 
wind stress (Zender et al., 2003b)).  1158 

The flux of dust emitted through wind erosion in a model grid cell is thus commonly 1159 
represented by (Ginoux et al., 2001; Zender et al., 2003a; Grini et al., 2005; Colarco et al., 2014) 1160 

dtuned SFC=φ , (1)  
where Ctune is a global tuning constant, usually set to maximize agreement against observations 1161 
(Cakmur et al., 2006), and Fd is the vertical dust flux produced by an eroding soil per unit time 1162 
and area, as predicted by a dust emission parameterization such as Gillette and Passi (1988), 1163 
Marticorena and Bergametti (1995), or Kok et al. (2014). The dust source function S is a function 1164 
of latitude and longitude, and usually shifts emissions towards the world’s most erodible regions, 1165 
such as North Africa (Ginoux et al., 2001; Tegen et al., 2002; Zender et al., 2003b).  1166 

The need to use a source function to improve agreement against observations was first noted 1167 
by the pivotal study of Ginoux et al. (2001). They used the observation of Prospero et al. (2002) 1168 
that dust “hot spots” tend to be co-located with topographic depressions to design a source 1169 
function based on the relative height of a model grid cell compared to its surrounding cells. 1170 
However, some subsequent studies challenged this association of dust hot spots with topographic 1171 
depressions by Prospero et al. (2002) because (i) the used remote sensing product from the Total 1172 
Ozone Mapping Spectrometer (TOMS) is sensitive to boundary layer height, which tends to be 1173 
higher over depressions in central desert regions (Mahowald and Dufresne, 2004), and because 1174 
(ii) advection causes the remotely sensed dust loading to be shifted downwind from source 1175 
regions (Schepanski et al., 2009). Nonetheless, the use of source functions, and the consequent 1176 
shift of emissions towards regions with observed high dust loadings (Ginoux et al., 2001; 1177 
Prospero et al., 2002), can substantially improve the agreement of dust cycle simulations with 1178 
measurements (Zender et al., 2003b; Cakmur et al., 2006).  1179 

This improvement of dust cycle simulations by semi-empirical source functions suggests that 1180 
a key piece of physics is missing from existing dust emission parameterizations in models. And 1181 
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indeed, dust flux parameterizations in most large-scale models account for variations in soil 1182 
erodibility in mostly empirical manners. The dust emission parameterization of Gillette and Passi 1183 
(1988), which is used in the Goddard Chemistry Aerosol Radiation and Transport (GOCART) 1184 
model (Ginoux et al., 2001) and many other models (Huneeus et al., 2011), does not account for 1185 
the effect of either sediment availability or other soil properties on the dust flux. Similarly, the 1186 
dust flux parameterization of Marticorena and Bergametti (1995), which is used in simplified 1187 
form in the Dust Entrainment And Deposition model (Zender et al., 2003a) that is used in many 1188 
climate models (Huneeus et al., 2011), accounts for the effect of fine sediment availability on the 1189 
dust flux using an empirical fit to data from a single study (Gillette, 1979). Since such empirical 1190 
parameterizations and source functions cannot accurately capture changes in soil erodibility 1191 
produced by climate changes, which for instance affect soil moisture content and soil 1192 
aggregation (Zobeck, 1991; Fecan et al., 1999; Shao, 2008; Kok et al., 2012), their use could 1193 
cause substantial errors in model estimates of climate-induced changes in the global dust cycle. 1194 

This paper and its companion paper (Kok et al., 2014) strive to take a step towards an 1195 
improved representation of the global dust cycle in climate models, in particular for climate 1196 
regimes other than the current climate to which most models are tuned (Cakmur et al., 2006). 1197 
The first component of this objective was achieved in our companion paper (Kok et al., 2014), 1198 
by presenting a physically-based theory for the vertical dust flux emitted by an eroding soil. The 1199 
resulting parameterization (henceforth referred to as K14) was able to reproduce a quality-1200 
controlled compilation of dust flux measurements with substantially less error than the existing 1201 
dust flux parameterizations we were able to test against, and is relatively straightforward to 1202 
implement since it uses only globally-available parameters. A critical insight from our 1203 
companion paper is that the dust flux is likely substantially more sensitive to changes in the soil 1204 
state than most climate models account for. The resulting underestimation of the dust flux 1205 
sensitivity to the soil state might explain why an empirical source function that shifts emissions 1206 
towards more erodible regions improves agreement against measurements (Cakmur et al., 2006). 1207 
Since the new K14 scheme accounts for the increased sensitivity of the dust flux to the soil state, 1208 
our companion paper hypothesized that K14 can reduce the need to use a source function in dust 1209 
cycle simulations. 1210 

Here we use simulations with the Community Earth System Model (CESM) to both test the 1211 
above hypothesis, and to evaluate the performance of the K14 parameterization in a climate 1212 
model. Through a detailed comparison against measurements, we find that the K14 scheme 1213 
produces a statistically significant improvement in the representation of dust emission in CESM, 1214 
and that this improvement exceeds that produced by a source function. These results indicate that 1215 
the additional physics accounted for by K14, which result in an increased sensitivity of the dust 1216 
flux to the soil’s threshold friction velocity, reduces the need for a source function in dust cycle 1217 
simulations, at least in CESM. Since the threshold friction velocity is affected by climate 1218 
changes, our finding that many models underestimate the dust flux’s sensitivity to this threshold 1219 
further suggests that these models have underestimated the global dust cycle’s climate 1220 
sensitivity. 1221 

The next section describes CESM’s dust module and the implementation of the K14 dust 1222 
emission parameterization, as well as the measurements used to evaluate the fidelity of CESM’s 1223 
dust cycle simulations. We then present results of the comparison between simulations and 1224 
measurements in Section 3, discuss the implications of the results in Section 4, and summarize 1225 
and conclude the paper in Section 5. 1226 

 1227 

36 
 



2. Methods  1228 
We use simulations with CESM version 1.1 (Hurrell et al., 2013) to evaluate the performance of 1229 
the K14 dust emission scheme. Specifically, we simulate the present-day dust cycle with four 1230 
different combinations of source functions and dust flux parameterizations (see Table 1). In order 1231 
to assess whether K14 improves the representation of dust emission in CESM, we compare the 1232 
simulation results against measurements of aerosol optical depth (AOD) by the AERosol 1233 
RObotic NETwork (AERONET; Holben et al. (1998)), as well as to satellite-derived estimates of 1234 
dust optical depth and dust mass path close to source regions (Evan et al., 2014). Note that the 1235 
code to implement the K14 parameterization in CESM is freely available from the main author. 1236 

We also evaluate how each of the four dust cycle simulations performs against measurements 1237 
further from source regions, namely dust surface concentration and dust deposition. Since these 1238 
measurements were thus generally taken far from source regions, the simulation performance 1239 
against these measurements depends on the model’s ability to simulate a variety of other 1240 
processes in addition to dust emission, especially transport and deposition. 1241 

The next section briefly describes CESM and its treatment of the dust cycle for each of the 1242 
four simulations (Table 1). We then describe the properties of the data sets used to evaluate the 1243 
model performance in Sections 2.2 and 2.3. In Section 2.4, we describe the method to assess 1244 
whether improvements in the ability of the different simulations to reproduce these 1245 
measurements are statistically significant. 1246 
 1247 
Table 1. Summary of the four CESM simulations used in this study, and the statistics of their 1248 
comparison against the data set most characteristic of dust emission, namely AERONET AOD 1249 
measurements at dusty stations (see text). Model results are compared to measurements of 1250 
AERONET AOD climatology (fourth and fifth columns), the mean correlation to the measured 1251 
seasonal cycle at each station (sixth column), and the mean correlation to the measured daily 1252 
variability at each station (seventh column). Statistically significant improvements (see Section 1253 
2.4) of Simulations II-IV relative to the ‘control’ Simulation I are indicated with bold font. 1254 
Additionally, simulation results that are statistically significantly improved over the results of 1255 
each of the other three simulations are both bold and underlined.  1256 

Simulation Dust flux 
parameterization 

Dust source  
function 

AERONET 
climatology, 

r 

AERONET 
climatology,   

RMSE 

AERONET 
seasonal 
cycle, r 

AERONET 
daily 

variability, r 
I Zender et al. 

(2003a) 
None 0.55 0.149 0.79 0.43 

II Zender et al. 
(2003a) 

Zender et al. 
(2003b) 

0.57 0.146 0.75 0.43 

III Zender et al. 
(2003a) 

Ginoux et 
al. (2001) 

0.62 0.138 0.79 0.42 

IV Kok et al. (2014) None 0.72 0.117 0.82 0.46 

 1257 
2.1. Dust cycle simulations with the Community Earth System Model 1258 
Emission of dust aerosols in CESM was calculated using its land model, the Community Land 1259 
Model version 4.0 (CLM4, Lawrence et al. (2011)). These emissions were then used by CESM’s 1260 
atmosphere model, the Community Atmosphere Model version 4 (CAM4), to calculate the three-1261 
dimensional transport and deposition of dust, as well as the dust aerosol optical depth 1262 
(Mahowald et al., 2006b; Albani et al., 2014). In addition to accounting for the global dust cycle 1263 
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and the consequent optical depth produced by dust aerosols (see next section), CESM also 1264 
includes the effects of other kinds of aerosols, including sea salt, biomass burning, and sulfate 1265 
aerosols. Black and organic carbon, dimethyl-sulphide, and sulphur oxides emissions are 1266 
prescribed based on AeroCom specifications (Neale et al., 2010), whereas sea salt aerosol 1267 
emission is prognostic, based on 10 m wind speed and humidity (Mahowald et al., 2006a). 1268 

 1269 
2.1.1. General treatment of the dust cycle in CESM  1270 
The emission of dust aerosols in CLM4 follows the treatment of Zender et al. (2003a), with 1271 
modifications described in Mahowald et al. (2006b, 2010), and further adjustments described 1272 
below. Specifically, the vertical dust flux dφ  in a model grid cell is parameterized using Eq. (1), 1273 
with the source function S and the vertical dust flux Fd given in Table 1 for the four simulations 1274 
(also see 2.1.2). We adjust the global tuning factor Ctune to maximize agreement against 1275 
AERONET AOD measurements (see Section 2.1.2). 1276 

The threshold friction velocity u*t’ at which dust emission is initiated is critical to 1277 
determining dust emissions. The value of u*t’ depends on air density, soil properties, and the 1278 
presence of non-erodible roughness elements (Marticorena and Bergametti, 1995; Shao and Lu, 1279 
2000; Kok et al., 2014). However, CLM4 does not account for the effect of non-erodible 1280 
roughness elements on dust emissions, and the effect of air density on u*t’ is limited. 1281 
Consequently, u*t’ in CLM4 is mostly determined by soil moisture content; the treatment of the 1282 
effect of soil moisture on u*t’ follows Eqs. (12) and (14) in Fécan et al. (1999): 1283 
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where u*t’ and u*dt’ are respectively the threshold friction velocities in the presence and absence 1284 
of soil moisture, and u*dt’ is calculated following the semi-empirical relation of Iversen and 1285 
White (1982), as described on p. 3 of Zender et al. (2003a). Furthermore, w is the gravimetric 1286 
water content in percent for CLM4’s top soil layer, which has a thickness of 1.75 cm (Oleson et 1287 
al., 2010). The threshold gravimetric water content w′ of the top soil layer above which w 1288 
increases u*t’ is given by (Fecan et al., 1999; Zender et al., 2003a) 1289 

( )2
clayclay 1417' ffbw += ,  

(4) 

where w′ is given in percent, b is a tuning parameter introduced by Zender et al. (2003a), and fclay 1290 
is the soil’s clay fraction, which is taken from the FAO (2012) soil database (see Fig. S1).  1291 

The larger the value of the tuning parameter b, the smaller the effect of soil moisture on the 1292 
dust emission threshold u*t’. The range of plausible values of b extends from less than 1, to 1 1293 
(i.e., no tuning constant; Fecan et al. (1999)) to 3 (Mokhtari et al., 2012) to 1/fclay (Zender et al., 1294 
2003a). Since dust emissions are non-linear in u*t’ (e.g., Kok et al. (2014)), and since u*t’ is a 1295 
critical variable in the K14 dust emission scheme tested in this paper, the choice of b can be 1296 
expected to substantially affect the simulated dust cycle. Unfortunately, the ‘correct’ value of b is 1297 
highly uncertain, in part because the parameterization of Fecan et al. (1999) is based on wind 1298 
tunnel studies. Implementing this small-scale parameterization into a climate model scales it up 1299 
by many orders of magnitude, potentially producing physically unrealistic results. Furthermore, 1300 
the inhibition of dust emission by soil moisture depends on the moisture content of the top layer 1301 
of soil particles (McKenna Neuman and Nickling, 1989), which is in direct contact with the 1302 
surface air. In contrast, the top soil layer of hydrology models in climate models usually has a 1303 
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thickness of multiple centimeters and thus responds differently to precipitation and changes in 1304 
atmospheric  humidity, which are important in determining the dust emission threshold (Ravi et 1305 
al., 2004; Ravi et al., 2006). The ‘correct’ value of b in a climate model is therefore likely to 1306 
depend substantially on the model methodology, and in particular on the specifics of the model’s 1307 
hydrology module. Since the choice of b is thus ambiguous, we investigated the sensitivity of our 1308 
results to the particular value of b by running simulations with a wide range of values (Table S1). 1309 
We emphasize that other models using the K14 scheme should do a similar sensitivity study to 1310 
avoid an unrealistic influence of the model’s hydrology on the dust emission fluxes. Because we 1311 
found that the simplest case of not using a tuning constant (i.e., b = 1) produces the best overall 1312 
results for all four model configurations, we used b = 1 for the results reported in Section 3. But 1313 
note that the wide range of values of b that we tested all produced results qualitatively similar to 1314 
those presented here (see Table S1).  1315 

In addition to the effects of soil moisture, CLM4 also accounts for the inhibition of dust 1316 
emissions by vegetation. Specifically, CLM4 assumes that the fraction of the grid cell consisting 1317 
of bare soil capable of emitting dust aerosols (fbare) decreases linearly with the leaf area index 1318 
(LAI), which is the ratio of the total surface area of leaves with the land surface area. That is, 1319 

thrbare /1 λλ−=f ,           (λ ≤ λthr) (5) 
where λ denotes LAI, and λthr = 0.3 is the threshold LAI above which no dust emission is 1320 
assumed to occur (Mahowald et al., 2010). (Note that the Ginoux et al. (2001) source function 1321 
already includes the effects of vegetation, such that fbare is set to 1 for all grid cells in Simulation 1322 
III (see Table 1) to prevent accounting for the effects of vegetation twice.) 1323 

After CLM4 has calculated the dust flux, CAM4 distributes the emitted dust aerosols into 4 1324 
size bins (Mahowald et al., 2006b), from 0.1 – 1.0 µm, 1.0 – 2.5 µm, 2.5 – 5.0 µm, and 5.0 – 10 1325 
µm. The fraction distributed into each bin follows the ‘brittle fragmentation’ dust size 1326 
distribution derived in Kok (2011b), which is in good agreement with a wide range of 1327 
measurements (Mahowald et al., 2014). The emitted dust size distribution does not depend on the 1328 
wind speed at emission, as shown by measurements (Kok, 2011a). The optical properties for 1329 
each bin are specified in Albani et al. (2014) and are derived from a representation of dust as an 1330 
internal mixture of the primary mineral classes of dust (quartz, aluminosilicates, clays, 1331 
carbonates, iron-bearing minerals), combined into an effective medium using the Maxwell 1332 
Garnett approximation (e.g., Videen and Chylek (1998)). The proportions of the mineral classes 1333 
are consistent with the ranges reported in atmospheric dust and its parent soils (Claquin et al., 1334 
1999), and they are in agreement with bulk optical properties observed in dusty regions (Albani 1335 
et al., 2014). The resulting radiative effects of dust aerosols do not feed back onto the simulated 1336 
atmospheric dynamics. 1337 

CAM4 simulates both dry and wet deposition of dust. Dry deposition includes turbulent and 1338 
gravitational settling, and follows the treatment in Zender et al. (2003a). Wet deposition accounts 1339 
for in- and below-cloud scavenging and follows Neale et al. (2010) with the modifications 1340 
described in Albani et al. (2014), which improve the model’s ability to simulate the observed 1341 
spatial gradients of dust. Specifically, the dust solubility (i.e., the fraction of dust available for in-1342 
cloud removal) was changed from 0.15 to 0.30, in line with a more recent version of the model 1343 
(Liu et al., 2012). In addition, instead of using a constant below-cloud scavenging coefficient 1344 
(collection efficiency) of 0.1 (Balkanski et al., 1993; Neale et al., 2010), the scavenging 1345 
coefficient was made size-dependent (Andronache, 2003; Zender et al., 2003a), and was set to 1346 
0.1 for dust diameters below 2.5 μm and 0.3 for larger dust particles. 1347 
 1348 
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2.1.2. Dust emission schemes of the four CESM simulations  1349 
We used CESM to conduct four simulations, each with a different dust emission scheme (Table 1350 
1). The ‘control’ Simulation I uses CESM’s default dust emission parameterization of Zender et 1351 
al. (2003a) (henceforth referred to as Z03) and does not use a source function; Simulations II and 1352 
III then respectively add the source functions of Zender et al. (2003b) and Ginoux et al. (2001); 1353 
and Simulation IV replaces the Zender et al. (2003a) parameterization with the K14 1354 
parameterization and also does not use a source function.  1355 

For Simulations I – III, Fd thus follows Z03, which is essentially a simplified version of the 1356 
Marticorena and Bergametti (1995) parameterization. It is given by 1357 
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(6)  

where CMB is a dimensionless proportionality constant, ρa is the air density, g is the gravitational 1358 
acceleration, and the sandblasting efficiency η (units of m-1) depends on the soil clay fraction fclay 1359 
(see Fig. S1) following 64.13 clay10 −= fη . Note that, whereas the soil friction velocity u* is defined 1360 
from the wind stress on the bare erodible soil, the friction velocity u*’ is defined by the wind 1361 
stress on the entire surface, so including the stress on non-erodible roughness elements (see Kok 1362 
et al. (2014) for exact definitions). But since Z03 (and thus CLM4) does not account for the 1363 
presence of non-erodible roughness elements, we have that u* = u*’, and u*t = u*t’, where u*t and 1364 
u*t’ are respectively the threshold friction velocity and the threshold soil friction velocity above 1365 
which dust emissions occur.  1366 

Simulation IV uses the K14 dust emission parameterization (Kok et al., 2014), which is given 1367 
by 1368 
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(7a)  

The standardized threshold friction velocity u*st is the value of u*t at standard atmospheric 1369 
density (ρa0 = 1.225 kg/m3), that is, a0at*st* ρρuu ≡ . u*st0 is then the minimal value of u*st for 1370 
an optimally-erodible soil, and measurements show that u*st0 ≈ 0.16 m/s (Kok et al., 2012). 1371 
Furthermore, the dust emission coefficient Cd is a measure of soil erodibility (i.e., a soil’s ability 1372 
to produce dust) that depends only on the standardized threshold friction velocity, and is defined 1373 
as 1374 
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(7b)  

The dimensionless coefficients in Eq. (7) were determined in Kok et al. (2014) from comparison 1375 
against a quality-controlled compilation of dust flux measurements, and are as follows: Cα = 2.7 1376 
± 1.0, Ce = 2.0 ± 0.3 and Cd0 = (4.4 ± 0.5) × 10-5. 1377 

As discussed in Kok et al. (2014), Eq. (7) accounts for the experimental observation that a 1378 
more erodible soil produces a larger flux of dust per saltator impact. That is, per Eq. (7b), the 1379 
dust flux Fd increases exponentially with a decrease in the standardized threshold u*st. 1380 
Consequently, the dust flux is substantially more sensitive to the soil’s threshold friction velocity 1381 
in K14 than in Z03 (Fig. 1), which is in agreement with measurements (Kok et al., 2014). We 1382 
discuss the implications of the increased sensitivity of the dust flux to the threshold friction 1383 
velocity in Sections 4.2 and 4.3. 1384 
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The simulations used the capability of CESM to be forced with reanalysis winds instead of 1385 
predicting winds, and used the ERA-Interim reanalysis meteorology from the European Centre 1386 
for Medium-range Weather Forecasts (ECMWF) (Dee et al., 2011; Ma et al., 2013). CESM uses 1387 
Monin-Obukhov Similarity Theory to obtain the friction velocity u*’ from the wind field (see 1388 
section 5.1 in Oleson et al. (2010)). All simulations were run at a resolution of 1.9º latitude by 1389 
2.5º longitude, and cover the period 1994 to 2011 to produce substantial overlap with the data set 1390 
of AERONET AOD measurements.  The first year of each simulation was used as model spin-up 1391 
and thus not used for analysis. 1392 

 1393 

 1394 
Figure 1. The vertical dust flux (Fd) as a function of the soil’s standardized threshold friction 1395 
velocity (u*st) in CESM for the default Z03 dust flux parameterization (Eq. 6; dash-dotted red 1396 
line), and for the K14 parameterization (Eq. 7; solid blue line). Results are shown for u* = 0.50 1397 
m/s and for fclay = 15%, which is a typical value for dust emitting regions (see Fig. S1). The 1398 
predicted dust fluxes include the global tuning factors that eliminates the bias against AERONET 1399 
AOD measurements for Simulations I and IV, respectively (see Eq. 1 and Section 2.2.1).  1400 
 1401 
2.2. Measurements used to evaluate the representation of dust emission in 1402 

CESM 1403 
We evaluate the representation of dust emission in the four dust cycle simulations by comparing 1404 
their predictions against dust cycle measurements close to source regions. Arguably the best 1405 
available data to test a model’s dust emission scheme are the extensive and accurate (Eck et al., 1406 
1999) AOD measurements by the AERONET network (Holben et al., 1998). In addition to these 1407 
measurements, we also compare the simulation results against a satellite-derived estimate of dust 1408 
optical depth and dust mass path (DMP) off the West African coast (Evan et al., 2014).  1409 
 1410 
2.2.1. AERONET AOD measurements 1411 
AERONET sites use sun photometers to measure radiances at a range of wavelengths, which are 1412 
then inverted to retrieve aerosol properties (Dubovik et al., 2002; Dubovik et al., 2006). For this 1413 
study, we used the daily-averaged level 2.0 quality-assured AOD (pre and post-field calibrated 1414 
and manually inspected), obtained from the Version 2 Direct Sun Algorithm.  1415 
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We select ‘dusty’ AERONET stations by only using stations for which our simulations 1416 
indicate that over 50% of the annually-averaged AOD is due to dust aerosols (i.e., stations for 1417 
which at least three of the four simulations find that over 50% of AOD is due to dust for the grid 1418 
box in which the station is located; see Fig. S2). Furthermore, for each station, we select only 1419 
days for which the Angstrom exponent α (in the 440-870 nm wavelength range) is smaller than 1 1420 
(Eck et al., 1999; Dubovik et al., 2002). Since α is a measure of particle size, with smaller values 1421 
indicating coarser aerosols, values of α < 1 indicate that a substantial fraction of AOD is due to 1422 
dust (Eck et al., 1999; Dubovik et al., 2002), which is a relatively coarse aerosol. Choosing a 1423 
different plausible cut-off for AE does not qualitatively affect our results. Finally, we select only 1424 
stations for which at least 6 months of data (i.e., at least 183 days) is available over the 1425 
simulation period.  1426 

The above procedure resulted in the selection of 42 ‘dusty’ AERONET stations: 18 in North 1427 
Africa, 4 in the North Atlantic, 11 in the Middle East, 6 in the rest of Asia, and 3 in Australia 1428 
(Figs. 3 – 5, S5). Comparisons between simulated and measured AOD at these stations is 1429 
sensitive to the value of the parameter Ctune (see Eq. 1), which scales the size of the global dust 1430 
cycle. Because of the many uncertainties in parameterizing dust emission on both small scales 1431 
(Barchyn et al., 2014; Kok et al., 2014) and the much larger global model grid box scale 1432 
(Cakmur et al., 2004), the value of Ctune is poorly constrained (Cakmur et al., 2006; Huneeus et 1433 
al., 2011). We therefore choose the value of Ctune for each of the four simulations such that the 1434 
bias vanishes. That is, we determine Ctune by forcing the average modeled optical depth at 1435 
AERONET stations to equal the average observed optical depth: 1436 
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where i sums over the N = 42 ‘dusty’ AERONET stations, and τmodel is the AOD in the visible 1437 
wavelength (550 nm) simulated at the AERONET station location, the component of which that 1438 
is due to dust aerosols scales with Ctune. The measured AERONET AOD (τmeas) is obtained at 1439 
550 nm, the central wavelength in the visible spectrum, by correcting the AOD measured at 675 1440 
nm to 550 nm using the measured value of the Angstrom exponent α. That is, 1441 
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where τ675 is the measured AOD at 675 nm, and λ550 and λ675 equal 550 and 675 nm, 1442 
respectively. 1443 

We use the above procedure to generate three quantitative comparisons between the 1444 
simulated and the measured AERONET AOD. First, we obtain the measured ‘climatological’ 1445 
AOD for each station over the period of the model simulations (1995-2011) by averaging over 1446 
all days for which AERONET data is available (subject to the quality-control criteria discussed 1447 
above). For each station, we compare this average measured AOD to the simulated AOD 1448 
averaged over the same days. Second, we obtain a comparison for the seasonal cycle of AOD by 1449 
(i) calculating the measured monthly-averaged AOD for months with at least 10 days of data, (ii) 1450 
calculating the corresponding simulated monthly AOD averaged over the same days, and (iii) 1451 
averaging all simulated and modeled monthly-averaged AOD values for each of the 12 months in 1452 
the year, and comparing them. And, third, we obtain a comparison between daily-averaged 1453 
variations in AOD at each station. In order to prevent mismatches between model time and local 1454 
time, we restrict the analysis of daily-averaged AOD variations to the 31 stations with longitude 1455 
between 60W – 60E. 1456 
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 1457 
2.2.2. Satellite-derived estimates of dust mass path (DMP) 1458 
In addition to assessing the fidelity of the four different dust emission parameterizations through 1459 
comparisons against AERONET AOD, we use recent satellite-derived estimates of dust optical 1460 
depth and dust mass path (DMP; g/m2) off the West African coast around Cape Verde by Evan et 1461 
al. (2014). This study followed Kaufman et al. (2005) and Evan and Mukhopadhyay (2010) in 1462 
separating the dust contribution to AOD from the (smaller) contributions of anthropogenic and 1463 
marine aerosols for the long-term records of the Advanced Very High Resolution Radiometer 1464 
(AVHRR) and the Moderate Resolution Imaging Spectroradiometer (MODIS) satellites. Evan et 1465 
al. (2014) subsequently obtained the DMP by using the result of Kaufman et al. (2005) that a unit 1466 
dust AOD corresponds to 2.7 ± 0.4 g/m2 of suspended dust. Since DMP simulated at Cape Verde 1467 
by climate models participating in the Climate Model Intercomparison Phase 5 (CIMP5) is 1468 
strongly correlated to the simulated total North African emissions (Evan et al., 2014), and since 1469 
the fraction of AOD contributed by dust in the study area exceeds the 50% threshold for which 1470 
we consider the area ‘dusty’(see Section 2.2.1 and Fig. S2), we use the dust AOD and the DMP 1471 
off the West African coast as additional tests of the dust emission component of CESM. 1472 
 1473 
2.3. Other measurements of the dust cycle 1474 
The measurement comparisons described in the previous section are designed to evaluate 1475 
possible improvements in CESM’s representation of dust emission. This section describes 1476 
measurement comparisons to test whether such improvements propagate into an improved 1477 
simulation of dust cycle properties further from source regions. Specifically, we compare the 1478 
model results against measurements of dust surface concentration (Prospero and Nees, 1986) and 1479 
deposition (Albani et al., 2014), which are generally taken far from source regions. 1480 
 1481 
2.3.1. Surface concentration measurements  1482 
We compare the simulation results against a data set of dust concentration measurements at the 1483 
surface. These data are a compilation of measurements taken in the North Atlantic during the 1484 
Atmosphere-Ocean Chemistry Experiment (AEROCE; Arimoto et al. (1995)) and in the Pacific 1485 
Ocean during the sea/air exchange program (SEAREX; Prospero et al. (1989)). Since the 1486 
majority of these stations measure long-range transported dust, the ability of the model to 1487 
reproduce these measurements depends on the accuracy of model parameterizations of several 1488 
processes in addition to dust emission, including transport, and wet and dry deposition. We only 1489 
use stations where CESM predicts at least some dust (> 0.05 µg/m3 on an annual basis), such that 1490 
the comparisons between the four simulations are meaningful. This results in a total of 15 1491 
stations (see Fig. S6). 1492 

The data sets from AEROCE and SEAREX were obtained by drawing large volumes of air 1493 
through a filter when the wind was onshore and not very light (i.e., > 1 m/s); this was done to 1494 
help reduce the effects of anthropogenic aerosols on the measurements (Prospero et al., 1989). 1495 
The mineral dust fraction of the collected airborne particulates was determined either from their 1496 
Al content (assumed to be 8%, corresponding to the Al abundance in the Earth’s crust), or by 1497 
burning the sample and assuming the ash residue to represent the mineral dust fraction (Prospero, 1498 
1999). 1499 

For each station, we first calculate the average dust concentration for each of the 12 months 1500 
in the year using the data provided by Joseph Prospero to the AeroCom project (Joseph Prospero 1501 
and Nicolas Huneeus, personal communication, 2014). We then calculate a ‘climatological’ 1502 
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average for each site by averaging over the seasonal cycle. We compare these measures to the 1503 
seasonal cycle and ‘climatological’ dust concentration predicted by CESM over the period 1995 1504 
– 2011 (Table 2). We emphasize that, since the data of the AEROCE and SEAREX campaigns 1505 
were taken for different dates at each site in the period 1981-2000, the ‘climatology’ derived 1506 
from these measurements is for a different period than that of the model simulation, introducing 1507 
systematic errors of unknown size. Similar comparisons in previous studies have suffered from 1508 
the same problem (e.g., Huneeus et al. (2011); Albani et al. (2014); (Colarco et al., 2014)). 1509 
 1510 
2.3.2. Deposition measurements 1511 
We further compare the simulation results against the data set of dust deposition measurements 1512 
compiled by Albani et al. (2014), which consists of 110 stations. This compilation was produced 1513 
by merging pre-existing datasets (Ginoux et al., 2001; Tegen et al., 2002; Lawrence and Neff, 1514 
2009; Mahowald et al., 2009), and retaining only measurements representative of modern 1515 
climate (i.e., excluding sites representing a sediment flux integrated over hundreds or thousands 1516 
of years). Furthermore, the size range of the measured deposition flux was adjusted to be 1517 
consistent with the dust size range simulated in CESM of 0.1 – 10 µm (Albani et al., 2014). 1518 

Since the deposition fluxes represent an integration over long time scales (generally years to 1519 
decades), we can only compare the global distribution of the deposition fluxes to those simulated 1520 
by CESM, and cannot compare seasonal or daily variations. Specifically, we compare the 1521 
measured annual deposition flux at each station against the mean annual deposition flux 1522 
simulated by CESM with the various dust emission configurations over the period 1995 – 2011 1523 
(Table 1). As with the concentration comparison, the dates over which the measurements were 1524 
obtained were by and large not coincident in time with the simulations, introducing systematic 1525 
errors of unknown size. Furthermore, note that model representation of the dust deposition flux 1526 
depends on the realistic simulation of a variety of processes. In addition to dust emission and 1527 
transport, this notably includes wet and dry deposition, which is generally poorly captured by 1528 
models (Huneeus et al., 2011). 1529 
 1530 
2.4. Bootstrapping method to assess statistical significance of model 1531 

improvements 1532 
We quantify the model performance for the range of comparisons outlined above by calculating 1533 
the Pearson correlation coefficient r and the root mean square error (RMSE) (Bevington and 1534 
Robinson, 2003; Wilks, 2011). An increase in r or a decrease in RMSE thus denotes an 1535 
improvement in the model’s ability to reproduce a given data set. To assess whether such an 1536 
improvement is statistically significant, we use the bootstrap method (Efron, 1982). That is, we 1537 
randomly select a number of samples from the ‘distribution’ of the observed data points, equal to 1538 
the total number of data points. This is done with replacement, such that each data point can be 1539 
chosen several times, or not at all. For each of the four simulations, we then calculate the value 1540 
of r and RMSE for the model comparison with this randomly-chosen sample. By repeating this 1541 
procedure a large number of times, the uncertainty of any arbitrary statistical measure can be 1542 
estimated (Efron, 1982). In our case, we assess the significance of a model improvement by 1543 
checking whether the statistical measure (r or RMSE) is improved for ≥ 95% of the bootstrap 1544 
samples, which is equivalent to the p-value of ≤ 0.05 generally used to represent statistical 1545 
significance (e.g., Wilks (2011)). Table S2 lists the p-values of all comparisons between model 1546 
results reported in Tables 1 and 2. 1547 

 1548 
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3. Results 1549 
This section presents the results of the four simulations. Below, we first present and qualitatively 1550 
discuss the spatial patterns of the source functions, and the resulting dust emissions and dust 1551 
AOD. Section 3.2 then reports the quantitative comparison of simulation results against aerosol 1552 
optical depth measurements in dusty regions, after which Section 3.3 presents comparisons 1553 
against dust cycle measurements further from source regions (i.e., dust concentration and 1554 
deposition measurements). 1555 
 1556 
3.1. The spatial patterns of source functions, dust emissions, and dust AOD 1557 
One of the objectives of the present study is to evaluate the hypothesis that use of the K14 1558 
scheme reduces the need for a source function in dust cycle simulations. We investigate this 1559 
hypothesis by comparing the simulated spatial pattern of the dust emission coefficient Cd in K14, 1560 
which scales the dust flux in Simulation IV, to the Zender et al. (2003b) and Ginoux et al. (2001) 1561 
source functions (Figs. 2 and S3). As such, we interpret Cd as a physically-based and temporally-1562 
variable source function because Cd scales the dust emission flux in K14 in a manner that is 1563 
similar (but not identical) to that of a source function (compare Eqs. 1 and 7a). We find that the 1564 
large-scale spatial pattern of Cd, which is highly anti-correlated to the soil moisture content of the 1565 
top soil layer (Fig. S4), is strikingly similar to that of the Ginoux et al. (2001) source function. 1566 
That is, although Figs. 2b and 2c can show different patterns within source regions, both show a 1567 
clear shift of emissions towards the “dust belt” of North Africa and the Middle East. In the case 1568 
of Fig. 2b (Simulation III), this shift is empirically parameterized based on TOMS satellite 1569 
observations (Ginoux et al., 2001). In contrast, in Fig. 2c (Simulation IV) this shift arises from 1570 
the additional physics accounted for in K14 over Z03. Specifically, the shift of emissions to the 1571 
most erodible regions arises from the greater sensitivity of the dust flux to the soil’s threshold 1572 
friction velocity (Fig. 1), which occurs because K14 accounts for a soil’s increased ability to 1573 
produce dust as it becomes more erodible. 1574 

The spatial patterns of the source functions and the dust emission coefficient Cd partially 1575 
determine the dust flux (Figs. 3 and S2a-d), which in turn determines the dust optical depth 1576 
(Figs. 4 and S2e-h). The simulation results show that application of a source function tends to 1577 
shift dust emissions (Fig. 3) and dust AOD (Fig. 4) from less erodible regions, such as North 1578 
America, to more erodible regions, such as North Africa. As hypothesized in our companion 1579 
paper (Kok et al., 2014), and consistent with the similarity between Cd and the Ginoux et al. 1580 
(2001) source function (Fig. 2), replacing Z03 with K14 has an effect that is similar to the 1581 
application of an empirical source function. That is, it shifts emissions and dust AOD to the most 1582 
erodible regions, producing increases in emissions and AOD over most of North Africa, and 1583 
decreases over less erodible regions such as North America and Southern Africa (Figs. 3d, 4d). 1584 
Moreover, K14 shifts dust AOD within North Africa westward, as well as southward towards the 1585 
15º – 25º N latitude belt. This appears to bring the simulations in better agreement with 1586 
qualitative satellite observations of North African dust emitting regions (Prospero et al., 2002; 1587 
Schepanski et al., 2009; Crouvi et al., 2012; Ginoux et al., 2012; Ashpole and Washington, 1588 
2013). Furthermore, applying K14 substantially increases dust emissions in Patagonia (Figs. 2c, 1589 
3d, and 4d), which in the default version of CESM needs to be increased by about two orders of 1590 
magnitude to match available observations (Albani et al., 2014).  1591 

The simulation results further show that dust emissions depend quite differently on soil 1592 
properties for the different dust emission schemes. In particular, the soil clay fraction fclay has 1593 
two competing effects, and the relative strength of these differ between the schemes. On the one 1594 
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hand, fclay scales the threshold moisture content above which additional soil moisture increases 1595 
the soil’s threshold friction velocity (see Eq. 4), and on the other hand fclay scales the dust 1596 
emission flux (see Eq. 7a). Since the scaling of the dust flux with fclay is exponential in Z03, it 1597 
overwhelms the effect of fclay on the threshold friction velocity, such that dust fluxes in 1598 
Simulation I correlate strongly with fclay (compare Figs. 3a and S1). In contrast, in the K14 1599 
scheme the dust flux scales merely linearly with fclay, such that both effects of the clay fraction on 1600 
the dust flux are important. Consequently, the effect of fclay on dust emissions in K14 is not 1601 
straightforward, and the map of Simulation IV’s dust emission fluxes (Fig. S2d) does not show 1602 
an obvious correlation with the map of the clay fraction (Fig. S1). However, because the strong 1603 
exponential dependence of the dust flux on fclay in Z03 is replaced by a linear dependence in K14, 1604 
areas with low clay content, such as sand dunes, produce consistently more dust in Simulation IV 1605 
than in Simulation I (compare Figs. 3d and S1). This brings the results of Simulation IV in better 1606 
qualitative agreement with the observation by Crouvi et al. (2012) that a large fraction of North 1607 
African dust plumes originate from sand dunes. Furthermore, since CESM does not use a map of 1608 
the spatially variable aerodynamic roughness length to more accurately calculate the 1609 
aerodynamic drag on the bare (erodible) soil, it is likely that improving the model by using such 1610 
a map (Laurent et al., 2008; Menut et al., 2013) would produce even higher fluxes in regions 1611 
covered in sand dunes, since these regions tend to have low roughness length. 1612 
 1613 

 1614 

 1615 
Figure 2. Global maps of (a) the Zender et al. (2003b) geomorphic source function used in 1616 
Simulation II, (b) the Ginoux et al. (2001) source function used in Simulation III, and (c) the 1617 
K14 dust emission coefficient Cd (see Eq. 7b) averaged over the model run (1995 – 2011). The 1618 
seasonal cycle of Cd is reported in Fig. S3. Since the Ginoux et al. (2001) source function 1619 
inherently includes the fraction of the grid cell that consists of bare soil, both the Zender et al. 1620 
(2003b) source function and the dust emission coefficient Cd were multiplied by the grid cell’s 1621 
bare soil fraction (see Eq. 5). To further facilitate comparison, the source functions and Cd are 1622 
each normalized by their highest occurrence in any of the grid boxes. 1623 
 1624 
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 1625 

 1626 
Figure 3. Global maps of (a) the simulated vertical dust flux for Simulation I and (b - d) the 1627 
ratios of the dust flux in Simulations II – IV to the flux in Simulation I. Red (blue) coloring in 1628 
panels (b) – (d) denotes increases (decreases) in dust emission fluxes relative to the ‘control’ 1629 
(Simulation I). In panel (a), crosses, circles, and diamonds respectively mark the locations of 1630 
measurements of AERONET AOD, dust surface concentration, and dust deposition flux. The 1631 
square denotes the area off the West African coast for which the satellite-derived dust AOD and 1632 
DMP were used. 1633 
 1634 

 1635 

 1636 
Figure 4. Global maps of (a) the dust aerosol optical depth (AOD) of Simulation I, and (b - d) 1637 
the difference of dust AOD of Simulations II – IV with that of Simulation I. Red shading denotes 1638 
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increases in dust AOD relative to the ‘control’ (Simulation I). Black symbols in panel (a) are as 1639 
defined in Fig. 3. 1640 
 1641 
3.2. Measurement comparisons evaluating CESM’s representation of dust 1642 

emission 1643 
3.2.1. AOD climatology 1644 
As discussed previously, the data sets of AOD at the 42 ‘dusty’ AERONET stations (see Section 1645 
2.2.1) are arguably the most reliable currently available data to quantitatively evaluate the dust 1646 
emission components of large-scale models. We therefore perform an extensive comparison 1647 
against the AERONET AOD data sets (Table 1 and Figs. 5, S5). As expected, the application of 1648 
the source functions of both Zender et al. (2003b) and Ginoux et al. (2001) improve model 1649 
agreement against the average (‘climatological’) AERONET AOD data (Figs. 5a-c). However, a 1650 
substantially larger and statistically significant improvement is obtained with Simulation IV, 1651 
which uses the K14 scheme and does not use a source function (Fig. 5d and Table 1). In 1652 
particular, Simulation IV produces improved agreement over North Africa, the Middle East, and 1653 
Australia, and somewhat lesser agreement over Asia. 1654 
 1655 
 1656 

 1657 

 1658 
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Figure 5. Comparison of measured and modeled aerosol optical depth (AOD) at 42 dust-1659 
dominated AERONET stations. Results are shown for (a) Simulation I (no source function), (b) 1660 
Simulation II (Zender et al. (2003b) geomorphic source function), (c) Simulation III (Ginoux et 1661 
al. (2001) source function), and (d) Simulation IV (no source function, and dust flux is 1662 
parameterized following K14 instead of Z03). For each simulation, the root mean square error 1663 
(RMSE) and correlation coefficient (r) are noted. 1664 
 1665 
3.2.2. AERONET AOD seasonal cycle and daily variability 1666 
In addition to improving the representation of AOD climatology, applying K14 also produces a 1667 
statistically significant improvement of CESM’s simulation of the seasonal AOD cycle at the 1668 
AERONET stations (Fig. S5 and Table 1). Indeed, Simulation IV produces the best seasonal 1669 
agreement for 25 of the 42 AERONET stations, including 15 of the 18 North African stations 1670 
(Fig. S5). However, the influence of changes in the emission scheme on seasonal variability 1671 
appears limited: for a given station, the standard deviation of the four correlations produced by 1672 
the four different simulations is on average only 0.05, which is only a small fraction of the mean 1673 
correlation coefficient of ~0.80 (Table 1). This indicates a limited influence of the emission 1674 
scheme on the seasonal variability of AOD, which is likely primarily controlled by seasonal 1675 
variations in soil moisture, wind, and vegetative soil cover. Consequently, the statistically 1676 
significant improvement in Simulation IV’s ability to reproduce the seasonal cycle of dust AOD 1677 
results in only a modest improvement in the correlation coefficient (Table 1). 1678 

The comparison of model results to the measured daily variability of dust AOD at the 1679 
different AERONET stations produces results that are qualitatively similar to those for the 1680 
seasonal cycle. That is, Simulation IV again produces a statistically significant improvement in 1681 
the model’s ability to reproduce the daily AOD variability (Table 1), and produces best 1682 
agreement at 18 of the 31 available stations, including 13 of the 18 North African stations. 1683 
However, the emission scheme appears to also have limited influence on the daily AOD 1684 
variability, which is probably largely controlled by the daily variations in wind speed and in soil 1685 
moisture, which controls the dust emission threshold (see Section 2.1.1). Indeed, for a given 1686 
station, the standard deviation of the four correlations produced by the four different simulations 1687 
is on average only 0.03, which is only a small fraction of the mean correlation coefficient for 1688 
daily variability of ~0.45 (Table 1). Consequently, the absolute improvement in the correlation 1689 
coefficient produced by the statistically significant improvement in the model’s ability to capture 1690 
daily variability in the AOD is again modest (Table 1). 1691 
 1692 
3.2.3. Dust optical depth and dust mass path off the West African coast 1693 
Evan et al. (2014) analyzed satellite data to estimate both the dust optical depth and the dust 1694 
column mass path (DMP) off the West African coast over the region of 10º-20º N, 20º-30º W 1695 
around Cape Verde. They found that most models that participated in the Coupled Model 1696 
Intercomparison Project Phase 5 (CMIP5) underestimated the dust optical depth for this region, 1697 
and that all models substantially underestimated the dust mass path. We find that the dust optical 1698 
depth in Simulations I, III, and IV are close to the satellite estimates, and that all four simulations 1699 
produce a DMP that is in better agreement with the satellite estimates than that of the CMIP5 1700 
models, which includes a previous version of CESM (Fig. 6). As already suggested by Evan et 1701 
al. (2014), these improvements most likely occur because our newer CESM version uses the size 1702 
distribution of Kok (2011b), which corrects a bias towards fine dust aerosols in most large-scale 1703 
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models. Consequently, using this size distribution results in a higher dust mass path per unit of 1704 
dust AOD, which is in better agreement with measurements.  1705 

Although all four simulations are in better agreement with the Evan et al. (2014) estimates of 1706 
DMP than the CMIP5 models, Simulations I and II still underestimate the DMP, whereas 1707 
Simulations III and IV are consistent with the lower uncertainty range of the satellite estimates. 1708 
The likely reason for the improved performance of Simulations III and IV is that these 1709 
simulations shift emissions towards West Africa (see Figs. 2 – 4), resulting in a higher, and thus 1710 
more realistic, value of DMP off the West African coast. 1711 

Note that the simulated values of DMP and the dust AOD in Fig. 6 both depend on the tuning 1712 
constant Ctune scaling the dust emissions (see Eqs. 1 and 8). It’s thus possible to obtain better 1713 
agreement with these measures by choosing a different method to set Ctune, although doing so 1714 
would degrade the model’s comparison against AERONET AOD (Figs. 5, S5). Also note that the 1715 
dust optical depth and dust emissions are sensitive to dust radiative effects and dust optical 1716 
properties (Perlwitz et al., 2001; Albani et al., 2014). 1717 
 1718 

 1719 
Figure 6. Dust optical depth (left) and dust mass path (right) averaged over the region 10˚-20˚ N 1720 
and 20˚-30˚ W. Satellite-derived estimates for AVHRR (1982-2005) and MODIS (2001-2012), 1721 
as well as the ensemble average of CMIP5 models (1982-2005), are from Evan et al. (2014). 1722 
Error bars denote the uncertainty on the satellite estimates, and the standard deviation of the 1723 
available CMIP5 model results (23 models for the dust optical depth, and 11 models for the dust 1724 
mass path; see Evan et al. (2014)). The dust optical depth and dust mass paths calculated from 1725 
the four CESM simulations were averaged over the period 2001 – 2011 to be most comparable to 1726 
the MODIS results. 1727 
 1728 
3.3. Comparisons against other measurements of the dust cycle 1729 
The previous section evaluated possible improvements in CESM’s representation of dust 1730 
emission through comparisons against measurements of aerosol optical depth close to source 1731 
regions. In this section, we evaluate whether these improvements propagate into the simulation 1732 
of other dust cycle properties further from source regions. Specifically, we compare the 1733 
simulation results against measurements of dust surface concentration and deposition, which are 1734 
generally taken further from source regions (Table 2). We find that Simulation IV, which uses 1735 
the K14 scheme, produces a statistically insignificant improvement against both the surface dust 1736 
concentration climatology and seasonal cycle (Figs. 7 and S6). We also find that Simulation IV 1737 
produces agreement against dust deposition flux measurements that is slightly less than that of 1738 
the other simulations (Fig. 8). 1739 
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 1740 

 1741 

 1742 
 1743 
Figure 7: Comparison of the annually-averaged modeled dust surface concentration with that 1744 
measured at 15 stations (see Section 2.3.1). Results are shown for (a) Simulation I (no source 1745 
function), (b) Simulation II (Zender et al. (2003b) source function), (c) Simulation III (Ginoux et 1746 
al. (2001) source function), and (d) Simulation IV (no source function, and dust flux is 1747 
parameterized following K14 instead of Z03). For each panel, the root mean square error 1748 
(RMSE) and correlation coefficient (r) in log10-space are noted. 1749 
 1750 
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  1751 

 1752 
 1753 
Figure 8: Comparison of the modeled dust deposition flux with that measured at 110 stations 1754 
(see Section 2.3.2). Results are shown for (a) Simulation I (no source function), (b) Simulation II 1755 
(Zender et al. (2003b) source function), (c) Simulation III (Ginoux et al. (2001) source function), 1756 
and (d) Simulation IV (no source function, and dust flux is parameterized following K14 instead 1757 
of Z03). For each panel, the root mean square error (RMSE) and correlation coefficient (r) in 1758 
log10-space are noted. 1759 
 1760 
Table 2. Statistics of the comparison of the four CESM simulations against data sets taken 1761 
further from source regions, namely dust surface concentration measurements and dust 1762 
deposition fluxes. Simulations and measurements are compared with respect to their climatology 1763 
for both data sets and their seasonal cycle for the surface concentration. Statistically significant 1764 
improvements (see Section 2.4) of Simulations II-IV relative to the ‘control’ Simulation I are 1765 
indicated with bold font. Additionally, simulation results that are statistically significantly 1766 
improved over the results of each of the other three simulations are both bold and underlined. 1767 

Simulation Dust flux 
parameter-

ization 

Dust 
source  

function 

Surf. conc. 
climatology, 

r 

Surf. conc. 
climatology,   

RMSE 

Surf. conc. 
seasonal 
cycle, r 

Dep. flux 
climatology, r 

Dep. flux 
climatology, 

RMSE 

52 
 



I Zender et al. 
(2003a) 

None 0.92 0.32 0.62 0.79 0.88 

II Zender et al. 
(2003a) 

Zender et 
al. (2003b) 

0.88 0.42 0.61 0.80 0.84 

III Zender et al. 
(2003a) 

Ginoux et 
al. (2001) 

0.92 0.36 0.63 0.78 0.87 

IV Kok et al. 
(2014) 

None 0.93 0.31 0.63 0.77 0.87 

 1768 
4. Discussion 1769 
The simulations reported in the previous section were designed to (i) evaluate the performance of 1770 
the K14 dust emission scheme in CESM, and (ii) test the hypothesis in Kok et al. (2014) that the 1771 
K14 scheme reduces the need to use a source function in dust cycle simulations. The next two 1772 
sections discuss these two objectives, after which we discuss the implications of our results for 1773 
the dust cycle’s sensitivity to climate changes. 1774 
 1775 
4.1. Evaluation of the K14 dust emission scheme in CESM 1776 
Relative to the ‘control’ (Sim. I), the simulation using K14 (Sim. IV) shows statistically 1777 
significant improvements against measurements most characteristic of dust emission, namely (i) 1778 
AERONET AOD climatology (Fig. 5), (ii) variations in AERONET AOD on daily and seasonal 1779 
timescales (Table 1 and Fig. S5), and (iii) satellite-derived estimates of dust optical depth and 1780 
dust mass path off the West African coast (Fig. 6). The representation of dust emission in 1781 
Simulation IV is also statistically significantly improved over the simulations using either the 1782 
Zender et al. (2003b) or the Ginoux et al. (2001) source function.  1783 

We find that the improvement in CESM’s dust emission module by the K14 scheme does not 1784 
propagate into a statistically significant improvement of the model’s ability to reproduce surface 1785 
measurements of dust concentration (Figs. 7 and S6), or of dust deposition (Fig. 8). Since most 1786 
stations in these data sets are far from source regions, this indicates that the improvement in 1787 
CESM’s dust emission scheme does not produce comparable improvements in simulated dust 1788 
cycle properties further from source regions. This could be caused by model errors in other 1789 
processes, particularly in dust transport and deposition. This is especially likely to explain the 1790 
lack of improvement in the simulated dust deposition fluxes, which is known to be subject to 1791 
large model errors (Huneeus et al., 2011). In addition, it is possible that tuning of parameters 1792 
describing processes such as transport and deposition in previous model versions (e.g., Albani et 1793 
al. (2014)) degrades the model performance with the new K14 parameterization. 1794 
 1795 
4.2. Does the K14 scheme reduce the need to use a dust source function? 1796 
The main reason for the improved representation of dust emissions with K14 is likely that this 1797 
scheme accounts for a soil’s increased ability to produce dust as its erodibility increases (Kok et 1798 
al., 2014). This results in an increased sensitivity of the dust flux to a soil’s standardized dust 1799 
emission threshold (Fig. 1), which quantifies a soil’s susceptibility to wind erosion. Since the 1800 
dust emission threshold in CESM is parameterized mainly in terms of soil moisture, the dust 1801 
emission coefficient in the K14 scheme (Fig. 2c) is strongly anti-correlated with soil moisture 1802 
(Fig. S4). Consequently, relative to the ‘control’ simulation with the Z03 scheme, the simulation 1803 
with K14 produces a shift of emissions and dust AOD to hyper-arid - and thus typically highly 1804 
erodible - regions such as North Africa (Figs. 2c, 3d, 4d). This effect is remarkably similar to 1805 
that of applying the Ginoux et al. (2001) source function (Figs. 2b, 3c, 4c), which was developed 1806 
to shift emissions to regions with high dust loadings observed by the TOMS satellite (Prospero et 1807 
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al., 2002). This similarity between the effects of the K14 scheme and the Ginoux et al. (2001) 1808 
source function suggests that the K14 scheme replaces some of the empiricism introduced by this 1809 
source function with an improved description of the physics of dust emission.  1810 

The K14 scheme thus reduces, or even eliminates, the need to use a source function in 1811 
CESM. Although further work is needed to investigate whether the K14 scheme produces similar 1812 
improvements in other large-scale models, the additional dust emission physics accounted for in 1813 
K14 could aid in moving dust modules beyond the widespread use of empirical source functions. 1814 
Such a transition towards a more physically-explicit treatment of dust emission is necessary for 1815 
better understanding past and forecasting future changes in the global dust cycle: although 1816 
empirical descriptions of dust emission can work well for the current climate, such descriptions 1817 
are unlikely to accurately capture the effect of climate-driven changes in soil erodibility and 1818 
other relevant factors.  1819 

Note that parallel efforts to improve the fidelity of dust modules might also help to reduce the 1820 
reliance on empirical source functions in dust cycle simulations. Indeed, since many source 1821 
functions were formulated for models that did not account for the spatial variability of the 1822 
aerodynamic roughness length (Ginoux et al., 2001; Tegen et al., 2002; Zender et al., 2003b), the 1823 
use of drag partition schemes employing high-resolution maps of roughness length (Laurent et 1824 
al., 2008; Chappell et al., 2010; Menut et al., 2013) might be particularly effective. In addition, a 1825 
more accurate description of the land surface through higher resolution and more detailed soil 1826 
data sets could further reduce the reliance on empirical parameterizations in dust modules. 1827 
 1828 
4.3. Implications for the dust cycle’s sensitivity to climate changes 1829 
An important result from Kok et al. (2014) is that current parameterizations in climate models 1830 
likely underestimate the dust flux’s sensitivity to the soil’s threshold friction velocity, which is 1831 
further supported by the results presented here (Figs. 1 - 4). This underestimation might have 1832 
important implications for evaluating the global dust cycle’s response to climate changes. In 1833 
particular, since soil erodibility is affected by climate, which partially determines the soil 1834 
moisture content, aggregation state, and crusting of the soil (Zobeck, 1991; Kok et al., 2012), our 1835 
results here and in Kok et al. (2014) suggest that many climate models underestimate the dust 1836 
cycle’s climate sensitivity.  1837 

This result could help explain a series of observations. For instance, climate models have 1838 
difficulty reproducing the increase in North African dust emissions during the Sahel drought in 1839 
the 1980s (Mahowald et al., 2002; Evan et al., 2014; Ridley et al., 2014), which is likely partially 1840 
due to the underestimation of the dust flux’s sensitivity to drought conditions (Fig. 1). 1841 
Furthermore, an increased sensitivity of dust emissions to climate changes could help explain the 1842 
large differences in the global dust cycle between different climates, such as the much larger dust 1843 
deposition fluxes measured for the Last Glacial Maximum (Rea, 1994; Harrison et al., 2001), 1844 
which climate models also have difficulty reproducing without positing large changes in source 1845 
areas (Werner et al., 2002; Mahowald et al., 2006b). 1846 
 1847 
5. Summary and Conclusions 1848 
We used CESM simulations to both evaluate the performance of the K14 dust emission scheme 1849 
developed in the companion paper (Kok et al., 2014), and to test the hypothesis that the K14 1850 
scheme reduces the need to use an empirical source function in dust cycle simulations.  1851 

We find that implementing the K14 scheme has an effect that is strikingly similar to that of 1852 
implementing the Ginoux et al. (2001) source function. That is, it shifts emissions and dust AOD 1853 
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towards the most erodible regions, especially North Africa (Figs. 2- 4). Indeed, the spatial pattern 1854 
of the dust emission coefficient Cd, which scales the dust flux in K14 using only the dust 1855 
emission threshold and can thus be interpreted as a physically-based and dynamic source 1856 
function, is remarkably similar to that of the Ginoux et al. (2001) source function (Fig. 2). We 1857 
further find that the K14 scheme improves CESM’s representation of dust emission, as 1858 
evidenced by statistically significant improvements of the model’s ability to reproduce 1859 
AERONET AOD measurements in dusty regions (Table 1, Figs. 5, S5) and satellite observations 1860 
of dust optical depth and dust mass path off the West African coast (Fig. 6). These improvement 1861 
substantially exceed those produced by implementing either the Zender et al. (2003b) or the 1862 
Ginoux et al. (2001) source functions.  1863 

These results suggest that the K14 scheme replaces some of the empiricism introduced by the 1864 
use of a source function with an improved description of the physics of dust emission. As such, 1865 
the K14 scheme reduces, or even eliminates, the need to use a source function in dust cycle 1866 
simulations in CESM. Further work is required to investigate whether the K14 scheme can 1867 
similarly improve other large-scale models. 1868 

Our results further suggest that many large-scale models have used source functions to 1869 
empirically account for a part of the sensitivity of the dust flux to the soil threshold friction 1870 
velocity (Figs. 1 – 4). Because climate changes affect this dust emission threshold, for instance 1871 
by affecting the soil moisture content and soil aggregation (Zobeck, 1991; Fecan et al., 1999; 1872 
Shao, 2008; Kok et al., 2012), many models might underestimate the dust cycle’s sensitivity to 1873 
climate changes. Since the K14 scheme accounts for this missing component of the dust flux’ 1874 
sensitivity to the soil threshold friction velocity, namely the effect that a more erodible soil will 1875 
produce more dust per saltator impact (Kok et al., 2014), we expect that it can improve the 1876 
accuracy of dust cycle simulations for past and future climates. 1877 

Accounting for the dust flux’s increased sensitivity to the soil state will thus affect 1878 
simulations of the global dust cycle’s response to future climate changes. In particular, since arid 1879 
regions are generally predicted to become drier in most climate models (Solomon et al., 2007), 1880 
accounting for the dust flux’ increased sensitivity to the soil threshold friction velocity would 1881 
likely produce an increase in the future global dust emission rate, and thus in the global dust 1882 
radiative forcing, relative to simulations that do not account for this. Since the dust cycle is 1883 
sensitive to a variety of processes, including CO2 fertilization (Mahowald et al., 2006b), land use 1884 
change (Ginoux et al., 2012), and changes in sediment availability (Harrison et al., 2001), a 1885 
substantial body of further work is required to assess the dust cycle’s response to future climate 1886 
changes. 1887 
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