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Abstract

Mesoscale model simulations are presented of a westerly föhn event over the Antarctic
Peninsula mountain ridge and onto the Larsen C Ice Shelf, just south of the recently
collapsed Larsen B Ice Shelf. Aircraft observations showed the presence of föhn jets
descending near to the ice shelf surface with maximum wind speeds at 250–350m in5

height. Surface flux measurements suggested that melting was occurring. Simulated
profiles of wind speed, temperature and wind direction were very similar to the obser-
vations. However, the good match only occurred at a model time corresponding to ∼ 9h
before the aircraft observations were made since the model föhn jets died down after
this. This was despite the fact that the model was nudged towards analysis for heights10

greater than ∼ 1.15 km above the surface.
Timing issues aside, the otherwise good comparison between the model and ob-

servations gave confidence that the model flow structure was similar to that in reality.
Details of the model jet structure are explored and discussed and are found to have
ramifications for the placement of AWS stations on the ice shelf in order to detect föhn15

flow. Cross sections of the flow are also examined and were found to compare well
to the aircraft measurements. Gravity wave breaking above the mountain crest likely
created a situation similar to hydraulic flow and allowed föhn flow and ice shelf sur-
face warming to occur despite strong upwind blocking, which in previous studies of this
region has generally not been considered. Our results therefore suggest that reduced20

upwind blocking, due to wind speed increases or stability decreases, might not result
in an increased likelihood of föhn events over the Antarctic Peninsula, as previously
suggested.

The surface energy budget of the model during the melting periods showed that the
net downwelling shortwave surface flux was the largest contributor to the melting en-25

ergy, indicating that the cloud clearing effect of föhn events is likely to be the most
important factor for increased melting relative to non-föhn days. The results also indi-
cate that the warmth of the föhn jets through sensible heat flux may not be critical in

2



causing melting beyond boundary layer stabilization effects (which may help to prevent
cloud cover and suppress loss of heat by convection) and are actually cancelled by
latent heat flux effects (snow ablation). It was found that ground heat flux was likely to
be an important factor when considering the changing surface energy budget for the
southern regions of the ice shelf as the climate warms.5

1 Introduction

During the last 50–60 years near-surface temperatures over the Antarctic Peninsula
(hereafter referred to as AP) region have increased more rapidly than anywhere else
in the Southern Hemisphere, at several times the global average rate (Vaughan et al.,
2003). One manned station on the west side of the Peninsula (Vernadsky, formerly10

Faraday) measured a mean near-surface warming of 2.94 ◦C between 1951 and 2004,
significant at the< 1% level, compared to a global average of 0.52 ◦C over the same
period (Marshall et al., 2006). Vaughan et al. (2003) estimated the mean warming trend
for several of the Peninsula stations to be 3.7±1.6 ◦C(century)−1 and suggested that
current temperatures are unprecedented in the context of the past 1800 years for this15

region. It has recently been suggested, through a combination of infra-red satellite tem-
perature measurements and station data, that the strong warming trend extends to the
whole of West Antarctica, which is estimated to have exceeded 0.1 ◦C(decade)−1 over
the past 50 years (Steig et al., 2009). In contrast, the same work and others (e.g. Turner
et al., 2005) estimated a small and statistically insignificant trend for the larger area of20

East Antarctica over a similar period.
There is evidence that in the Antarctic Peninsula region the seasonal pattern of local

warming has varied with location. The Peninsula consists of a high, narrow mountain
ridge that reaches over 2 km in altitude and runs for a length of around 1500 km (see
Figs. 1, 3 and 4). Its length is orientated approximately from north to south and it is25

bounded to the south by the Antarctic continent. The high mountains provide a cli-
matic barrier between the warmer oceanic air of the west and the cold continental air
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of the east where annual mean temperatures are 5–10 ◦C colder at comparable lati-
tudes (King and Turner, 1997). There are few manned stations on the east side of the
Peninsula, though, and they are all close to the northern tip of the Peninsula. Whether
they reflect temperatures further south is therefore not certain. These stations have
shown similar annual warming rates to those on the western side (Vaughan et al.,5

2003; Marshall et al., 2006). However, they recorded a much stronger warming trend
in the seasons of Austral summer and autumn than those on the west side (Marshall
et al., 2006). The summer trend in particular was highly statistically significant.

An indication of rising temperatures on the east side at more southerly latitudes came
from the dramatic disintegration of the Larsen B ice shelf in February to March 200210

when an area of 3200 km2 was lost (Scambos et al., 2004). The summer warming is
especially important with respect to ice shelf disintegration since this is the season
when the vast majority of surface melting on the ice shelves occurs. Crevasse propa-
gation due to the weight of accumulated melt water is currently thought to have been
the major factor in the 2002 break up, as well as in the break up of other ice shelves15

around the Peninsula (Scambos et al., 2000, 2004; van den Broeke, 2005).
Marshall et al. (2006) gave evidence that attributes the anomalous summer and au-

tumn warming on the east side to changes in the Southern Hemisphere (SH) Annular
Mode, or SAM, which is the principle mode of variability in the SH. A higher SAM index
is associated with stronger westerly winds impacting on the Antarctic Peninsula. The20

SAM index increased between 1965 and 2000 with more statistically significant and
much larger increases observed in the autumn and summer seasons. The increase
in SAM index has been attributed to ozone loss (e.g. Thompson and Solomon, 2002;
Gillett and Thompson, 2003), or greenhouse gas concentration increases (Kushner
et al., 2001; Cai et al., 2003). Marshall et al. (2006) suggested that the stronger sum-25

mer westerly winds associated with an increasing SAM index could lead to a higher
frequency of penetration of warm air onto the east side of the Antarctic Peninsula,
leading to enhanced warming in this region.
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Warm and dry airflows down the lee slopes of a mountain are given various names
around the world, the most commonly known being “föhn” (when it occurs in the Alps),
“Chinook” (Rocky Mountains, N. America), or “Zonda” (Argentine Andes). We use the
term “föhn” in this paper. The warming on the downwind/lee side relative to a position
on the upwind side at the same altitude occurs due to latent heat release on the upslope5

(western) side (if combined with precipitation losses) and/or adiabatic descent of air
from upper levels downwards towards the surface. Both of these mechanisms will also
tend to make the downwind air drier than that at an equivalent altitude upstream.

Given the likelihood that such flows over the AP have increased in frequency over
the past 50 years in response to a strengthening of the prevailing westerly winds, and10

the possibility of a connection with Larsen Ice Shelf breakup, knowledge of the details
of these flows is important in order to understand the conditions in which they form, the
degree of warming they are likely to provide to the east side, and the consequences
of the flows for ice shelf melt rate and stability. However, little is known about these
details in the context of the Antarctic Peninsula, except for the very recent results of15

Elvidge et al. (2014). In the latter some simulations of föhn flow and comparisons to
aircraft observations for three different types of flow regime were presented following
the OFCAP (Orographic Flows and the Climate of the Antarctic Peninsula) field cam-
paign. These results are discussed some more in Sections 3.6.2 and 4.3.4. Our paper
will focus on the simulation of a different föhn event over the Antarctic Peninsula, which20

was characterized by observations from an instrumented aircraft.
The breakdown of the sections of the paper is as follows: Sect. 2 describes the air-

craft data used and the setup for the simulation; results regarding the meteorology,
structure and thermodynamics of the modelled jets and how they compare to obser-
vations are described in Sect. 3; Sect. 4 describes the surface energy balance results25

and simulated amount of surface ice melting; and Sect. 5 provides discussions and
conclusions.
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2 Data and methods

The focus of this paper will be a föhn event that occurred on the east side of the Antarc-
tic Peninsula on 06 January 2006 when the airflow was from west to east. This event
was observed by an instrumented aircraft and was simulated using a high-resolution
regional atmospheric model. In this section we briefly describe the aircraft and the5

modelling system used.

2.1 Aircraft observations

Observations were made by an instrumented DHC6 Twin Otter aircraft operated by
the British Antarctic Survey. The aircraft instrumentation is described by King et al.
(2008). Briefly, the aircraft recorded basic meteorological variables (pressure, temper-10

ature, frost point temperature, wind speed and direction) at flight level. In addition, a re-
mote measurement of surface temperature was available from a downward-pointing
infrared thermometer and upwelling and downwelling long- and shortwave radiative
fluxes were measured by aircraft-mounted pyrgeometers and solarimeters.

Figure 4 shows the flight track of the aircraft with the aircraft altitude shown in colour.15

The aircraft took off from Rothera Research Station (see Fig. 4) at 19:20 UTC 06 Jan
and headed east. It traversed the Antarctic Peninsula ridge at 3000m in altitude until
the aircraft was ∼ 170 km downwind of the ridge crest. Then, at 20:15 UTC, the aircraft
descended towards the surface of the Larsen C ice shelf over a horizontal distance
of ∼ 10 km where it performed some low level flight legs, which will be discussed later20

(Sect. A). At 22:00 UTC it made another ascent within ∼ 10 km of the descent profile
and returned back over the ridge along a similar path. The reader is also referred to
King et al. (2008) for further information on this case study.
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2.2 WRF modelling introduction

The model used is a version of the WRF (Weather Research and Forecasting)
mesoscale model (Skamarock and Klemp, 2008) that has been specially modified for
use in polar regions by researchers at the Bryd Polar Research Center (Hines and
Bromwich, 2008; Bromwich et al., 2009; Wilson et al., 2011; Hines et al., 2011) through5

improvements in the representation of the polar surface; the WRF parameterization
options that are now listed were selected according to these studies and the reader is
referred there for further details and for justifications for these choices: the Rapid Ra-
diative Transfer Model (RRTM) was selected for longwave radiation and the Goddard
scheme for shortwave radiation; the Mellor-Yamada-Janjić TKE scheme was used for10

the boundary layer option in conjunction with the Janjić Eta scheme for the surface
layer (Janjić, 2002), which is based on Monin-Obukhov similarity theory, but with mois-
ture and thermal roughness lengths that scale with those for momentum as a function
of the molecular viscosity for momentum and the friction velocity, following Zilitinkevich
(1995); for the land surface model, the four-layer unified Noah scheme was selected.15

As described in Hines and Bromwich (2008), the latter was modified to deal with deep
snow packs and the density, heat capacity and heat conductivity of the snow pack are
based upon observations of Antarctic snow firn.

Three grid nests were used of horizontal resolution 30, 7.5 and 1.875 km for the outer,
middle and inner nests, respectively. The inner nest is 840km× 840 km, centred on the20

area where the aircraft flew. Figure 1 shows the nest positions and sizes relative to the
Peninsula. The two lowest resolution nests used the Kain-Fritsch convection scheme,
which parameterizes deep and shallow convection, whereas the inner nest did not use
a convection parameterization. There were 81 vertical levels specified and vertical res-
olution generally decreased with height. On average, the vertical resolution started at25

∼ 27m near the surface and was relaxed to 240–250m by the time the mid-troposphere
was reached, and then remained throughout most of the rest of the troposphere.
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The model was initialised with and received lateral boundary information from
ECMWF operational analysis data, which for the period in question was available at
0.5◦× 0.5◦ horizontal resolution with 61 vertical levels. The simulation was started at
00:00 UTC 05 Jan, 2006 and ran until 00:00 UTC 08 Jan, 2006. It was decided to
perform nudging on all model nests so that the model fields of horizontal wind, tem-5

perature and vapour mixing ratio are constantly being moved towards the above men-
tioned ECMWF analysis fields. This was done since otherwise it was found that the
fields drifted away from the analysis, most likely as a result of the combination of
rapidly changing analysis fields, the large domain sizes and the fairly long time period
of the simulation. The nudging was only applied above the 10th vertical model level,10

which corresponds to a height of ∼ 1.15 km above the terrain. The relaxation timescale
was trelax = 55.6min. If there are no other forcings, then a model variable, q(t), would
change due to the nudging according to the following:

q(t) = q(0)+ (1− e−t/trelax)(qtarget − q(0)) (1)
15

Here, t is the time in minutes since the start of the relaxation and qtarget is the target
analysis value.

3 The thermodynamics and meteorology of the föhn flow

3.1 The synoptic situation

The general synoptic situation during the period of the simulation was dominated by cir-20

cumpolar flow around Antarctica, which carried a succession of low pressure systems
around the pole. At the start of the simulation (05:00 UTC 05 Jan) two such systems
were located to the west and east of the southern tip of S. America with surface low
pressure centres at approximately 52.5◦ S in latitude and at longitudes of 100◦W and
40◦W, respectively. As the systems progressed eastwards the edge of the western-25

most system started to impact onto the west coast of S. America by around 12:00 UTC
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05 Jan and by 06:00 UTC 06 Jan part of the system was located over the eastern coast
of S. America. The surface pressure field of the system had split into two almost equally
sized low pressure systems by 09:00 UTC 07 Jan on either side of S. America. By the
end of the simulation the bulk of the system was on the east side and had travelled
southwards slightly, lying just to the NE of the tip of the Antarctic Peninsula (centred at5

57◦ S, 50◦W).
Figure 2a shows the WRF pressure field at a height of 2.3 km at 06:00 UTC on the

morning of the aircraft flight on 06 Jan. This is very similar to the ECMWF analysis
pressure field at the same height. This height is just above the maximum height of the
ridge and therefore the wind at this level will likely be important in determining the cross10

Peninsula flow. The western low pressure system can be seen to the northwest of the
AP. A high pressure ridge to the west of the Peninsula extended east and north beyond
the Peninsula tip. It separated a large low pressure system centred south east of the
Peninsula from two low pressure systems off the west and east coasts of the southern
tip of S. America that were described above. At the location of the flight (see Figs. 315

and 4) the western branch of the clockwise circulation of the low pressure system to
the southeast is impacting onto the west side of the Peninsula with flow that is almost
perpendicular across the ridge. The analysis winds over the ridge are approximately
southwesterly (240–245 ◦) and have speeds that vary between 5 and 10ms−1 between
the ridge top height and 3000m. This period is associated with föhn flow that will be20

described in more detail later.
Figure 2b shows the situation at 00:00 UTC 07 Jan. The splitting of the low pressure

system over S. America can be seen in this figure. As this system moved to the east
side of S. America it started to affect the low pressure system to the SE of the AP caus-
ing it to widen and move slightly eastwards. At this time the winds associated with the25

latter system at the western side of the AP are more southerly and no longer impact the
AP in a direction perpendicular to the ridge. The overall change in direction is around
45◦. In addition, the winds there also weaken after 00:00 UTC 07 Jan. After 15:00 UTC
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06 Jan the föhn flow started to die down and the changes in the wind direction and
speed just described are likely the main reasons for this.

Further details about the properties of the upstream flow (wind speed, Froude num-
ber, stability profiles, etc.), its evolution and its relationship to the föhn flow are de-
scribed in Sect. 3.6.5

3.2 Aircraft observations of the föhn jet

The flight track of the aircraft was described in Section 2.1; we now discuss the obser-
vations that were made during the flight. During the initial ascent (close to Rothera) the
measured wind direction between ∼ 1700 and 3000m varied from ∼ 225 to 250◦ and
the wind speed was between 8.5 and 12ms−1 (not shown). Thus, the analysis winds10

(Fig. 2) were in a similar direction to, but were a little weaker than those measured.
Wind profile data was not available below 1700m on the ascent due to instrument mal-
function. As the aircraft crossed the Peninsula, heading from west to east, the wind
direction remained westerly to southwesterly revealing that cross ridge winds prevailed
at this time.15

When the aircraft descended towards the Larsen C ice shelf a strong low-level wind
jet was observed. This is shown in Fig. 5a labelled as “Aircraft descent”. Wind speed
peaked at 15ms−1 250m above the surface, while the wind direction changed quite
sharply from being approximately southwesterly to westerly (245–265 ◦) at 800–3000m
towards a southerly direction at the height of the jet maximum (Fig. 5b). Below, the jet20

wind direction sharply changed back to become almost westerly again close to the
surface.

Warm air temperatures (Fig. 5c) were observed at around the same height as the
jet wind speed maximum with a maximum of 4.6 ◦C at 283m above the surface. The
presence of this warm air caused a strong temperature inversion above the ice surface.25

The surface itself remained close to 0 ◦C, as confirmed by the surface infrared aircraft
measurements (King et al., 2008). King et al. (2008) also showed that the downwind
air had a considerably higher potential and equivalent potential temperature and was
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drier than that at equivalent altitudes on the upwind side. This indicates either adia-
batic warming due to the descent of dry air that originated from above the mountain, or
diabatic warming of air that came from below the mountain on the upwind side and ex-
perienced latent heat warming due to ice or liquid formation and drying by precipitation
loss.5

Figure 7 shows MODIS images over the peninsula ridge from 13:00 UTC 06 Jan.
Fig. 7b shows that most of the Larsen C Ice Shelf was relatively cloud free since the
ice surface shows up as red, whereas cloud shows as white. There is cloud upwind;
however, Fig. 7a demonstrates that this is quite thin. A linear band of thicker cloud can
be seen orientated along the ridge crest that is associated with the mountain wave,10

although there is a gap in this cloud just north of Adelaide Island and Rothera. These
observations suggest that latent heating through condensation followed by precipitation
removal is not a big contributor to the downwind warming in this case.

On the ascent before the return back to base at 22:00 UTC the wind jet was again
observed (Fig. 5a, labelled as “Aircraft ascent2”) but with a lower maximum speed of15

12.4ms−1 and the height of this maximum had risen from 250 to 345m above the ice
shelf surface. The wind direction at the height of the maximum was southerly, as was
the case on the descent. However, above here (between 600 and 2000m) the wind was
closer to westerly on the descent, but by the time of the ascent had rotated towards
a more southerly direction (Fig. 5b).20

Thus, the observational evidence suggests that a cross ridge flow generated a föhn
event that produced strong wind jets and temperatures higher than 0 ◦C above the ice
shelf surface to the east of the mountain barrier. Such temperatures could promote
melting of the ice surface; the issue of ice melting, including results on the amount of
melting at different locations on the ice shelf as predicted by the WRF model and the25

likely contributions from different processes are discussed later in Sect. 4.

11



3.3 Description of the simulated föhn jets

Figures 6 and 8 show plan views of the horizontal wind fields on the 4th vertical model
level for the inner domain of the simulation at various times. The actual height repre-
sented by this model level varies with position in the domain depending on the terrain
height and pressure level distortion. However, over the ice shelf the model level height5

is approximately uniform at 293m above the surface. This height is close to that at
which the maximum wind speed was observed during the initial aircraft descent over
the ice shelf (250m above the ice shelf), and also during the final ascent (350m above
the ice shelf; see Fig. 5). The former was observed at 20:23 UTC at the location marked
as point A in Figs. 6 and 8 and the latter at 22:01 UTC only 10 km from the descent10

maxima (labeled point B).
The initial conditions for the WRF run (Fig. 6), which were taken from the ECMWF

analysis at 00:00 UTC 05 Jan show moderate winds on this model level of up to
10.9ms−1 in the form of a fairly wide jet that covers approximately the same latitude
range as the gap in the topography between the high terrain of Alexander Island and15

Adelaide Island. The jet starts at the eastern foot of the Peninsula mountains and con-
tinues past the edge of the Larsen C ice shelf and beyond the edge of domain 3. This
suggests that the ECMWF analysis has some ability to resolve the föhn flow in this
region and that the föhn may have occurred before 0 UTC 05 Jan. However, the res-
olution of the ECMWF analysis model is likely to be too coarse to resolve a lot of the20

details of the topography and the flow.
As the high resolution WRF model began to spin up and evolve it started to re-

solve this single large jet into smaller more intense jets at various locations along the
eastern foot of the mountains (not shown). However, these jets were short-lived and
by 21:00 UTC 05 Jan the winds were relatively calm over the ice shelf. At this time,25

though, low level winds that were directed towards the Peninsula were starting to build
up around the base of the northern part of Alexander Island on the upwind side of the
flow. In addition, the winds immediately above the ridge of the Peninsula were also in-
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tensifying. By 03:00 UTC 06 Jan jets again started to appear at several locations over
the Larsen C ice shelf at the eastern foot of the ridge. At 09:00 UTC (Fig. 8a) three main
jets have formed, the edges of which have progressed eastwards by around 100 km.
These are marked as jets 1, 2 and 3 and will be referred to as such from now on. The
wind speeds in these jets at this height reached up to 18ms−1.5

After this time the jets started to move northwards whilst low level southerly winds
start to develop along the east side of the Peninsula at the southern end of the Larsen
C ice shelf (see Fig. 8b). This northward progression of the jets caused the two most
northern jets, jets 1 and 2, to merge together by 12:00 UTC 06 Jan (Fig. 8b). By this
time the jets reached almost as far east as the locations where the aircraft observed10

the strong jet on the descent and ascent at 20:23 and 22:01 UTC (labeled A and B,
respectively, in Fig. 8).

3.3.1 The influence of the Coriolis effect

Given the high latitude of this location a fairly strong Coriolis effect is expected that
would turn winds to the left. Since the modelled jets were fairly strong it seems fea-15

sible that their movement northwards could have been due to this effect. To examine
this possibility, the surface pressure field and the wind vectors at the 4 model level at
15:00 UTC are shown in Fig. 9a. At this time there is a small low pressure system cen-
tered near the eastern edge of the ice shelf (x= 578, y = 216 km) that has a fairly weak
cyclonic circulation associated with it. It is clear that at the locations on the northern20

part of the ice shelf, where the jet speed is the greatest, the jets are turning northwards
(to the left in the sense of the jet direction), across the direction of the isobars, sug-
gesting that the influence of the Coriolis effect is dominating there. Using the pressure
gradient between x= 469 km, y = 159 km and the centre of the low pressure system,
the pressure gradient acceleration is calculated to be 6×10−4ms−2, whereas the Cori-25

olis acceleration calculated using the wind speed of the southernmost jet (14ms−1, jet
3) at x= 450, y = 230 km is 1.9× 10−3ms−2, which is over three times larger than the
pressure gradient acceleration.
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From 15:00 UTC onwards the wind speeds of most of the modeled jets started to re-
duce in intensity. The surface pressure field evolved such that the low pressure system
moves east and by 21:00 UTC 06 Jan its center was located beyond the edge of the ice
shelf (Fig. 9b). The associated pressure gradient has increased slightly and the winds
in the southern half of the ice shelf are now stronger and directed from the south across5

most of that half of the ice shelf. The remnants of the jets continue to move northwards,
which is probably due to the influence of the southerly wind driven by the pressure gra-
dient since at this point the Coriolis effect is likely secondary over most regions. For
example, at the location of jet 3 used above (x= 450, y = 230 km) the wind speed has
dropped to 2.8ms−1 giving a Coriolis acceleration of 4× 10−4ms−2. The pressure gra-10

dient acceleration calculated between x= 516, y = 219 km and x= 638, y = 212 km is
now 6× 10−4ms−2 and so is around 50 % larger than the Coriolis acceleration.

3.4 Model comparison to the observations

3.4.1 Wind speed

The model output time of 21:00 UTC 06 Jan is the closest available time to that of15

the aircraft observations of the strong wind jets at 20:23 and 22:01 UTC. At similar
heights, the maximum wind speeds of the simulated flow in the region of the maximum
observed jet speed are around 9.3ms−1 (Fig. 8d). The simulated jets extend further
east than where the observations were made showing that they penetrate at least as
far across the ice shelf as the real föhn flow. However, the jet intensities are weaker20

than the observed jet winds, which had maxima of 12.4 and 15ms−1 for the descent
and ascent, respectively. Profiles through the centers (locations of the maximum wind
speed) of the simulated jets (not shown) confirm that the modeled jet wind speeds
are lower than those observed at this time throughout the boundary layer. The heights
of the wind speed maxima in the jet profiles do agree well with the observed height,25

though.
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Better agreement is obtained if the observed profiles (measurements between 20:00
and 22:00 UTC) are compared with modelled profiles at 12:00 UTC. At the model time
of 12:00 UTC the modelled föhn jets have not yet started to die down and jet 1 has
just reached near to the regions where the real jets were observed. Profiles at this
time are shown in Fig. 5 for various locations, which are marked in Fig. 8b. Location5

C is near the centre of the combination of modelled jets 1 and 2, which at this time is
∼ 55 km away from where the observations were made. Location D is at the center of
jet 3, which is further from the observation region at this time (∼ 100 km away). Below
∼ 1400m, the wind profiles at both locations are very similar to those observed on the
aircraft descent with maxima of ∼ 14ms−1 located at the same height as the observed10

maximum. However, since at 12 UTC the modelled jets do not reach as far east as the
location where the aircraft observations were taken, this suggests some spatial offset
to the jet locations compared to reality; model profiles A and B taken at the aircraft
location show much lower wind speeds than those measured by the aircraft (Fig. 5a).

The wind speeds observed in the jet during the aircraft ascent at 22:01 UTC were15

weaker than those during the descent at 20:23 UTC up to an altitude of ∼ 400m, sug-
gesting that the real jet reduced in intensity. In the model the jet was dying down in
intensity after 12:00 UTC 06 Jan, which indicates that a similar reduction in jet intensity
occurred, except at an earlier time than in reality.

3.4.2 Wind direction20

Figure 5b shows the wind direction at the same model time (12:00 UTC) and locations
as in the previous section. There is generally a very reasonable match between the
modeled and observed wind direction profiles at all altitudes. The observed wind di-
rection changes from westerly to southerly between the ground and the height of the
jet wind speed maximum at ∼ 250–350m. The two model profiles at the centers of the25

strong jets (locations C and D) exhibit a similar rotation in wind direction over the same
height range, although the wind direction only reaches 215–220◦ at the jet maximum
height compared to the observed ∼ 190◦. The model profiles at C and D have a more
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southerly direction than the A and B profiles that are outside of the jets, which is likely
due to the Coriolis effect (see Sect. 3.3.1).

By 15:00 UTC jet 3 has turned to have a southerly direction over the northern part
of the ice shelf and passes very close to the aircraft observation location (Fig. 8c). As
mentioned earlier, this is likely due to the Coriolis effect combined with the influence5

of the southerly winds driven by the pressure gradient (see Fig. 9) that have increased
in strength compared to 12:00 UTC. A profile through the jet centre (location E), just
20.7 km away from the location B, shows that the wind directions at the jet maximum
height and throughout the heights sampled by the aircraft are very similar to those
observed, as is the height of the maximum wind speed (Fig. 10).10

This suggests that the observed jet may have looked somewhat similar to the simu-
lated jet 3, which emanated from halfway down the Larsen C Ice shelf (68.5◦W) and ex-
perienced considerable northwards progression. The wind speed at this height, though,
is somewhat lower than observed being only ∼ 10.5ms−1, although the height of the
maximum is very similar to that observed. The likelihood that the observed jet was gen-15

erally stronger than the simulated one provides more evidence that the observed jet did
not start at the northern part of the ice shelf in a similar manner to the simulated jets
1 and 2, and therefore probably looked more like the modelled jet 3. This is because
stronger winds would lead to an even more pronounced Coriolis effect than that in the
model and therefore would be likely to prevent the winds from reaching the observation20

location. This conclusion is also corroborated by the aircraft observations made during
legs made at constant heights above the ice shelf surface (see Appendix A

Overall, the aircraft comparisons suggest that the model is producing a realistic jet in
terms of vertical structure and location, but is somewhat underpredicting the speed of
the jet. Also, since the simulated jets have died down by the time of the observations,25

either the duration of the modeled jet is too short, or the jet occurs too early. This
discussed in more detail in the next subsection.
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3.4.3 Assessment of the model over longer timescales through comparison to
the AWS timeseries

We now discuss how the föhn jets evolved over time in the model and also in reality. For
the latter we use insight gained from Automatic Weather Station (AWS) near-surface
wind speed and direction data, which also helps to assess the realism of the model5

evolution. The AWS was located in the north eastern part of the Larsen Ice Shelf at
67.0◦ S, 61.6◦W.

The wind speed and direction timeseries taken near the ice shelf surface by the
AWS are shown in Fig. 11a and b, respectively, along with those from the model for
10m above the surface at the same location. The AWS shows that there was a large10

increase in the measured wind speed after 18:00 UTC 06 Jan from the low values of 1–
4ms−1 before this. The wind speed increased to a peak of 11.9ms−1 at 03:20 UTC 07
Jan. This wind increase was accompanied by a gradual change in the wind direction
from 330◦ (approximately northwesterly) through to westerly and reaching round to
northeasterly by around 12:00 UTC 07 Jan. A broadly similar wind direction change15

was produced by the model and in both the model and the observations the change
in wind direction is quite precisely coincident with the start of the increase in the wind
speed.

However, the increase in wind speed seen in the model was much less than that ob-
served by the AWS, which is perhaps to be expected given the underprediction of the20

wind jet at ∼ 300m by the model, as discussed in Sect. 3.4.1. Some of this underpre-
diction may have also been due to the fact that the modeled jets died down prematurely
so that the wind speeds could not build up to levels as high as in reality.

Another discrepancy is that the modeled wind direction starts to quickly rotate to-
wards southwesterly (from being approximately northerly) at ∼ 9:00 UTC, whereas the25

shift in wind direction in the AWS data starts at ∼ 18:00 UTC. Thus, there appears to
be a time difference of ∼ 9h between the onset of changes in the model and those
observed by the AWS. A similar time difference is seen for the peak wind speed times.

17



This suggest that a similar evolution of the pressure field over the ice shelf may have
occurred in the model and in reality, but at an earlier time in the model.

The eastward movement of the small low pressure system over the ice shelf seen
in Fig. 14a and b may be related to the movement of the larger low pressure system
over the Ronne Ice Shelf (as seen in Fig. 2). It is possible that this system shifted5

prematurely in the model compared to reality and was responsible for the influx of
southerly winds onto the ice shelf giving rise to the earlier change in 10m wind speeds
and direction compared to the AWS. Figure 2b shows that the movement of the low
pressure system has resulted in the winds on the west of the Peninsula shifting so that
they no longer impact perpendicularly to the ridge. It seems likely that this may have10

caused the cessation of the föhn jets since föhn flow generally requires winds that are
close to perpendicular to the ridge. If the winds shifted early in the model compared to
reality then this may have also caused the early cessation of the föhn jets.

However, it is difficult to ascertain for sure whether there was a timing discrepancy
between the model and reality for these large scale systems. Wind data at upper levels15

(above the mountain ridge height) would be useful for this since the flow is likely to
be less variable and hence more representative of the larger scale situation. Unfortu-
nately, only brief observations at such altitudes are available. For the aircraft observa-
tions made above the ice shelf at around 3000 m, the eastward flight leg (the earliest
leg at around 20:07 UTC) and the westward leg (22:23 UTC) were only 2.25 hours20

apart, whereas what is ideally needed is a longer term timeseries. Comparisons with
the model at the time of the earlier leg do show that the model pressure was 1.8 hPa
lower than the observed mean over the leg and the wind direction was around 20◦ too
low. These are both consistent with the upper situation changing too early in the model
since the modelled pressure was dropping and winds rotating towards the south in25

the model. However, given the small margins involved it is likely that instrument uncer-
tainties could also account for these differences. Comparisons to the surface pressure
timeseries at Rothera (not shown) reveal a similar decrease in pressure between the
model and observations after 0 UTC 06 Jan, with no clear evidence of a timing issue.
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One difference, though, is that the observed pressure drops in a ”step change” manner
between 0 UTC 06 Jan and 0 UTC 07 Jan with fairly constant pressure in between,
whereas the modelled change is more gradual.

Thus there is some evidence that there are discrepancies with the pressure systems
and upper level winds of the model compared to reality. This would point towards a lack5

of accuracy with the large scale analysis that drives the model boundary conditions and
upper level nudging, which in turn may affect the föhn winds. However, given the evi-
dence available, this is fairly speculative and it is possible that there were other causes
for the timing differences seen in the low level winds between the model and obser-
vations. It should also be borne in mind that the change in upper level wind direction10

over the period during which the jets ceased was quite small; the wind direction was
237◦ at 6 UTC 06 Jan and reduced by only 37◦ by 12 UTC 07 Jan. Thus the margins
of any error in the analysis are likely to be small, although the results here suggest that
such small upper wind direction changes may be important for determining whether
föhn flow occurs or not. Also, a timing difference of approximately 9 hours is fairly small15

given the overall timeframe of the existence of the jets.
In summary, there are some differences between the model and the observations,

but overall the agreement is good and gives confidence that the modelled jet behaviour
was similar to reality in many aspects.

3.5 Using the model jet evolution to interpret the AWS timeseries20

The good agreement between model and reality described in the previous section in-
creases confidence in the use of the modelled circulation patterns to give an idea of
what the real circulation was like and to interpret the AWS timeseries, which is done in
this section.

Figure 12a shows that at 12:00 UTC 06 Jan the model jets close to the ridge, which25

had maximum wind speeds at ∼ 300m, are also associated with strong wind speeds at
10m. However, it can also be seen from this figure and from Fig. 14a that at this time the
wind direction further east, where the AWS is located, and also along the eastern edge
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of the ice shelf, is approximately northwesterly. The surface pressure fields (Fig. 14a)
show that this flow is roughly consistent with the isobars of the small low pressure
circulation in the middle of the ice shelf and with those of the high pressure ridge to
the east. Figure 14c shows the surface pressure over the second model domain and
suggests that the influence of northerly winds over the AWS region in the model is5

the result of winds that traveled at low levels around the northern tip of the Peninsula,
where they then rotated strongly in association with a low pressure circulation on the
south side of the Peninsula and travelled south towards the ice shelves.

In the simulation the circulation patterns start to change after 12:00 UTC, so that
by 15:00 UTC the low pressure circulation over the ice shelf is further east and has10

intensified (Fig. 14b). The model wind direction over the AWS is closer to westerly
at this time. Figure 12a and b suggests that the area of higher wind speed over the
AWS at 15:00 UTC is due to wind that emanated from locations further north along the
Peninsula mountains (jets 1 and/or 2), and travelled approximately towards the north-
east. However, the even higher winds associated with jet 3 have not yet reached the15

AWS region by 15:00 UTC for the height of 10m (Fig. 12b) like they have at 300m
(see Fig. 8c). This is further demonstrated in Fig. 13, which shows a vertical cross
section taken at 15 UTC 06 Jan along a line passing over the AWS location and ori-
entated west to east, such that it is perpendicular to the axis of the jets at this time
(see Fig. 8c for the location of the line). The north-south horizontal component shown20

in the plot reveals much lower wind speeds near the surface compared to those in the
jets. A reversed wind direction to the west and east of the jets can also be seen. The
modelled differences between the 10 m and 300 m winds are also corroborated by the
aircraft observations made at constant heights close the surface, which are described
in Appendix A.25

It is clear that the modelled jets show stronger winds at 300 m than they do at 10 m
in the regions just downwind of the ridge where the jets emanate. However, at the
location of the AWS this disparity is much greater. We speculate that this is due to
the fact that the initial lower wind speeds at 10m would lead to less Coriolis turning
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than the stronger wind jets at 300m. This would mean less northerly progression in the
face of the northwesterly winds at the eastern edge of the ice shelf associated with the
pressure gradient.

The AWS region at 10 m eventually came under the influence of the jet 3 winds
at around 21:00 UTC (Fig. 12c) and led to the peak in winds over the AWS region5

seen in the model timeseries (Fig. 11a). This was concurrent with the background wind
direction associated with the pressure gradient becoming southerly. By this time there
were no more modelled jets emanating from the Peninsula and the winds at all heights
were beginning to die down and move eastwards and away from the ice shelf.

It seems likely that a similar situation occurred in reality given the similar evolution10

in wind direction between the model and the AWS observations, as demonstrated in
Fig. 11b. The AWS also showed winds from the north before the onset of the higher
strength winds suggesting that a similar circulation to that in the model was preventing
some of the strong near-surface jets from reaching the AWS region. Also, by the time of
the peak AWS wind speed measurement (03:20 UTC 07 Jan) the AWS wind direction15

had rotated to ∼ 200◦, i.e. almost from the south. This suggests that the near-surface
winds traversed north across the ice shelf in a similar manner to the modelled 10m
winds associated with jet 3. At earlier times, e.g. at 21:50 UTC 06 Jan when the AWS
was registering wind speeds of 10.3ms−1 and a wind direction of ∼ 300◦, the near-
surface winds were likely to have been linked to jets similar to the modelled jets 1 and20

2.
The maximum modelled wind speed over the AWS region came later than the max-

imum intensity of the main jets, and it is likely that this was also the case in reality. In
that case the jets may have been in existence for some time before the AWS registered
the wind speed increase suggesting that its location is not ideal for detecting föhn jet25

events.
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3.6 Potential temperature cross sections and föhn thermodynamics

We now describe and discuss some details of the flow structure and thermodynamics
by examining vertical cross sections of potential temperature and wind speed taken
roughly parallel to the flow (perpendicular to the ridge).

Figures 15a and b show, respectively, vertical cross sections along the black straight5

line drawn in Fig. 8. Shown are the potential temperature and the component of the
horizontal wind speed perpendicular to the ridge at 09:00 UTC 06 Jan. The latter is
approximately equal to the east-west wind component since the ridge is aligned almost
in a north-south direction and will hereafter be denoted as U . At this time the cross
section passes through the centre of jet B. The figure shows that there are some large10

amplitude wave disturbances to the lee side of the mountain. The potential temperature
contours are packed tightly above the lee slope whilst descending down the mountain
and are co-located with the high downslope winds near the lee surface. Midway down
the lee slope of the mountain the adiabats suddenly move back upwards in a manner
akin to a hydraulic jump in hydraulic flow (e.g. Houghton and Kasahara, 1968; Dur-15

ran, 1986). It is clear that air is descending from mid-tropospheric levels towards the
surface, which will cause a large degree of adiabatic warming and wind acceleration.
Above the mountain, large amplitude gravity waves are present that appear to break at
around 2.5 km altitude where there is a region of well mixed air in which the wind speed
is low.20

Upwind of the mountains there are several layers with different degrees of stratifica-
tion. The air below ∼ 400m is fairly well mixed and is topped with an inversion between
400 and 1200m. As the mountains are approached the adiabats associated with the
upper part of the inversion start to rise up and over the terrain. To the west side of the
cross section there is a mixed layer above the inversion that reaches up to ∼ 1.6 km.25

Above that height the air is approximately constantly stratified. Thus the air upstream
of the mountains during the wind storm contains a combination of inversion and mixed
layer regions as well as regions of approximately constant stratification.
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A Froude number can be calculated for the mean upstream conditions that helps to
characterize the nature of the flow:

F0 =
U0

NH
(2)

Here U0 is the characteristic upstream wind speed,N is the upstream Brunt Väisälä fre-5

quency and H is the mountain height. F0 defined in this way is equivalent to the inverse
of the non-dimensional mountain height, ĥ. F0 � 1 (and therefore ĥ� 1) is associated
with blocking of the low level flow so that it is diverted around the obstacle rather than
up and over it. Hunt and Snyder (1980) showed that for an isolated hill the height below
which the flow is blocked is approximately given by10

zd =H(1−αF0) (3)

with α∼ 1.
Calculating these values for the profile at the western edge of the cross section

shown in Fig. 15 by using the mean cross-section component wind speed between the15

surface and a height of 2 km and by calculating N over the same heights gives N =
0.0158 s−1, F0 = 0.27, ĥ= 3.8 and zd = 1100m. Thus strong low level blocking would be
expected and is indeed observed in the simulation. Calculations of streamlines from the
flow field (not shown) and examination of the potential temperature contours suggest
a value for zd of around 1100m in agreement with Eq. (3). Orr et al. (2008) suggest20

that the parameter α in Eq. (3) will depend on the aspect ratio of the orography and the
Coriolis parameter, so the actual value of zd may differ from that calculated from Eq. (3)
with constant α.

The fact that strong downslope winds that result in surface warming on the lee side
are simulated by the model in this case is interesting because of the low upstream value25

for F0 and associated low level blocking. Many previous studies of the effects of föhn
flow over the AP (Marshall et al., 2006; Orr et al., 2004, 2008; van Lipzig et al., 2008)
have implied that such flow would not cause a warming of the surface of the Larsen Ice
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Shelves if the upstream flow was significantly blocked (i.e. if F0 � 1). In those studies,
the suggestion was made that, for example, the upstream wind speed would need to
increase in order to increase F0 and allow the warming to occur. The case presented
here indicates that strong lee-side warming can also occur under blocked flow regimes,
suggesting that the relationship between upstream wind speed and lee-side warming5

may not be as simple as envisioned in the studies referenced above.
Strong downslope flow and surface warming orographic flows occurring in situations

with low upstream F0 have been discussed in the literature in the past (see Durran,
1990, for a review). Perhaps most notably for this case, Smith (1985, hereafter S85)
and Smith (1989) suggest that upstream blocking can create an “effective surface” that10

acts to reduce the effective height of the mountain on the windward side. The one
layer model of the former was generalized to allow two upstream layers of differing
stability in Smith and Sun (1987, hereafter SS87). The theoretical arguments of S85
and SS87 suggest that this reduction in effective upstream mountain height might be
very important in facilitating the strong downslope winds on the lee side because the15

theory allows only certain configurations of ĥ and other parameters in order for such
winds to occur. Evidence from numerical models that support the ideas of S85 and
SS87 and the requirement of specific parameter configurations is presented in Durran
and Klemp (1987).

In addition, these theoretical models require a region of stagnant air above the lee20

slope that acts to channel the flow beneath it down the lee slope. Indeed, such a stag-
nant, low wind speed, turbulent region exists above the lee slope of the simulated fields
centred at a height of around 2.75 km (Fig. 15b). It was suggested in S85 that this could
occur through the breaking of gravity waves propagating upwards above the lee slope.
Such wave breaking can occur due to the presence of a critical layer where there is25

a rapid reversal in wind direction or a rapid reduction in stability, although this is not
the case with the case study presented here. However, linear hydrostatic theory pre-
dicts that for a bell shaped mountain maximum steepening of the streamlines of the
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mountain waves occurs at a height of

zcrit = 0.75λ, (4)

where λ= 2πU/N is the vertical wavelength (Peltier and Clark, 1979). If the mountain
is sufficiently large then the steepening can become critical so that the streamlines5

become vertical and the wave is likely to overturn and break. Linear hydrostatic the-
ory dictates that vertical streamlines occur when ĥ reaches unity, although Miles and
Huppert (1969) suggested a lower value (ĥ= 0.86) from the application of a non-linear
lower boundary condition for hydrostatic waves over a bell-shaped mountain. Thus the
ĥ value of 3.8 in the AP simulation should be more than sufficient to allow wave over-10

turning above the lee slope. Using the same parameters as before yields a zcrit value of
2.8 km. This is very close to the location of the well mixed region seen in Figs 15a and
b suggesting that wave breaking was occurring there and played a key role in allowing
the strongly accelerated downslope flow as described in S85 and SS87.

In the AP simulation presented here, the upstream stability profile above the “effec-15

tive surface” (∼ 1100m) consists of a well-mixed layer with a region of constant stratifi-
cation above. Thus the two-layer model of SS87 is perhaps more appropriate than the
single layer model described in S85.

In the next subsection we examine the upper-level aircraft observations taken along
the cross section to assess how well the modelled flow structure matches that of the20

real flow.

3.6.1 Upper level aircraft comparisons along the cross section

Figure 16 shows comparisons between model and aircraft quantities taken along ap-
proximately west to east cross sections at a height of 2900m. The model cross section
is taken over a straight line that is to the north of that shown in Fig. 15 in order to ap-25

proximately lie over that of the aircraft trajectory. The aircraft observations of U show
a reduction in wind speed downwind of the crest of the ridge. This corresponds to the
position of the stagnant, turbulent region that was also seen in the model and was
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hypothesized to have been caused by wave breaking. The model and aircraft compo-
nent wind speeds are very similar except there is a slightly quicker return to the upwind
values in the observations (when moving from west to east). The vertical wind observa-
tions also show upward motion in the stagnant region, along with enhanced turbulence,
which also extends downwind. This is consistent with the presence of gravity waves5

which are breaking in the low horizontal wind speed region, consistent with the theo-
ries of S85 and SS87. The model results show similar patterns, except with much lower
magnitude vertical winds. One possible reason for this is a lack of vertical and horizon-
tal model resolution. However, the reader is also reminded that different times are being
compared for the model and the aircraft due to the likelihood that the WRF simulation10

has timing errors. The potential temperature in the model and the observations both
show a decrease within the region of low U followed by a gradual increase downwind.
This decrease is consistent with the position of the hydraulic jump-like behaviour of the
adiabats in the model cross section in Fig. 15. Overall, except for the vertical wind, there
is good agreement between the model and the observations suggesting that the model15

is capturing the flow structure in a realistic manner, but is unable to capture smaller
scale turbulence due to model resolution restrictions. The agreement for the flow struc-
ture might suggest that explicitly capturing the sub-model-gridscale detail may not be
necessary in order to simulate the processes that are important in determining the flow
structure.20

3.6.2 Discussion on the modelling and prediction of föhn events over the
Antarctic Peninsula

The similarity of the features of the case simulated here to those in SS87 and the good
comparison to the observations suggests that, in addition to simple linear models for
high F0 flow, the SS87 model and other related models should be considered when25

attempting to predict whether strong downslope flow and leeward surface heating is
likely to occur over the AP in low F0 conditions. This may require analysis of whether
and at what height wave breaking is likely to occur above the lee slope. Such alterna-
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tive models should also be examined when considering how future changes in wind
speed, stability, etc. during a changing climate might affect föhn frequency. However, it
should be noted that the models of S85 and SS87 only describe the final state of the
downslope winds, rather than how the atmosphere evolved to get there. Thus, whether
the fairly restrictive configuration of parameters described in those papers needs to5

be initially met in order for windstorms to occur, or whether the atmosphere is likely
to evolve into the required state through feedback mechanisms is unknown. Further
analysis of such a model is beyond the scope of this study and is left to future work.

It should also be noted that windstorms have been shown to occur in situations
with no wave breaking when there is a layer of strong stability below a layer of lower10

stability (Durran, 1986, 1990) and so these situations should also be considered for the
AP. However, given the very large mountain height of the AP ridge, it seems likely that
large amplitude induced wave breaking will often be a feature in this region. Durran
(1990) gives some guidelines for forecasting windstorms, although there is still a great
deal of uncertainty about how to do this.15

Finally, the simulations of flow over the Antarctic Peninsula presented in Orr et al.
(2008) showed a case where there was upstream blocking in a similar flow regime to
that in our case (ĥ=3.0 compared to ĥ=3.8 in our case) and with a similar upstream ver-
tical stratification pattern. However, in Orr et al. (2008) there was no descent of warm,
accelerated air on the leeward side down to the surface in contrast to our case. It is20

difficult to say for sure why the two outcomes are so different given the complexity of
such flows and the incompleteness of the knowledge of them, as well as the possibility
of time dependent behaviour. Although, one key difference between the two simula-
tions is that the horizontal resolution used in Orr et al. (2008) was 12 km, compared
to the 1.875 km used in our study. This could conceivably have have led to poorly rep-25

resented gravity waves in the latter, which in our study had a horizontal wavelength of
around 60 km and were shown to have been vital for the lee flow development. How-
ever, examination of the lowest resolution (30 km) nest from our simulation reveals that
warm air descent onto the Larsen Ice Shelf does occur despite the resolution being
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much lower than that in Orr et al. (2008). One other possibility is that the vertical res-
olution is also important; our simulation used 81 vertical levels whilst that of Orr et al.
(2008) used only 38. Vertical resolution is likely to be important for correctly capturing
the rapid changes in stratification with height that are known to be important for lee
flow developement. Recent 1.5 km resolution simulations presented in Elvidge et al.5

(2014) also showed the occurrence of föhn flow in blocked upwind conditions, which
corroborates our results.

3.6.3 The time evolution of the upstream conditions

We now briefly discuss how upstream conditions changed during the simulation, again
for the profile at the left edge of the same cross section as above. Figure 17 shows time-10

series of various quantities at this location. At the start of the simulation (00:00 UTC 05
Jan) F0 = 0.19, ĥ= 5.2, suggesting stronger low level blocking than at the time of the
main jets. The lower F0 value at the simulation start is due to U0 being lower (4.4 vs.
6.3ms−1) since the stability value is actually slightly lower at this time (N = 0.0152 vs.
0.0158 s−1). For the initial conditions the ECMWF analysis model exhibits a wide jet that15

reaches down to low levels. The realism of the ECMWF analysis can be questioned be-
cause of the unrealistic terrain height due to poor horizontal resolution relative to the
steepness of the AP. However, the potential temperature structure looks similar to that
shown in Fig. 15 and the wind direction is perpendicular to the ridge, suggesting that
conditions were favourable for jet formation. As mentioned earlier, in the WRF simula-20

tion this initial near-surface jet dies down, but then builds up again after 03:00 UTC 06
Jan. The die down of the jets after the start of the simulation is associated with a rapid
change in wind direction and increase in N . However, this is likely due to model spin
up.

The main jets start at around 03:00 UTC 06 Jan, but begin to die down in intensity25

shortly afterwards, at around 15:00 UTC. By 06:00 UTC 07 Jan they have mostly dis-
sipated. From Fig. 17 it can be seen that there are fairly large wind direction changes
that coincide with the onset and cessation of the jets. By 03:00 UTC on 6 February the
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wind direction is perpendicular to the ridge again (∼ 270◦) after being at values< 263◦

before that. It then veers sharply to a value of 244◦ between 12:00 and 15:00 UTC.
The component wind speed is at its largest during the active period of the jets with the
largest value occurring at 06:00 UTC 06 Jan. This peak in component wind speed is
due to the wind direction change rather than a change in the magnitude of the wind5

speed. However, the changes in ĥ are not consistent with a threshold like behavior
that determines whether the föhn jets are active or not, since ĥ is slightly larger at
12:00 UTC 06 Jan than at 15:00 UTC due to the general decrease in N over the pe-
riod. This suggests that the change in component wind speed may not be critical in
determining the onset and cessation of the jets since wind speed effects would be ex-10

pected to manifest through ĥ changes. The results here suggest that the large wind
direction changes at 1 km between 12:00 and 15:00 UTC are more clearly associated
with the cessation of the jets.

Figure 17f reveals a rapid reduction in relative humidity (RH) at the same time as the
wind direction change and cessation of the föhn event. There are indications that the15

moisture content of the upwind air has implications for blocking (Miglietta and Buzzi,
2001), which might suggest that the change in RH is playing some role in the föhn
cessation. However, without some idealized modelling of this case it is probably impos-
sible to say whether the change in RH had any causal effect on the flow, or whether
it was a symptom of the meteorology changes. The shift of the wind direction upwind20

of the mountain towards southerly would also be associated with reduced relative hu-
midity since the air would then be coming from the dry continent rather than the moist
oceanic regions. Although the same lack of proof of causality can also be said for the
wind direction effect. Further work would be required to answer this, which is beyond
the scope of our study.25

By 15:00 UTC 06 Jan the upstream wind direction has changed so that it is no longer
perpendicular to the ridge. The potential temperature profile at this time is very similar
up to around 1.2 km with low level blocking still evident to around the same level (not
shown). However, the mixed layer between 1.2 km and 1.5 km is now more stratified
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and N = 0.0167 s−1, F0 = 0.22, ĥ= 4.6, so that the upwind air is more stable and more
conducive to low level blocking. The disappearance of the mixed layer at this time
suggests that it was associated with the föhn flow.

4 The effects of the föhn jets on surface melting and the surface energy budget
of the Larsen Ice Shelves5

The good match between the model and observations presented so far give confidence
that the development and evolution of the modeled jets are similar to that of the real
jets, which might suggest that the modeled effects of the jets on the ice shelf surface
will also be realistic. However, we also acknowledge that the interactions between the
jet dynamics and the radiative fluxes will be somewhat different from those in reality due10

to the timing issues described earlier. Also, the modelled impact of the jets upon the ice
surface will be dependent upon the surface scheme of the model, which is discussed
later.

Marshall et al. (2006) suggested that increased frequencies of föhn events over the
AP due to strengthening westerlies may have been the cause of rapid warming on the15

east side of the AP in the austral autumn and summer, with the implication that this
contributed to the collapse of the Larsen B Ice Shelf. Here we investigate the effect
of the simulated föhn event on the amount of ice surface melting on Larsen C, since
there is evidence that accumulation of meltwater was a major factor in the breakup of
Larsen B (Scambos et al., 2000, 2004; van den Broeke, 2005) and so could potentially20

threaten the stability of Larsen C.
It is interesting to consider the causes of the differences between the melting on

Larsen B, where a dramatic ice shelf collapse has already occurred, and that over the
southern regions of Larsen C, where collapse seems very unlikely at present. However,
in a warmer climate there is the potential for melting rates in the south to become25

closer to those occurring over Larsen B at the present time, which may increase the
risk of melt water induced breakup. Understanding the differences between the energy
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budgets of the two regions may provide some insight into what would be required for
this to happen. However, it has to be borne in mind that the conclusions drawn from
a single case study such as this may not necessarily be representative of the general
situation.

Whilst the surface scheme in the WRF model will not capture many of the details5

of the ice shelf surface it should provide some useful basic insight into how the atmo-
sphere and surface are likely to interact during a föhn flow and during melting periods.
Potential deficiencies in the representation of the WRF ice surface and sub-surface are
discussed in Section 5.

4.1 Instantaneous flux comparisons between the model and aircraft10

First of all we compare the surface energy balance (SEB) flux components from the
model to those observed by the aircraft in order to get some idea of the reliability of the
model in this regard. The SEB equation can be written as:

M = SWnet +LWnet +SH+LH+GH, (5)
15

where M is the energy available for surface ice melting; SWnet and LWnet are the net
shortwave and longwave fluxes at the surface; SH, LH and GH are the surface sensible,
latent and ground heat fluxes, respectively. The fluxes are in Wm−2 and +ve indicates
flux of energy into the surface layer. M is only calculated if the surface temperature
is≥ 0◦C.20

King et al. (2008) performed some SEB calculations for the Larsen C Ice Shelf based
upon the aircraft measurements taken during the flight leg at altitude 15m and 67◦ S
that was described in Sect. A. Thus the results should be applicable to the modelling
results presented here since the same event was being considered, except for the tim-
ing differences between model and reality that were discussed in the previous sections.25

Here we compare the observed aircraft fluxes to those from the model. For the latter
averages were taken along the “L-shaped” flight path of the aircraft.
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The time of day at which the flight leg took place was at 20:23 UTC (approximately
16:12 LT). The closest model output for comparison is 21:00 UTC. The modelled value
of SW↓ at this time will thus be slightly lower than that at the time of the observations.
The model value of SW↓ was 522.5Wm−2, whereas that observed in King et al. (2008)
was 568Wm−2. If the model value is adjusted using the ratio of the cosines of the5

model and observation solar zenith angles then a value of 583.5Wm−2 is obtained.
The model and observations agree within 2.7 % once this adjustment is made. Thus,
for the purposes of the comparison to the aircraft in this section the adjusted SW↓ is
used. The upwelling shortwave radiative flux is calculated using SW↑ =−αSW↓, where
α is the surface albedo for which the original model value is used (α= 0.7). Also, the10

aircraft observation derived calculations of melting did not include an estimate of GH,
which in the model was −14.8Wm−2. If the model GH is accurate then this would
indicate some degree of underestimate in the melting estimates presented in King
et al. (2008). For a fair comparison we do not include GH in our model calculations in
this section. Table 1 summarizes the resulting aircraft and model flux components of15

the SEB, along with the model biases.
King et al. (2008) calculated an overall melting flux of 52Wm−2 compared to the

model result of 113.6Wm−2, which represents a model bias of +61.6Wm−2. The two
main reasons for this overestimate can be identified as the model α value being lower
than observed and the model upwelling LW flux (LW↑) being higher (less negative)20

than observed. The model α over the ice shelf is a constant 0.7, whereas the mean α
measured by the aircraft was 0.78. This difference combined with the SW↓ bias leads
to a model bias in SWnet of +48.1Wm−2 relative to the observations.

The downwelling LW fluxes (LW↓) between the model and observations agree within
1.4 %. LW↑ is calculated using LW↑ = εσSBT

4
surf, where ε is the surface emissivity, σSB =25

5.67× 10−8Wm−2K−1 and Tsurf is the surface temperature. The model LW↑ calculated
in this manner is 5.1 % lower than that observed. This bias is almost entirely due to
differences in ε because Tsurf = 273.15K in both the model and observations since the
surface is melting. ε= 0.95 for the model in this region, whereas the observed value
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was almost one. The overall bias in LWnet was +19.3Wm−2 and thus the overall bias in
Rnet (= SWnet +LWnet) is +67.4Wm−2. These comparisons demonstrate the difficulty
in modelling the melting flux; small uncertainties in the albedo or emissivity lead to
much larger relative errors in the melt flux since the latter is the difference between
large terms.5

Both the model and the observations show a similar ratio betweenRnet andM ; 1.0 for
the model and 0.9 for the aircraft observations. Thus, both results are in agreement that
the SW and LW fluxes are likely the most important terms when considering melting
fluxes for this event.

The sensible and latent heat fluxes from the model were of lower magnitude10

than those measured being 1.1 and −2.9Wm−2, respectively, in the model and 13
and −9Wm−2 in the observations, leading to an overall model bias in SH+LH of
−5.8Wm−2. This could indicate that the modelled direct effect of the jets on the surface
was underestimated, perhaps due to the fact that the modelled jets were too weak, as
demonstrated earlier. It may also indicate deficiencies in the model parameterization15

of surface layer turbulent fluxes; this is discussed in more detail in Section 5. However,
the bias in Rnet dominates the bias in M relative to the SH+LH bias.

4.2 The overall melting during the simulation

We now go on to calculate overall model surface melt for 06 Jan and examine how the
melt and its components vary with latitude. The times used in the calculations in this20

section were 12:00, 15:00, 18:00 and 21:00 UTC (local solar time is UTC−4.2). Very
little melting occurred outside of these times. Only these times were considered since
melting occurred at all locations on the ice shelves for these times, whereas at other
times melting occurred at some places, but not others. This allows a fair comparison
of the relative contributions to the melting from the different processes for different25

locations.
To calculate overall melt, the mean melt flux over the above times is first calculated

for each location from the instantaneous net surface fluxes using Eq. (5). Surface fluxes
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were output by the model every three hours and thus the total melting values in mm of
water equivalent (mm w.e.) are given by multiplying the mean flux by 3N×3600

Lf
, where N

is the number of output times (= 4) and Lf is the latent heat of fusion. Here it assumed
that the fluxes are constant between model output times, which will lead to some de-
gree of inaccuracy. Given the results of the previous section, for these calculations the5

model surface albedo and emissivity values are changed to those observed by the air-
craft (0.78 and 1.0, respectively). The ground heat flux predicted by the model is now
included.

Figure 18 shows the total snow melt for domain 3 of the WRF simulation for 06
Jan only. Note that for these simulations the land-sea mask was out of date since it10

does not include the collapsed portion of Larsen B. However, this is expected to make
a negligible difference to the overall simulation. Melting estimates over the Larsen B
region therefore reflect those before the collapse took place. The results show that the
total melting is higher for the more northerly sections of the Antarctic Peninsula, such
as the Larsen B region and that it generally decreases with distance south. However,15

the melting on Larsen B was fairly similar to that on the northern sections of Larsen
C. However, the pattern is not simply a function of latitude since there are high values
towards the AP ridge between 67 and 68.5◦ S, but lower values near the east of the
ice shelf at these latitudes. This suggests some influence of the warm föhn jets coming
down from the ridge.20

4.3 The contribution to melting from different sources

Figure 19 shows the simulated melting within the ice shelf regions averaged along lines
of constant latitude, as well as the contributions to the mean melt rate from the different
heat flux sources. In this figure the total melt line has been displaced to read zero at
65.6◦ S for ease of comparison with the other lines. This location will hereafter repre-25

sent a reference location on the Larsen B ice shelf and is later used for comparison with
more southerly points. The mean total melting along 69◦ S (near the southern edge of
Larsen C) is 6.3mm lower than at the reference point on Larsen B, a difference of 61 %.
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As for the melt line, the lines for SWnet and LWnet have also been shifted so that the
values at 65.6◦ S latitude are zero. The other lines have not been shifted.

The individual components of the energy balance for melting at the ice surface are
now examined.

4.3.1 Shortwave radiation5

Figure 19 shows that SWnet provides by far the largest contribution to the melting
throughout the simulation. At the reference point on Larsen B, for example, the energy
it provides is 1.9 times that of the net melting energy. The dominant contribution of solar
flux to the melting highlights the likely importance of factors that influence the amount
of solar energy absorbed by the ground such as cloud cover and surface albedo. Very10

little cloud cover was produced over the ice shelf during the simulation, which is con-
sistent with the aircraft observations and the satellite image shown in Fig. 7.

The change with latitude of the contribution of SWnet flux to melting is quite small. The
SWnet contribution is only 0.9mm less at 69◦ S compared to at the reference location,
although this comprises 15 % of the overall change in melting energy between the two15

locations. The modelled change is likely mainly caused by changes in the solar zenith
angle since very little cloud was simulated.

4.3.2 Longwave radiation

Heat losses from LWnet represent the second largest term in the net melting balance
at the Larsen B reference point, representing 93 % of the net melting energy. There-20

fore, factors that affect the balance of LW (e.g. cloud cover; and the temperature and
greenhouse gas concentrations of the air column above the ice shelf) are also likely
to have a large impact on the melting of snow on the ice shelves. However, changes
in cloud cover will have opposite effects on the downwelling shortwave and longwave
fluxes. Since the ice shelf surface temperature is fixed at 0 ◦C during melting, the loss25

of energy due to upward LW emission will only be affected by the surface emissivity.
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South of 67.9◦ S the LW loss is larger than at the reference location, but north of
there, a region of reduced LW loss is present. The largest difference occurs at 67.3◦ S
where there is 1.8mm extra LW melt energy contribution compared to at the reference
location. This region is close to the region of the föhn jets, suggesting that they are
associated with increased downwelling LW. The difference in LW between Larsen B5

and the south of Larsen C (69◦ S) is 1.1mm, which is similar to the change in the SW
flux, but significantly less than the difference in both the combined sensible and latent
heat fluxes (SH+LH), and the ground heat flux (described shortly).

4.3.3 Ground heat flux

Very little heat is lost to the ground below the surface at the Larsen B reference point10

and there are in fact some slight gains in heat flux to the surface further north of there.
This indicates that the ice below the surface at these latitudes is assumed by the model
to be near to 0 ◦C, so that little heat energy is conducted away from the surface during
melting. It may also be the case that for this location heat is gained during non-melting
times when the surface is at sub-zero temperatures.15

Loss of heat to the ground below the surface generally increases with distance south
from the reference location. At 69◦ S ground heat loss represents 23 % of the net melt
energy. The result suggests that, whilst secondary to SW and LW, factors that affect the
ground heat flux still have the potential to change melting rates by a significant amount
at more southerly latitudes.20

The difference in ground heat loss between the Larsen B ice shelf and the southern
parts of the Larsen C ice shelf provides the largest contribution to the difference in
melting rate between the two locations. For example, the ground heat flux difference
between the Larsen B reference location and 69◦ S accounts for 42 % of the difference
in melting between the two locations. Thus, the change in ground heat flux with dis-25

tance south over the ice shelf is the most important factor in determining the change in
melting rates across the ice shelf, at least in this model.
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Potential deficiencies in the model representation of ground heat fluxes are dis-
cussed in Section 5.

4.3.4 Latent and sensible heat flux

At the reference location on Larsen B the sensible heat flux contribution is ∼ 0.4mm.
However, the positive contributions due to sensible heat flux are negated by a larger5

negative contribution of −0.7mm from latent heat flux. This represents the heat lost
due to the direct ablation of ice. The negative contributions from the latent heat flux
are larger than the positive ones from the sensible heat flux across the whole ice shelf
region, so that their combined effect is always to decrease the melt energy.

There are a few positive spikes in the sensible heat flux term between 67.5◦ S and10

68.6◦ S, which closely approximates the positions where the jets A, B and C (see
Fig. 8a and Sect. 3.3) reach the foot of the Peninsula mountain on the ice shelf, in-
dicating that they are the cause. Plots of the simulated sensible heat flux at times when
the jets are present (not shown) reveal that the warm air of the jets leads to large pos-
itive sensible heat fluxes due to transfer of heat to the surface. However, as described15

above, this is offset by latent heat losses since, as well as being warm, the föhn air
is very dry and so leads to extra snow ablation. The relatively small overall contribu-
tion from SH+LH suggests that the jets do not significantly affect the energy available
for melting through these processes. Note that in the recent study of Elvidge et al.
(2014) the föhn air during a similar upwind blocking case was actually cooler than the20

surrounding air since it was associated with gap flow that had descended less than
the larger scale flow. It would be interesting to compare these two cases in order to
understand these differences, although this is beyond the scope of this study.

The trend of the SH+LH flux is negative with distance south and is likely to be mainly
driven by the changes in SH flux, which is most likely due to the increasing influence25

of cold air from the south. At 69◦ S the combination of sensible and latent heat flux
contributes to 29 % of the difference in melting energy between here and the reference
location. Across most of Larsen C it is the second largest term (behind the ground heat
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flux) in explaining the difference between the north and the south. It is possible that
föhn jets may play some role in preventing cold air from the south from encroaching
onto the ice shelf. In non-föhn conditions such encroachment might lead to larger SH
losses than those simulated here.

4.4 Discussion of the melting results in light of the previous literature5

Kuipers Munneke et al. (2012) examined surface energy balance data from two AWS
on the ice shelf; one at 67◦ S, 61.5◦W and one at 67.6◦ S, 62.1◦W. They identified
a melting event that was likely caused by föhn winds occurring between 10–18 Novem-
ber 2010 and contrasted it to the non-föhn period afterwards. Whilst the results were
for a different time of year and different conditions to the event studied in this paper,10

a comparison provides some useful insight.
For example the daily mean melt amount for the period was 7.7mm w.e., which

is similar to the daily melt from the WRF simulations presented here for the same
latitude (9.8mm). The melting rates from Kuipers Munneke et al. (2012) were, however,
quite variable from day to day with the low melt days generally corresponding to low15

net SW input. Also, the melt due to SH and LH were generally quite large compared
to the WRF simulation values, with mean values of 4.3 and −3.4mm, respectively.
The average WRF values for the melting period were, respectively, 0.5 and −0.9mm.
Despite different averaging periods and scales, the difference suggests that the model
values are too low, which was also the conclusion from the comparison with the King20

et al. (2008) values.
A comparison of the non-föhn and föhn periods identified in Kuipers Munneke et al.

(2012) showed that net surface SW input was higher in the föhn period (equiva-
lent mean melt values of 16.3 vs. 9.8mm), as were net longwave losses (−12.8 vs.
−6.5mm). This is consistent with the idea of a lack of cloud during föhn events. There25

was also a large change in the sensible heat flux contribution (4.3 vs. −1.8mm), but
little change in latent heat flux (−3.4 vs. −2.9mm) suggesting that the energy provided
by the warm air of a föhn event makes an important contribution to the melting flux
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given the mean melt during the föhn event of 7.7mm. The overall melting energy of the
non-föhn period was only 0.2mm.

Holland et al. (2011) made estimates of the firn air content of the Larsen C ice shelf
using aircraft based radio echo sounding data from the austral summer of 1997/98.
Lower values of firn air content indicate that more melting has taken place in order to5

displace air that was contained within the ice. The relative decrease of air content with
distance north along Larsen C gives some suggestion that more surface melting in the
northern parts has taken place. The pattern of air content is strongly anti-correlated
to the pattern of melting seen in Fig. 18, except for the region near the AP ridge be-
tween 67 and 68.5◦ S. Tedesco (2009) provides estimates from satellite of the number10

of melt days per year; Holland et al. (2011) provides a closeup of this over the Larsen
ice shelves. There is a strong similarity between Fig. 18 and these estimates. The
strong similarity between the spatial pattern of melt calculated from our model sim-
ulation of a single föhn event with the climatological distribution of melt inferred by
Tedesco (2009) and Holland et al. (2011) suggests that föhn events play a major role in15

determining the spatial pattern of melt over the Larsen Ice Shelf. The agreement of the
model spatial pattern with those in Tedesco (2009) occurs even in the regions near the
ridge, which was not the case for the Holland et al. (2011) firn air data. This suggests
that other factors apart from melting might contribute to the differences in air content in
those regions.20

5 Discussions and conclusions

We have shown results from a WRF simulation of a föhn jet event that occurred during
westerly flow over the Antarctic Peninsula (AP) mountain ridge. Aircraft profiles taken
during the event in the north eastern part of the Larsen C Ice Shelf showed jets over
the Larsen C Ice Shelf with maximum wind speeds of 13–15ms−1 at a height of ∼ 250–25

350m. At these heights the wind direction was southerly. The analysis showed that the
meteorological situation consisted of a large low pressure system centred ∼1250 km

39



to the southeast of Larsen C and a high pressure region to the north and west of the
AP. These systems were such that winds at the height of the ridge top were directed
perpendicularly to the ridge line, which was likely an important factor in causing the
föhn flows.

Profiles through the centres of the simulated jets showed a very good match to those5

observed by the aircraft for wind speed, wind direction and temperature suggesting that
the model simulation was close to approximating the real jets. However, the good match
only occurred at a model time corresponding to ∼ 9h before the aircraft observations
of the real jet were made. At the time of the observations, the jets in the model had died
down to become much weaker than those observed. Thus, the model jets died down10

too early compared to reality. This could also help to explain why only model profiles
taken considerably closer to the foot of the AP ridge than the aircraft observation loca-
tion produced a good match; since the model jets died down too early they were likely
too weak by the time they reached further east.

Near-surface data from an Automatic Weather Station (AWS) located near the far15

northeast corner of Larsen C were also examined and showed that the observed and
modelled wind direction showed a very similar evolution if the modelled timeseries
was shifted forwards by ∼ 9 h. The wind direction was characterised by a shift from
a constant direction to a steady rotation around all directions of the compass over the
course of 16 h, which was traced to the shifting large scale meteorological situation in20

the model. This makes problems with the analysis the most likely cause of the discrep-
ancy between the model and the observations in terms of the early decay of the jet in
the model and potentially also the weakness of the modelled jets in the eastern part of
the Ice Shelf.

The good match between the modelled and real jets (except for the timing issues25

just mentioned) suggests that the modelled jets will give some insight into the locations
and evolution of the real jets. The model resolved the wide jet that was present in
the analysis into three smaller jets that emanated from locations at the foot of the AP
between 67.4◦ S and 68.6◦ S. The two most northern jets merged as they travelled
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east, probably due to the influence of the Coriolis force, and missed the location of
the aircraft observations. Coriolis turning also turned the third (southernmost) jet so
that by the time it reached the observation location its wind direction was southerly in
agreement with the measurements. This indicates that the observed jet likely emanated
from near 68.6◦ S in a similar manner.5

This work has implications for the determining the optimal positioning of AWSs if
the goal is to observe föhn jets. The model wind fields suggest that there is some
disconnect between the wind fields at the height of the maximum wind speeds and
the near-surface winds. The near-surface winds were mainly influenced by the surface
pressure field, which in turn will be determined by the meteorology, topography, etc., as10

well as the jets. Thus in some situations the pressure field is likely to be such that the jet
winds are missed by the AWS. Placement of the AWS nearer to the AP ridge where the
jets emanate would reduce the likelihood of this. Relative to at higher altitudes where
the jet maximum winds occurred, there was little influence from Coriolis turning, most
likely because the wind speeds were lower.15

The fact that a jet was present in the ECMWF analysis suggests that it may be
possible to use this to examine jet occurrence over long timescales. However, the fairly
coarse resolution of the analysis used here (0.5◦×0.5◦) could not resolve the details of
the small scale jets and it remains an open question whether it can accurately capture
the formation and development of all jet events. The lack of resolution may also affect20

any feedbacks to the larger scale meteorology and the simulation of any ramifications
of the jets on the surface energy balance. Higher resolution analysis is available for
more recent periods, which will help to address this issue.

The work here has shown that föhn jets are likely to have implications for the surface
energy balance of the Larsen Ice C Shelf. The effect on surface melting of ice may be25

especially important since this may have implications for the stability of the Larsen C
Ice Shelf. Whilst the simulation in this paper is only one case study, the good agree-
ment with long term melting estimates (Holland et al., 2011; Tedesco, 2009) give some
confidence in the conclusions drawn.
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Because the air is dry from adiabatic descent, föhn events are likely to be associated
with reduced cloud cover. This will increase solar heating of the surface. The modelling
results here showed that shortwave (SW) input dominated the melting budget leading
to large melting rates, even though there was an increase in longwave (LW) cooling as-
sociated with clearer skies. This result was consistent with aircraft observations of this5

event (King et al., 2008) and with analysis from AWS stations for a different föhn event
(Kuipers Munneke et al., 2012). However, the comparison with the aircraft showed that
the model albedo (α) and emissivity (ε) were likely inaccurate, which would lead to
large biases in predicted melting if uncorrected. The results highlight the sensitivity of
melting estimates to these parameters, which is due to the fact that melting flux is cal-10

culated from the difference between large terms. Thus it is important to obtain accurate
α and ε values in both modelling and observational studies of surface melting.

There are also likely to be deficiencies in the model representation of shortwave
absorption into the surface snow. Examples include the reduced albedo of melt pools;
the trapping and internal reflection of radiation inside crevasses; general sub-surface15

absorption of shortwave radiation; and surface albedo changes due to snow property
changes, aerosol deposition, etc.

Föhn jets are warm (near surface air temperature> 0◦C) and so caused an increase
in the amount of downward sensible heat flux at the surface. However, because the jet
air is also dry, surface energy loss due to snow ablation (latent heat fluxes) tends to can-20

cel out a lot of the surface heating effect due to sensible heating. This was the case in
the modelling in this study and this is also consistent with the aircraft observations and
AWS analysis mentioned above. However, the comparison to those results suggests
that the sensible and latent heat fluxes were underestimated in the model, indicating
deficiencies in the model representation of these processes and their link to the jets, or25

of the föhn jets themselves. This is likely to implicate the surface layer scheme param-
eterization. The selection of the Janjić Eta scheme (see Section 2.2 for details) used in
this study was based upon the thorough testing of the various available WRF schemes
in order to determine those that best matched observations over ice covered surfaces,
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as detailed in Hines and Bromwich (2008). However, improved accuracy could likely be
obtained through the use of roughness length values and scalings that are tailored to
the Larsen C Ice Shelf.

Simulated melting rates were significantly higher in the northern parts of the Ice Shelf
than further south. The northern parts of Larsen C had similar melt rates to Larsen B,5

where the Ice Shelf collapsed in 2002. If melting was one of the major causes of the
breakup as suggested (Scambos et al., 2000, 2004; van den Broeke, 2005) then this
hints at the potential for ice shelf collapse in the northern parts of Larsen C, if it can be
assumed that the ice shelf structures are sufficiently similar. Differences in the energy
budget as a function of latitude were examined in order to try and understand the10

predicted changes in melting rate across the ice shelf. It was found that the change of
ground heat flux represented the largest change from the north to the south, despite
the overall much larger contributions from SW and LW to the melting rate at a given
location. Thus, this may be an important quantity to study and yet it cannot be easily
measured from aircraft.15

Whilst the model treatment of the thermal properties of the sub-surface snow pack
were specially modified to deal with deep snowpacks, including the use of density, heat
capacity and heat conductivity values taken from observations of Antarctic snow firn
(Hines and Bromwich, 2008), it is likely that some deficiencies still remain. The val-
ues provided within the WRF domain setup utility were used for the initialization of the20

sub-surface snow temperatures, which are based on annual averages. This therefore
may introduce some errors in the ground heat flux and melting calculations since the
use of seasonally varying sub-surface temperatures tailored for the Larsen C Ice Shelf
would be more appropriate. Also, there may be some spin-up period for the temper-
atures of the sub-surface layers associated with the use of this data. Therefore, it is25

recommended that sub-surface temperature data from longer term runs (i.e. with fully
spun-up sub-surface temperatures) of this region are used for future studies (e.g. data
from the Antarctic Mesoscale Prediction System, known as AMPS, or other polar WRF
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runs). The provision of sub-surface melt layers may also lead to better model accuracy
in melting estimates.

The next largest contributor to the difference between northern and southern loca-
tions was the combination of sensible and latent heat flux due to the influence of cold
air from the continent in the southern regions in contrast to the warmer föhn air further5

north. The frequency, strength and positions of föhn events are therefore likely to be
important in determining melting rates in the south since this may determine whether
the cold continental air is displaced or not. Changes in SW and LW were generally
quite small from north to south.

Climate change is likely to affect the magnitudes and balance of these processes.10

Research has suggested that föhn frequency has increased over the past 50 years (Mar-
shall et al., 2006) and this may continue to be the case in the future, which therefore
might be expected to lead to more melt days over the Larsen Ice Shelves. Climate
change may also affect the nature as well as the frequency of föhns. For example,
warmer föhn flows and higher greenhouse gas concentrations would be expected to15

lead to lower net LW losses from the surface; LW surface loss was the second largest
term in the melt energy budget at all locations. More föhn flows and general warmer
temperatures might also cause the snow pack below the surface to reach higher tem-
peratures due to heat transfer from the surface, thus leading to an overall reduction in
ground heat flux losses. Since ground heat flux differences were found to be the main20

cause of the difference in melt energy between Larsen B and the south of Larsen C, it
is feasible that this could play a role in increasing melt rates in the south towards the
present-day rates in the north.

Overall, the results here suggest that föhn events are likely to be important in caus-
ing melting of the surface of the Larsen Ice Shelves and that increasing frequencies25

of föhn events will lead to increased surface melting. It is therefore important to as-
sess what the overall climatological impact of föhn events is on surface melting of the
Larsen Ice Shelves. The “cloud clearing” effect of föhn events, which is probably the
most important factor for surface melting, might be detected using satellites and so this
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might represent one way to monitor föhn frequencies, barring obscuration from higher
altitude clouds. Although, it may not be the case that all clear events are caused by
föhn cases suggesting that some other measurement would also be required to deter-
mine whether a föhn event was taking place or not. As well as föhn frequecy, the cloud
fraction and thickness over the ice shelves on non-föhn days will also determine how5

much difference föhn events make to the overall melting budget. This is something else
that might be studied using satellites, although there are known difficulties in perform-
ing passive satellite retrievals over ice surfaces that may need to be overcome. It would
also be useful to determine whether surface melting can occur in cloudy conditions or
in non-föhn clear-sky conditions.10

Recent modelling work (Elvidge et al., 2014) presented simulations of a föhn case
during upwind blocking with some similarities to the case presented here. However,
there appear to be some key differences since the föhn jets were cooler than the sur-
rounding air, which is the opposite to what was observed here. Understanding these
differences would provide some interesting insight into these processes, but is unfor-15

tunately beyond the scope of our study. Finally, the likelihood from the results of this
paper and from Elvidge et al. (2014) that föhn events can occur in conditions of strong
upwind blocking has ramifications for how meteorological data is interpreted in terms
of Larsen Ice Shelf surface melting. Our results suggest that reduced upwind blocking,
due to wind speed increases or stability decreases, might not result in an increased20

likelihood of föhn events over the Antarctic Peninsula, as suggested in previous stud-
ies. Thus, increased westerly wind strength due to climate change may not necessarily
correlate with föhn frequency. Rather, the results here suggest that the wind direction
may be the most important factor, with föhn events perhaps being possible within a few
different upwind stability regimes as long as the wind is perpendicular to the ridge.25

45



Appendix A

L-shaped aircraft legs

As well as making ascent and descent profiles the aircraft made a series of “L”-shaped
flight legs at approximately constant altitude above the ice shelf surface. The L-shape
of the flight path is indicated in Fig. 8d by the letters A, L1 and L2 at the far east side5

of the ice shelf. The first section, A–L1–L2 was flown at ∼ 15.2m above the surface at
20:23 UTC. Then this section was flown in reverse at ∼ 152m starting at 20:48 UTC. A–
L1–L2 was again flown at 305m starting at 21:13 UTC followed by a final L2-L1-A leg
at 610m, which started at 21:36 UTC.

Figure 20 shows the wind speeds and Fig. 21 the temperature during the L-shaped10

legs for the runs at the different heights plotted as a function of latitude for the A–L1 leg
and longitude for the L1–L2 leg since the former is orientated almost east-west and the
latter north-south. The legs at 305m are very close in altitude to the height at which
the maximum wind speeds were observed throughout the aircraft and model profiles
(= 250m). The observed wind speed at the start of this leg (location A, 21:13 UTC)15

was ∼ 13–13.5ms−1, which is close to that observed at this height during the earlier
descent profile at ∼ 20:23 UTC. This indicates that the jet strength and position had
not changed much during this time. The wind speed at this height generally decreased
from just over 14 to 8ms−1 as the aircraft moved north from A to L1 through to L2.

This fits with the orientation of the modeled wind jets at 15:00 UTC as in Fig. 8c: at20

this time the simulated jet 3 has rotated to be pointing in a north-south direction lo-
cated just to the west of the area of the L-shaped legs, so that the wind speed is reduc-
ing with distance northwards. The observed wind direction (not shown) for this height
throughout the L-shaped flight was fairly constant at 180–200◦ and therefore was ap-
proximately from the south, which is again consistent with the simulated jet. The fairly25

strong winds observed by the aircraft at a height of ∼ 305m throughout the L-shaped
flight leg and the fairly constant warm temperatures of around 4–4.5 ◦C (Fig. 21a) indi-
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cate that the spatial extent of the jet at least covered the region bounded by locations
A, L1 and L2. The modeled jet at 15:00 UTC does not cover the A–L1–L2 region, but
its centre is only 24 km west of the A–L1 line at location E (Fig. 8c).

During the legs at heights of 610m and 152m the wind speeds changed roughly
consistently with the 305m leg, although with different mean wind speeds (Fig. 20).5

The wind direction for these legs were also quite similar to that of the 305m leg, i.e.
from the south to south-west, and showed little variation (not shown). However, the ob-
served properties at 15m showed more variation. The wind direction generally changed
from westerly to almost southerly from A to L2. The wind speed varied between 3 and
7ms−1 and was close to that during the descent profile at A. There is an area of low10

wind speed near the point L1 where the temperatures are around 0.5 ◦C, which is
considerably lower than elsewhere during the flight legs. There is another area of cor-
related lower wind speeds and temperatures close to 61.9◦W. This suggests that the
warmer temperatures are not as widespread at lower levels than above and that the
warm air of the jet winds might be less able to penetrate certain areas of the ice shelf15

near the surface. The winds at this height are not well correlated with the winds at the
other heights suggesting that different processes are acting at the different heights and
that the low level winds do not simply follow those at the height of the maximum jet
wind speed. This is discussed in Section 3.5.
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Table 1. A comparison of instantaneous flux components of the surface energy balance (SEB)
beween the model and the aircraft measurements of King et al. (2008) for the “L-shaped” flight
leg at 15m altitude. See Sect. 4.1 for details. Model results are for 21:00 UTC, whereas the
flight leg took place at 20:23 UTC. For this reason calculations using an adjusted model value
for SW↓ have also been provided and the biases were calculated using these values. Since
the aircraft did not measure ground heat fluxes (GH) model GH has been to set to zero for the
overall model melt (M ) calculation and its bias.

Aircraft Model, Model, Bias for
original adjusted adjusted model

SW↓ (Wm−2) 568.0 522.5 583.5 15.5
SW↑ (Wm−2) −441.0 −365.8 −408.5 32.5
SWnet (Wm−2) 127.0 156.8 175.1 48.1
Albedo 0.8 0.7 0.7 −0.1

LW↓ (Wm−2) 237.0 240.2 240.2 3.2
LW↑ (Wm−2) −316.0 −299.9 −299.9 16.1
LWnet (Wm−2) −79.0 −59.7 −59.7 19.3
Rnet = SWnet +LWnet (Wm−2) 48.0 97.1 115.4 67.4

SH (Wm−2) 13.0 1.1 1.1 −11.9
LH (Wm−2) −9.0 −2.9 −2.9 6.1
GH (Wm−2) N/A −14.8 0.0 N/A

M (Wm−2) 52.0 80.5 113.6 61.6
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Fig. 1. Locations of the WRF domains used in this study. The square domains had sides of
length 7470, 3000 and 840 km with horizontal resolutions of 30, 7.5 and 1.875 km resolution for
domains 1, 2 and 3, respectively.
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Fig. 2. Pressure and wind vectors at 2.3 kma.s.l. for WRF domain 2 at (a) 6 UTC 06 Jan and (b)
0 UTC 07 Jan.
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Fig. 3. The area of the second WRF domain (see Fig. 1) showing the topography height
(coloured contours) and various landmarks, including the Rothera BAS research base (white
dot with red cross inside). The aircraft flight track is indicated by a white line.
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Fig. 5. Profiles from the aircraft observations and from domain 3 of the WRF model. Aircraft
profiles were taken during the descent down to the ice shelf between 20:14 and 20:24 UTC 06
Jan and during the ascent away from the ice shelf before the journey back to base from 22:00 to
22:09 UTC. Model profiles are for 12:00 UTC 06 Jan from various locations (labeled with letters
in the legend). See Fig. 8b for a map of the locations of these profiles. The profiles are: (a) wind
speed, (b) wind direction and (c) temperature.
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Fig. 6. Domain 3 horizontal wind speed and wind vectors on the 4th vertical model level at
the beginning of the simulation at 00:00 UTC 05 Jan. This therefore represents the initial wind
field as interpolated from the ECWMF analysis. Marked on here is the flight path of the aircraft
(white dotted line). The marked location, A, is where the maximum wind speed was measured
during the aircraft’s descent onto the ice shelf. Location B is the position of the maximum wind
speed during the ascent from the ice shelf before flying back over the peninsula. Also marked
is the location of the Automatic Weather Station (AWS).
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(a) 1-4-3 (visible) image (b) 3-6-7 image

12

Fig. 7. MODIS images over the Antarctic Peninsula region from 13:00 UTC 06 Jan. a) shows
the visible image (bands 1, 4 and 3 used for red (R), green (G) and blue (B), respectively).
b) shows a false colour image using, respectively, bands 3, 6 and 7 for RGB. In b) ice cov-
ered land shows up as red, whereas cloud shows up as white. The image is orientated
approximately with north at the top and south at the bottom. The outline of the ice shelf,
the ice covered land and sea-ice to the east of the ice shelf can be discerned in (a) - see
Fig. 4 to aid identification. b) demonstrates that most of the Larsen C Ice Shelf was rela-
tively cloud free. a) shows that the cloud upwind (west) of the ridge is quite thin, whereas
much thicker cloud is present along the ridge crest (except in the central portion of the ridge
just north of Adelaide Island). Images were taken from http://lance-modis.eosdis.nasa.gov/cgi-
bin/imagery/single.cgi?image=crefl1 143.A2006006130000-2006006130459.1km.jpg
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Fig. 8. As for Fig. 6 except in close up view over the ice shelf and at different times on 06 Jan:
09:00 UTC (a), 12:00 UTC (b), 15:00 UTC (c) and 21:00 UTC (d). Also marked are the locations
of various other points where the model profiles in Figs. 5 and 10 have been taken. The black
straight line in (a) is the line over which the cross sections in Fig 15 were taken, and the line in
(c) is that for the cross section in Fig 13.
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Fig. 9. Surface pressure (colour contours; hPa) with wind vectors for model level 4 at 15:00 UTC
(a) and 21:00 UTC (b) 06 Jan.
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Fig. 10. As for Fig. 5 except for at 15:00 UTC 06 Jan and for wind speed (a) and direction (b)
only. See Fig. 8c for a map of the locations of these profiles.
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Fig. 11. Timeseries from the Larsen C AWS along with the modeled values at the AWS location
in domain 3; (a) 10m wind speed (S) and (b) 10m wind direction (φ). Also marked are details
of aircraft observations made during the A–L1 leg at 15m altitude. For S the mean values are
shown by the blue cross and the filled squares denote ±1σ. For φ the squares denote the full
range of the wind direction during the leg and the cross shows the midpoint of the range. The
circles show the observed value when the aircraft was directly above the AWS location. The
same is marked for the later descent towards the ice shelf just before the final ascent from the
region. TS1TS1R[RGB]255,149,64[RGB]255,255,255TS1

[RGB]255,149,64[RGB]255,255,255Please note the remarks at the end of the manuscript.
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Fig. 12. 10m wind speeds (colours and vectors) for 06 Jan at (a) 12:00 UTC, (b) 15:00 UTC
and (c) 21:00 UTC.
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Fig. 13. Vertical cross section through the straight black line in Fig. 8c for 15 UTC 06 Jan. The
colours show the component horizontal wind velocity in a direction perpendicular to the line.
Positive values indicate the component directed out of the page in an approximately northerly
direction. The location of the AWS is also marked.
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Fig. 14. Surface pressure (colors; hPa) and 10m wind vectors for 06 Jan. (a) and (b) show
WRF domain 3 at 12:00 and 15:00 UTC, respectively, and (c) shows a close up of domain 2 at
12:00 UTC.
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Fig. 15. Vertical cross sections of potential temperature (a) and horizontal component wind
speed (b) along the straight line in Fig. 8a for 09:00 UTC 06 Jan. The white solid line in (a)
shows the height of the aircraft projected onto the longitude of the cross section.
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Fig. 16. A comparison between the aircraft and WRF model at a height of 2900m along similar
west to east transects. For the WRF model the transect is for 09:00 UTC 06 Jan. For the aircraft
the observations were made between 19:31 and 20:14 UTC 06 Jan. The aircraft data has been
binned into 2 km segments in order to match the horizontal resolution of the model (“Aircraft
smoothed” on the legend). The original high frequency data is shown as a thin line labelled
“Aircraft raw”. Shown are (a) the component horizontal wind speed, (b) the vertical wind speed
and (c) the potential temperature.
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Fig. 17. Timeseries of various quantities taken from the profile at the lefthand edge of the cross
section in Fig. 15. (a) shows the component horizontal wind for the cross section averaged
between heights of 0 and 2 km; (b) and (c) show the wind direction (φ) at heights of 1 and 2 km,
respectively; (d) shows that Brunt Väisälä frequency; (e) shows the non-dimensional mountain
height; and (f) shows the relative humidity (RH) at a height of 2 km. Also marked are notable
times for the development of the near surface jet on Larsen C.
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Fig. 18. Total simulated snow melt for domain 3 for the times of 12:00, 15:00, 18:00 and
21:00 UTC 06 Jan in mm of water equivalent. The wind vectors are from the 4th model level
taken at 12:00 UTC.
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Fig. 19. Simulated total melting amount averaged along lines of constant latitude across the
Larsen Ice Shelf (“Melt”) for the times of 12:00, 15:00, 18:00 and 21:00 UTC 06 Jan. Also shown
are the net contributions to the surface melting (i.e. positive values indicate a net downward
contribution) at these times from shortwave radiation (“SW”), longwave radiation (“LW”), sensi-
ble heat flux (“SH”), latent heat flux (“LH”), combined sensible and latent heat flux (“SH+LH”)
and ground flux (“GRD”). The lines “Melt”, “SW” and “LW” have been shifted by −19.8, −27.7,
and +7.6mm respectively in order to make all the lines visible on the same plot. These shifts
were designed to make the values zero at the Larsen B reference location at 65.6◦ S. The
approximate boundary between Larsen B and Larsen C is also marked.
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Fig. 20. Wind speed during the “L” shaped legs flown from A to L1 to L2 at the heights indicated.
See Fig. 8d for the position of these locations. The A–L1 leg was orientated close to south-north
and the L1–L2 leg close to east-west. Thus, the x-axis was chosen to be latitude for the A–L1
leg (a) and longitude for the L1–L2 leg (b). Also, here the data has been smoothed over 3 s
windows for clarity. Note, part of the N–S leg at 152m in (a) has been removed due to wind
measurement problems caused by a loss of GPS lock.
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Fig. 21. As for Fig. 20 except for temperature and with no smoothing.
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Remarks from the Typesetter

TS1RTS1[RGB]255,149,64[RGB]255,255,255TS1Please note that I now deleted panel (c).


