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Abstract.  9 

 10 

Multiple-regressions analysis have been performed on 32 years of total ozone column data that 11 

was spatially gridded with a 1×1.5 degree resolution. The total ozone data consists of the MSR 12 

(Multi Sensor Reanalysis; 1979-2008) and two years of assimilated SCIAMACHY ozone data 13 

(2009-2010). The two-dimensionality in this data-set allows us to perform the regressions locally 14 

and investigate spatial patterns of regression coefficients and their explanatory power. Seasonal 15 

dependencies of ozone on regressors are included in the analysis.  16 

A new physically oriented model is developed to parameterize stratospheric ozone. Ozone 17 

variations on non-seasonal timescales are parameterized by explanatory variables describing the 18 

solar cycle, stratospheric aerosols, the quasi-biennial oscillation (QBO), El Nino (ENSO) and 19 

stratospheric alternative halogens (EESC). For several explanatory variables, seasonally adjusted 20 

versions of these explanatory variables are constructed to account for the difference in their effect 21 

on ozone throughout the year. To account for seasonal variation in ozone, explanatory variables 22 

describing the polar vortex, geopotential height, potential vorticity and average day length are 23 

included. Results of this regression model are compared to that of a similar analysis based on a 24 

more commonly applied statistically oriented model.  25 

The physically oriented model provides spatial patterns in the regression results for each 26 

explanatory variable. The EESC has a significant depleting effect on ozone at high and mid-27 

latitudes, the solar cycle affects ozone positively mostly at the Southern Hemisphere, stratospheric 28 

aerosols affect ozone negatively at high Northern latitudes, the effect of QBO is positive and 29 

negative at the tropics and mid to high-latitudes respectively and ENSO affects ozone negatively 30 

between 30˚N and 30˚S, particularly at the Pacific. The contribution of explanatory variables 31 
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describing seasonal ozone variation is generally large at mid to high latitudes. We observe ozone 32 

increases with potential vorticity and day length, ozone decreases with geopotential height and 33 

variable ozone effects due to the polar vortex at regions to the north and south of the polar 34 

vortices.  35 

 Recovery of ozone is identified globally. However, recovery rates and uncertainties 36 

strongly depend on choices that can be made in defining the explanatory variables. Application of 37 

several trend models, each with their own pros and cons, yields a large range of recovery rate 38 

estimates. Overall these results suggest that care has to be taken in determining ozone recovery 39 

rates, in particular for the Antarctic ozone hole.  40 

 41 
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1. Introduction 42 

 43 

The observation of an ozone hole over Antarctica during Austral spring of 1985 was an 44 

important milestone for the acceptance that halogens could lead to strong regional stratospheric 45 

ozone depletion (Farman et al., 1985). The role of halogens in decreasing amounts of stratospheric 46 

ozone was later identified for other regions such as the Arctic (Newman et al., 1997). The most 47 

important halogens leading to the decrease in ozone are chlorofluorocarbons (CFCs), 48 

hydrobromofluorocarbons (HBFCs) and hydrochlorofluorocarbons (HCFCs) (Stolarski and 49 

Cicerone, 1974; Molina et al., 1974; Newman et al., 2007; WMO, 2010). Political action was 50 

taken to ban emissions of these gasses in the Montreal protocol in 1987 and subsequent 51 

amendments. Since then, considerable research efforts have been put in monitoring the amount of 52 

stratospheric ozone and investigating the chemical and dynamical variables that affect ozone. In 53 

the last decade, several papers have attempted to quantify from observations the different phases of 54 

the recovery of the ozone layer (e.g. Weatherhead et al., 2006; Salby et al., 2012; Kuttipurath et 55 

al., 2013).  56 

Various statistical analyses of long term total ozone column records have been performed to 57 

examine the effect of external variables on total ozone using ground-based measurements (e.g. 58 

Bodeker  et al., 1998; Hansen and Svenøe, 2005; Wohltmann et al., 2007; Mäder et al., 2010) 59 

and/or satellite measurements (e.g. Stolarski et al., 1991; Bodeker et al., 2001; Brunner et al., 60 

2006). Ground-based measurements have the advantage that they often span time periods longer 61 

than those available from satellite measurements. On the other hand, satellite instruments perform 62 

measurements at a higher temporal frequency (daily) and provide global coverage. Previous 63 

statistical ozone studies using satellite measurements are based on zonally or regionally averaged 64 
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ozone data and/or ozone data averaged in equivalent latitude coordinates. The latter coordinate 65 

system eliminates problems that occur when computing zonal means based on conventional 66 

coordinates, like spatio-temporal variations of the polar vortex location (Pan et al., 2012). 67 

However, regression studies have not yet analyzed total ozone in two geographical directions – 68 

latitude and longitude – to investigate the spatial variations in regressor dependencies. 69 

Ozone regression studies typically use a number of different regressors to account for non-70 

seasonal variation in stratospheric ozone. Before the year 2004, the long term trend in ozone was 71 

usually modeled as a linear or piecewise linear function of time. Later, the equivalent effective 72 

stratospheric chlorine and bromine (EESC) was introduced to represent the net effect of chlorine 73 

and bromine on ozone (e.g. Jones et al., 2009; Mäder et al., 2010; Weber et al., 2011; Kuttippurath 74 

et al., 2013). Other frequently used variables to describe natural variability in ozone are the 11-75 

year solar cycle and the quasi biennial oscillation (QBO). Some studies have indicated that the El-76 

Nino Southern oscillation (ENSO) has a significant effect on stratospheric ozone in the tropics 77 

(e.g. Randel et al., 2009; Ziemke et al., 2010). In addition to these variables, the effect of 78 

stratospheric aerosols caused by the volcanic eruptions of El Chicon in 1982 and Pinatubo in 1991 79 

are often taken into account.  80 

Several studies have linked seasonal variations in stratospheric ozone to physical variables. At 81 

middle to high- latitudes, stratospheric ozone amounts are directly coupled to the Brewer Dobson 82 

circulation (BDC). An important driving factor of this BDC is the vertical propagation of 83 

tropospheric planetary waves, often represented by the eddy heat flux (EHF). The vertical 84 

Eliassen-Palm (EP)-flux, a measure proportional to the EHF, is widely used to describe variations 85 

in the BDC (e.g. Weber et al., 2011; and references therein) and to study the evolution of 86 

tropospheric and stratospheric jet streams and their interaction with transient eddies (Vallis, 2007; 87 
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chapter 12). For ozone studies the EP-flux is mostly used to describe the polar stratospheric vortex 88 

(Hood and Soukharev, 2005). This vortex forms a boundary between polar and mid-latitude 89 

stratospheric air and isolates polar stratospheric ozone. This isolation has important consequences 90 

for the spatial distribution and the depletion of ozone. Potential vorticity has also been reported to 91 

correlate with stratospheric ozone (Allaart et al., 1993; Riishøjgaard and Källén, 1997) as is the 92 

case for geopotential height (Ohring and Muenc, 1960; Braesicke et al., 2008).  93 

Various methods have been applied to account for seasonality in ozone time series and the 94 

seasonal variability of external forcing on ozone throughout the year, the latter from now on 95 

referred to as ‘seasonal ozone dependencies’. The seasonality in ozone itself and the seasonal 96 

ozone dependencies are either accounted for by expanding the regression coefficients as harmonic 97 

time series with periods of a year and half a year or by expanding the regression coefficients as 98 

twelve indicator functions, one for each month of the year. The first approach is similar to a 99 

Fourier filter on the corresponding frequencies and the latter is equivalent to performing the 100 

regressions on annual data independently for each month of the year. These different methods 101 

were discussed by Fioletov et al. (2008). However, no study has attempted to model ozone 102 

variation in terms of physical explanatory variables only. 103 

The main aim of this study is to gain a better understanding of the physical and dynamical 104 

processes that affect the global distribution of ozone in longitude and latitude. We perform 105 

multiple regression analysis on the extended MSR data set (van der A et al., 2010) consisting of 106 

total column ozone on a 1˚×1.5˚ latitude/longitude grid, spanning the time period 1979 - 2010. The 107 

small grid size enables us to incorporate local and regional effects in the regression models. The 108 

gridded regression results provide spatial information on ozone - regressor relations. In order to 109 

achieve physically meaningful patterns we develop a physically oriented regression model (PHYS 110 
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model), in which both the non-seasonal and seasonal ozone variabilities are described by physical 111 

explanatory variables. Also the seasonal ozone dependencies are examined and accounted for by 112 

specifically constructed ‘alternative variables’. Regression results of this PHYS model are 113 

compared to regression results of a statistically oriented model (STAT model), in which the 114 

seasonal variation is parameterized as harmonic time series with periods of a year and half a year 115 

instead of physical explanatory variables. 116 

A second focus of this paper is on the quantification of stratospheric ozone recovery and the 117 

role of the EESC therein. We present a global trend analysis for average ozone recovery as well as 118 

specifically for the ozone hole period over Antarctica based on either EESC or piecewise linear 119 

trend (PWLT) results. We also investigate the sensitivity of these results to the ‘age of air’ 120 

parameter in the EESC formulation and the chosen ozone recovery period as well as whether using 121 

the EESC is preferred over the PWLT as measure for recovery for application in regression 122 

studies. 123 

This paper is organized as follows: after introducing the dependent and explanatory variables in 124 

section 2.1, we briefly discuss the piecewise correlation coefficients of the explanatory variables in 125 

section 2.2. Section 2.3 covers the analysis of seasonal ozone dependencies required for the 126 

construction of alternative variables included in the PHYS and STAT models, which are presented 127 

in section 2.4. The global spatial regression results are presented in section 3.1, while detailed 128 

results for the locations Reykjavik, Bogota and the Antarctic are shown in section 3.2 to represent 129 

regressions at high northern latitudes, the tropical region and high southern latitudes respectively. 130 

Section 3.3 covers the trend analysis and the role of the EESC therein. Conclusions are presented 131 

in section 4. A brief summary of conclusions in chapter 5 ends the paper.  132 
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2. Materials and methods 133 

 134 

2.1 Data overview 135 

 136 

MSR ozone 137 

 138 

For ozone, the Multi Sensor Reanalysis (MSR) data set is used (van der A et al., 2010), 139 

consisting of total column ozone data on a regular 1.5°×1° longitude-latitude grid. This data set is 140 

based on daily assimilated measurements from the TOMS, SBUV, GOME, SCIAMACHY, OMI 141 

and GOME-2 satellite instruments spanning the time period 1978-2008. Independent ground-based 142 

measurements from the World Ozone and Ultraviolet Data Center (WOUDC) were used for 143 

correction of biases between the different satellite measurements. Dependencies on solar zenith 144 

angle, viewing angle, time and stratospheric temperature were taken into account in the bias 145 

correction scheme. The MSR data set consists of monthly ozone averages and the standard 146 

deviations corresponding to these averaged values as a measure for the spread of ozone values 147 

within corresponding months. The MSR is extended with two years (2009 and 2010) of monthly 148 

averaged assimilated ozone measurements from SCIAMACHY on the same grid (Eskes et al., 149 

2005). The SCIAMACHY measurements are corrected for biases in the same way as for satellite 150 

measurements in the MSR. The final data set contains 32 years of gridded total column ozone data. 151 

 152 

EESC / Long term variability 153 

 154 
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The long term variability in ozone is highly correlated to the abundance of the halogens listed in 155 

the quadrennial scientific assessment of ozone depletion (WMO 2010, and references therein). 156 

Mäder et al. (2010) suggested that the long term ozone variability due to halogen species is best 157 

described by the equivalent effective stratospheric chlorine (EESC) rather than a piecewise linear 158 

function. To represent the long term variability as an explanatory variable, we therefore use the 159 

EESC (Newman et al., 2007). The calculation of this variable is based on the amount of bromine 160 

and chlorine atoms in various source gasses, the mixing ratio of these gasses in the stratosphere 161 

and the efficiency of these gasses in terms of halogen release. In the EESC calculation used for the 162 

global gridded regressions, the age of air and the corresponding spectrum width parameters are set 163 

to 5.5 years and 2.75 years, respectively. This choice is based on our specific interest in polar 164 

stratospheric ozone depletion where the air age is assumed around 5.5 years. All other parameters 165 

are set at default: the WMO/UNEP 2010 scenario, the WMO 2010 release rates, inorganic 166 

fractional release rates and a bromine scaling factor of 60. However, the use of one fixed age of air 167 

for all stratospheric ozone is a gross oversimplification. Stiller et al. (2012; their figure 7) show 168 

that the age of air is strongly height and latitude dependent. The age of air can vary from a few 169 

years in the tropics and the lowermost stratosphere at high latitudes to more than 10 years in the 170 

upper stratosphere. Hence, to test the sensitivity of our analysis for choices in the age of air we 171 

compare regression results with the EESC using air ages of 3, 4 and 5.5 years (1.5, 2 and 2.75 172 

years for corresponding spectrum widths, respectively) and PWLT analysis for straightforward 173 

recovery rate quantification. Note that results of this study will be analyzed for identifying the 174 

‘best’ regression model and trend estimator.   175 

 176 

Solar cycle 177 
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 178 

Absorption of incoming UV radiation is a crucial mechanism for stratospheric ozone formation 179 

and affects ozone amounts. The eleven-year solar cycle dominates the incoming UV radiation 180 

(Lean et al., 1989) and has been identified in many ozone records (e.g. Shindell et al., 1999). A 181 

commonly used proxy to characterize the UV radiation in ozone regression studies is the 10.7cm 182 

Solar Flux data (NOAA), provided as a service by the National Research Council of Canada. The 183 

monthly data set is generated by daily measurements of the solar flux density at 2800 MHz, taken 184 

by radio telescopes at Ottawa (until May 31, 1991) and Penticton (from July 1st 1991). 185 

Measurements were taken at local noon time, and corrected for several measurement factors to 186 

reach an accuracy of a few percent. We denote this explanatory variable by ‘SOLAR’. See 187 

http://www.ngdc.noaa.gov/stp/solar/flux.html for the data and more information. 188 

 189 

Stratospheric aerosols  190 

 191 

To account for the effect of stratospheric aerosols (AERO) we use time series of stratospheric 192 

aerosols as described by Sato et al. (1993; for an update, see Bourassa et al., 2012). These data are 193 

based on measurements from the satellite instruments SAM II and SAGE as well as observations 194 

from several ground stations. This data set consists of twenty-four monthly time series 195 

corresponding to 7.5 degree latitudinal bands of averaged amount of stratospheric aerosols. Data is 196 

taken at a height of 20-25 km. Aerosols taken at other stratospheric height levels are positively 197 

correlated and are, therefore, not included. For instance, the correlation coefficient between 198 

aerosols at 20-25 km and those at 15-20 km is 0.62. The El Chicon (1982) and Pinatubo (1991) 199 

volcanic eruptions dominate the stratospheric aerosol time series.  200 

http://www.ngdc.noaa.gov/stp/solar/flux.html
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 201 

QBO 202 

 203 

The effect of the Quasi-biennial Oscillation (QBO) in easterly and westerly stratospheric winds 204 

at the tropics on stratospheric ozone is a well-established effect based on both observations and 205 

stratospheric modeling and is known to affect stratospheric ozone outside the tropics as well 206 

(McCormack et al., 2007; Witte et al., 2008; WMO 2010, chapter 2, and references therein). The 207 

QBO is represented by time series of monthly averaged wind speed measurements done by the 208 

ground station in Singapore (Baldwin et al., 2001). Time series of wind speeds measured at 30 and 209 

10 hPa are included to account for differences in the phase and shape of the QBO signal at these 210 

heights. We considered adding a proxy to represent the QBO at 50 hPa but rejected this because of 211 

the high anti-correlation with the QBO at 10 hPa (correlation value of -0.69). 212 

 213 

El Nino/Southern Oscillation (ENSO) 214 

 215 

Various studies have shown that the ENSO signal affects the dynamics of the lower 216 

stratosphere, including the amount of ozone (e.g. Randel et al., 2009; Ziemke et al., 2010). The 217 

Multivariate ENSO Index (MEI) (Wolter and Timlin, 1998) is used to represent the effect of the 218 

ENSO. Sea-level pressure, zonal and meridional surface winds, sea surface temperature, surface 219 

air temperature and cloud fraction are used to calculate this index.  220 

 221 

Eliassen Palm flux 222 

 223 
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At mid to high latitudes the dynamical features in the stratosphere, such as the polar vortex, are 224 

highly affected by vertical propagation of tropospheric planetary waves. The vertical Eliassen-225 

Palm flux (EP) (Kanamitsu et al., 2002) is used as a measure of the force of this vertical 226 

propagation and the stability of these polar vortices. For the Northern and Southern Hemisphere 227 

we characterize these variables by averaging the vertical component of the EP-flux at 100 hPa over 228 

45°N–75°N and 45°S–75°S separately and denote these variables as EP-N and EP-S, respectively. 229 

A strong vortex isolates the polar stratospheric air and enables the formation of an ozone hole. 230 

This isolation affects the amount of ozone cumulatively in time, with larger cumulative effects in 231 

the buildup phase as compared to the rest of the year. Therefore we adjust the time series as in 232 

Brunner et al. (2006):  233 

  ( ) )(~1)(
1

txetxtx EPEPEP +⋅−= τ     (1) 234 

where XEP is the final EP-flux time series, X̃EP the original EP-flux time series from the NCEP 235 

Reanalysis and τ set to 12 months from October to March in the Northern Hemisphere (and shifted 236 

six months for the Southern Hemisphere) and set to 3 months for the rest of the year. Note that the 237 

EP flux is also indicative for the transport of ozone rich air from the tropics towards mid-latitudes, 238 

which should be considered in the interpretations of EP flux regression results. 239 

 240 

Geopotential Height and Potential Vorticity 241 

 242 

The ECMWF reanalysis provides the geopotential height (GEO) at 500 hPa and the potential 243 

vorticity (PV) at 150 hPa as gridded monthly averaged fields. These variables are used as 244 

measures for the tropopause height and the mixing ratio of air between the troposphere and the 245 
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stratosphere, respectively. These variables are taken at corresponding pressure levels to account 246 

for vertical propagation of tropospheric dynamics. 247 

 248 

Length of day 249 

 250 

Finally, the monthly average day length (DAY) is calculated for each latitude to describe the 251 

amount of exposure to solar radiation. Therefore, this variable accounts for the direct local effect 252 

of radiative variations on ozone. 253 

 254 

Table 1 lists all variables and their sources. All time series of these explanatory variables are 255 

normalized by subtracting their mean values and dividing by their standard deviation. The 256 

normalized variables are shown in Figure 1. We separate the explanatory variables in two groups; 257 

group A includes EESC, SOLAR, QBO, AERO and ENSO, which do not contain a seasonal 258 

component and group B includes EP, GEO, PV and DAY, which are dominated by a seasonal 259 

component. 260 

 261 

2.2 Correlations between explanatory variables 262 

 263 

High correlation values between regression variables may cause problems for the estimation of 264 

regression coefficients as it hampers attributing variations in ozone to one particular explanatory 265 

variable in both performing the regression and interpretation of results (see also Mäder et al., 266 

2010). The correlations between the variables of group B are considered separately because GEO, 267 

PV and DAY are gridded data sets. Table 2 shows the (piece-wise) correlation values of the 268 
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variables of group A and EP. Due to the large correlation value (0.52) between both EP variables, 269 

we use EP-N and EP-S only in the Northern and Southern Hemisphere, respectively. 270 

The correlations between the variables of group B are shown in Figure 2. Most of these 271 

variables are highly correlated at middle to high-latitudes. Regression runs show considerable 272 

sensitivity to these variables south of 55˚S. Among the group B variables we therefore choose to 273 

use only PV and EP south of 55˚S. The correlations between EP and DAY are nearly constant in 274 

both hemispheres, attaining correlation values of approximately -0.69 in the Northern Hemisphere 275 

and 0.17 in the Southern Hemisphere. Despite these high correlations at the Northern Hemisphere, 276 

preliminary regressions with both of these variables included and either one of them included 277 

separately showed reasonable robustness of the obtained results up to approximately 50˚N, 278 

whereas at high latitudes the high correlations complicate interpretation of the regression results. 279 

For this reason we choose to include both EP and DAY for regressions performed at the Northern 280 

Hemisphere. 281 

 282 

2.3 Analysis of seasonal ozone dependencies 283 

 284 

Linear regressions are performed on normalized data averaged along geographical latitudes, 285 

with regression estimates expanded as 12 indicator functions, one for each month, to examine the 286 

seasonality in the regression coefficients. A linear regression model is used of the form 287 

∑ ∑∑
= = =

+⋅⋅+⋅=
12

1 1

12

1i

m

j i
jjiiii XIIY εβ ,a     (2) 288 

where Y is a vector of monthly ozone values, Ii the indicator function for month i of the year, ai the 289 

intercept coefficient of month i of the year, m the amount of explanatory variables, X,j the 290 
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explanatory variable j, βi,j the regression estimate for month i of variable Xj and ε the noise vector. 291 

The explanatory variables of group B are not included in these regressions. Since these seasonal 292 

variables are meant to parameterize seasonal variation in ozone, additionally incorporating 293 

seasonal ozone dependencies for variables of group B would create problems with respect to the 294 

few degrees of freedom in seasonal ozone variation using monthly data. 295 

We use the least squares estimation for the regression coefficients and perform an iterative 296 

backwards variable selection method similar to Mäder et al. (2007) to increase the degrees of 297 

freedom in the regressions. For each iteration the P-values of two-sided T-tests corresponding to 298 

the regression coefficients are calculated. The variable with the largest P-value which also exceeds 299 

a chosen significance level α is excluded in the following estimation step. This procedure is 300 

iterated until all P-values are below α. In these regressions we set α at 0.1, corresponding to a 301 

significance value of 90%. This rather loose significance value is chosen because at this point we 302 

are not interested in the significance of the regression estimates, but only in the seasonal patterns 303 

obtained in these regression estimates.  304 

Figure 3 shows the regression coefficient estimates for the explanatory variables of group A. 305 

These estimates are used to determine the seasonal ozone dependencies, and construct 306 

corresponding ‘alternative variables’ to account for this effect. Except for the EESC variable, we 307 

characterize these seasonal ozone dependencies by specific harmonic functions. The seasonal 308 

ozone dependency of the EESC is constructed using the averaged corresponding regression 309 

coefficients poleward of 65˚S. 310 

For the QBO at 30 hPa a strong seasonal variation in the estimates at mid-latitudes is present. 311 

This seasonality is modeled by a cosine starting its period in March. This harmonic function 312 

follows the observed seasonality at 30°S, and has an opposite relation to the regression estimates at 313 
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30°N (Figure 3). For the QBO at 10 hPa the seasonality in the regression estimates is described as 314 

a cosine starting its annual cycle in February. This function again aligns with the variation in 315 

obtained regression estimates around 30°S and has an opposite relation to those at around 30°N.  316 

Regression estimates corresponding to the ENSO variable show different values in the months 317 

from July to September in comparison to the rest of the year. This effect is modeled using a cosine 318 

with its peak in August.  319 

The results show no convincing seasonal pattern in the estimates corresponding to the variables 320 

SOLAR and AERO. Therefore, no alternative variables are included to account for seasonal ozone 321 

dependencies of SOLAR and AERO.  322 

The seasonal ozone dependency of EESC in Polar Regions does not have a harmonic shape due 323 

to the ozone hole occurring essentially from September to November. To construct the alternative 324 

variable to parameterize EESC’s seasonal ozone dependency, we average the regression 325 

coefficients from the above regression in latitudes poleward of 65˚S for each month obtaining a 326 

32-year seasonal function S(t). Assuming this seasonality in ozone dependency had marginal 327 

effects before 1979, we multiply the obtained seasonal function S(t) with the increase of EESC at 328 

month t with respect to its 1979 value. The above assumption is justified because the seasonal 329 

effect of ozone depleting substances on ozone was marginal before 1980 (e.g. Li et al., 2009). 330 

Because we don’t find results in Figure 3 corresponding to the Arctic ozone hole, we do not define 331 

an alternative variable for the Arctic polar region. Year-to-year variability in Arctic ozone 332 

depletion is much larger due to a less stable Arctic stratospheric vortex (Douglass et al., 2011) 333 

such that a well-defined Arctic ozone hole is rare. 334 

Based on the observations made above, the alternative variables QBO30_2, QBO10_2, 335 

ENSO_2 and EESC_2 to account for seasonally varying dependencies are defined as follows: 336 
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( ) ( )( ) ( )
( ) ( )( ) ( )
( ) ( )( ) ( )
( ) ( ) ,EESC(0))t EESC(mean(S))S(t)(tEESC_2

tENSO12/8-tπ2costENSO_2
tQBO1012/1-tπ2costQBO10_2
tQBO3012/2-tπ2costQBO30_2

−⋅−=
⋅=
⋅=
⋅=

     (3) 337 

where t is the time in months from January 1979 and S(t) is described above. These alternative 338 

variables are normalized after construction, as was done for other explanatory variables. Note that 339 

these alternative variables are not necessarily dominated by the multiplied seasonal function. This 340 

is only the case for EESC_2, due to the extremely low short term variations in EESC. EESC_2 341 

shows a very specific trend in this seasonality which is very different from the highly seasonal 342 

variables in group B. Therefore, the alternative variables do not interfere much with the 343 

parameterization of seasonal ozone variability in the regression models that are defined in the next 344 

section. 345 

 346 

2.4 Regression methods 347 

 348 

As mentioned before, we construct a physically oriented model (PHYS) where the non-seasonal 349 

ozone variations are accounted for by the physical explanatory variables of group A, their seasonal 350 

ozone dependencies are described by specific alternative variables and the seasonal ozone 351 

variation is described by the variables of group B. The multi linear regressions are performed 352 

using the linear model  353 

 354 

εβY +⋅= X     (4) 355 

 356 

where Y is the vector of monthly averaged ozone values, X the matrix with the explanatory 357 

variables as columns including an intercept as a column of ones, β the vector of regression 358 
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coefficients corresponding to the columns of X and ε the noise vector with entries assumed to be 359 

uncorrelated and standard normal distributed. This assumption is a simplification since 360 

autocorrelation does affect the uncertainty in regression estimates. Considering that we are 361 

interested only in the geographical patterns that arise in the regression results and not the specific 362 

values of statistical errors this simplification is justified. In case of the trend analysis, where 363 

statistical significance has an important role, we calculate the error of the PWLT (piecewise linear 364 

trend variable, as defined below) and the EESC regression coefficient as (Press et al., 1989) 365 

φ
φ

−
+

⋅
−

⋅−
⋅=
∑

−

1
1

2

12

mn

)))(((
)( tT

tβY
σ

X
XX , 366 

where σ denotes the vector of regression errors corresponding to the regression estimates β, n is 367 

the length of the time series in months, m is the amount of fitted parameters and φ the estimated 368 

lag 1 autocorrelation of the residuals. 369 

The regression coefficients are estimated using the weighted least squares method, with weights 370 

reciprocal to the variance of the monthly averaged ozone values. The backwards selection 371 

algorithm as described in section 2.3 selects the explanatory variables based on significance value 372 

set to 0.01 corresponding to a significance value of 99%. 373 

For comparison, a rerun of these regressions is performed with a statistically oriented model 374 

(STAT). This model differs from the above model only in the parameterization for the seasonal 375 

ozone variations. The PHYS model uses physical variables PV, GEO, EP and DAY to describe 376 

ozone variation whereas the STAT model uses harmonic time series with periods of a year and 377 

half a year for this parameterization. This method, similar to a Fourier filter on seasonal and sub-378 

seasonal frequencies, is widely applied in former ozone regression studies (e.g. Fioletov et al., 379 
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2008). Table 3 shows an overview of the incorporated explanatory variables for both the PHYS 380 

and the STAT model. 381 

Finally, several regression runs are performed with specific focus on trend analysis and the role 382 

of EESC on ozone recovery. An important parameter in the calculation of EESC is the age of air in 383 

which the alternative halogens are contained. Differences in this parameter ultimately lead to 384 

differences in the rate of ozone recovery due to different shape of the resulting EESC time series. 385 

We perform trend analyses using results of the PHYS model with the EESC variable at air ages 3, 386 

4 or 5.5 years or substituted by a piecewise linear function with its second linear component 387 

spanning 1997-2010, 1999-2010 or 2001-2010. The piecewise linear trend (PWLT) 388 

characterization for long term ozone variation has the advantage that the slope in ozone recovery 389 

and ozone depletion periods can be estimated separately, whereas these slopes are proportionally 390 

fixed in the EESC curves. On the other hand the EESC parameterization yields a smooth transition 391 

from the fast early increase to the more recent gradual decrease rather than the ad-hoc turn around 392 

point in the PWLT characterization. 393 

 394 

3. Results 395 

 396 

3.1 Multi-linear regression results 397 

 398 

The multi-linear regression results for non-seasonal variables are shown in Figure 4. The EESC, 399 

characterizing the long term ozone variation, has a negative effect on ozone outside the tropics 400 

with the largest effect in the Southern Hemisphere. No significant results for EESC were found in 401 

the tropical region. The negative EESC related ozone effects at mid- to high latitudes are in 402 
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agreement with current understanding of EESC driven ozone depletion. The ozone hole over 403 

Antarctica is parameterized by the alternative variable EESC_2 for which by construction the 404 

corresponding regression estimates are positive. Characterizing the EESC driven occurrence of an 405 

ozone hole over Antarctica, the EESC_2 regression coefficients are large in this region. These 406 

estimates attain values indicative of ozone fluctuations up to 90 DU in magnitude at the Antarctic 407 

in the year 2001, when the EESC attains its peak. Further quantitative analysis regarding ozone 408 

recovery rate and the role of EESC therein is performed in section 3.3. 409 

The 11-year solar cycle positively affects ozone at low and mid-latitudes, mainly in the 410 

Southern Hemisphere. At the equator the regression coefficients are barely significant. The 411 

positive sign in these regression estimates is consistent with the role of UV radiation in ozone 412 

formation processes. 413 

Stratospheric volcanic aerosols affect stratospheric ozone negatively due to catalytic ozone 414 

depletion on the surface of aerosol particles (Solomon et al., 1996). This results in negative 415 

regression estimates corresponding to this variable, mainly seen North of 45°N.  416 

The dependence of ozone on QBO shows clear spatial patterns. Positive regression estimates 417 

corresponding to the QBO index for the two pressure levels indicate a positive effect on ozone 418 

along the equator. Moving towards higher latitudes the regression estimates switch to negative 419 

values at approximately 10°N and 10°S. For the QBO at 30 hPa the estimates remain negative up 420 

to 60°S for the Southern Hemisphere and up to the Arctic region for the Northern Hemisphere, 421 

whereas the regression estimates corresponding to the QBO at 10 hPa the regression estimates 422 

switch back to positive values around 50°N and 50°S.  423 
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The ENSO regression estimates show negative ozone effects of El Nino between 25°S and 424 

25°N, especially over the Pacific. The corresponding alternative variable ENSO_2 does not 425 

contribute significantly in this regression model.  426 

Figure 5 shows the regression estimates corresponding to the seasonal variables of group B. 427 

The variable DAY - accounting for variations in radiative forcing - has the largest regression 428 

coefficients. The EP regression estimates show the different effect of EP on ozone poleward and 429 

equatorward of the polar vortex in both hemispheres. The average location of the Antarctic vortex 430 

is located along a band at approximately 60°S where the EP regression coefficient changes sign.  431 

The estimates corresponding to DAY are almost entirely positive throughout both hemispheres, 432 

without much spatial variability. Contrary to the DAY results, the EP results in the Northern 433 

Hemisphere show a change in sign from the tropics (negative) to higher latitudes (positive). 434 

Significant regression results for PV are mainly found over the Arctic and Antarctic. For the 435 

Antarctic these effects also interact with the effects of DAY and EP variables on ozone where 436 

these strongly correlate to PV (see Figure 2). The sign difference in estimates between both 437 

hemispheres is due to the sign change of potential vorticity at the equator. As a result, the effect of 438 

vorticity at the 150 hPa pressure level on ozone appears to be rather similar for both hemispheres. 439 

Ozone variations are negatively related to geopotential height (GEO) poleward of 30°N and 440 

around 50°S.  441 

One possible interpretation of the regression results for DAY and EP is that DAY represents the 442 

seasonal changes in photochemistry, whereas EP represents the seasonally varying transport 443 

processes from source regions (tropics) to sink regions (higher latitudes). As reported in Miyazaki 444 

et al. (2005), stratospheric transport from the tropics to the Northern Hemisphere is stronger 445 

compared to the Southern Hemisphere. They also note that in the Southern Hemisphere the mean 446 
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transport does not extend beyond the polar vortex, whereas the eddy transport does, contrary to the 447 

Northern Hemisphere, where both mean and eddy transport contribute to transport to high 448 

latitudes. This suggests that the EP regression represents ozone transport. However, due to 449 

correlations of DAY with especially EP care has to be taken when interpreting these results and 450 

the EP regression estimates at high northern latitudes. South to 55˚S the effects of DAY and PV 451 

interact because these variables are strongly correlated (see Figure 2). 452 

 453 

3.2  Comparison with STAT model results  454 

 455 

The regression results discussed in section 3.1 are compared with those from the STAT model, 456 

in which seasonal ozone variations are parameterized by harmonic time series with periods of a 457 

year and half a year, similar to a Fourier filter on the most prevalent frequencies. We compare 458 

results corresponding to the non-seasonal variables of group A, and investigate whether seasonal 459 

variation is properly parameterized in the physical model by comparing the explanatory powers of 460 

both models in terms of R2, defined as one minus the fraction of residuals sum of squares divided 461 

by the sum of squares in the dependent variable. Regressions of both methods performed at 462 

Reykjavik, Iceland (64˚N, 23˚W), Bogota, Colombia (5˚N, 74˚W) and the Antarctic (80˚S, 0˚E) 463 

are shown in detail to gain a thorough impression of both methods at these selected sites. These 464 

three sites are considered typical for the Northern Hemisphere mid-latitudes with large seasonal 465 

variation, tropics with a large influence of QBO and ENSO and the Antarctic vortex area. 466 

First we compare results of the non-seasonal variables obtained by the STAT model (Figure 6) 467 

with those obtained by the PHYS model (Figure 4). Although nearly all of these coefficient maps 468 

show similar spatial patterns, differences are found. Small differences are in the model 469 
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contribution of EESC and AERO, as the corresponding regression coefficients for these variables 470 

EESC at high northern latitudes are higher in the PHYS model than in the STAT model. More 471 

interestingly, the ozone hole characterization by EESC_2 is less obvious in the STAT model 472 

results in comparison to the PHYS model results, the reason for this difference will be clarified 473 

describing the detailed results of Antarctica. The QBO and ENSO variables, both the original and 474 

alternative variables, show latitudinal wider and stronger impact on ozone in the STAT model 475 

results than for the PHYS model results (Figure 6 and Figure 4, respectively). The influence of the 476 

QBO variables extends up to the Arctic region in the STAT model results, as compared to nearly 477 

40˚N for the PHYS model. Regarding the ENSO results, bands of positive regression estimates for 478 

the STAT model are present at approximately 40˚N and 40˚S, possibly indicating an El Nino 479 

circulation pattern at mid-latitudes. Furthermore ENSO_2 does indicate some seasonal effect in 480 

ENSO - ozone dependency. The corresponding spatial pattern is in agreement with results shown 481 

in Figure 3. 482 

Both model’s performance in term of R2 are compared to investigate how well the PHYS model 483 

describes seasonal variations in ozone. Assuming the seasonal variation in ozone is completely 484 

filtered out in the STAT model using orthogonal harmonic time series, similar R2 values for the 485 

PHYS regressions with respect to the STAT regressions are indicative of a fully physically 486 

characterized seasonal ozone component in the PHYS model. The R2 values, as presented in 487 

Figure 10, show similar spatial patterns for both models, except for the region north of 70˚N, 488 

where the STAT model achieves higher explained variance. The average R2 value obtained by the 489 

PHYS model, 0.72, is nearly at the same level as 0.79 that is (on average) achieved by the STAT 490 

model. Excluding latitudes north of 70˚N in the averaging, these values are 0.73 and 0.78, 491 

respectively. 492 
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Detailed results from the PHYS and STAT regressions at Reykjavik, Bogota, and the Antarctic 493 

are shown in Figures 7, 8 and 9.  Corresponding regression coefficients are presented in tables 4, 5 494 

and 6, respectively, together with their standard errors. The “Fourier” term in these figures is 495 

defined as the sum of the harmonic components that describe seasonal ozone variation in the 496 

STAT model. For Reykjavik, QBO variables were found significant in the STAT model (right plot 497 

in Figure 7) but were not found significant in the PHYS model (left plot in Figure 7). Furthermore, 498 

the seasonal component in the PHYS model is described by a combination of mainly the PV, DAY 499 

and EP variables. At Bogota, only the ENSO_2 alternative variable has been excluded in the 500 

PHYS regression compared to the STAT regression (Figure 8). The seasonal component is 501 

parameterized by only the EP and a small contribution of GEO. For the Antarctic (Figure 9) a 502 

large difference exists in the way both methods account for the ozone hole. In the STAT regression 503 

this phenomenon is mainly described as a stationary seasonal variation using harmonic time series, 504 

with a smaller role for the constructed EESC_2, whereas the PHYS regression attributes two times 505 

more variation to EESC_2. The PV and EP variables complete the seasonal parameterization in the 506 

PHYS model. 507 

 508 

 509 

3.3  Ozone recovery 510 

 511 

An important topic of the current debate in ozone research is the detection of ozone recovery 512 

attributable to the decrease in EESC, for which a number of recent studies have relied on 513 

regression methods (Salby et al., 2011, 2012; Kuttippurath et al., 2013). In addition to the average 514 

ozone recovery, particular interest exists in the recovery of ozone over Antarctica during the ozone 515 
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hole period (September - November). Both the average and the ozone hole recovery rates are 516 

quantified using EESC regression estimates from the PHYS model and by PWLT analysis. Results 517 

are significant at the 99% confidence interval. 518 

 519 

3.3.1  Average ozone recovery 520 

 521 

The first quantification for the average ozone recovery rate is based on the PHYS regression 522 

results. The average ozone recovery rate is estimated by multiplication of the EESC regression 523 

coefficient with the average rate of change in EESC since it obtained its peak value (1997, 1999 or 524 

2001 for 3, 4 or 5.5 year air age respectively).  525 

As a second trend quantification method PHYS regression runs are performed in which a 526 

piecewise linear function substitutes the EESC as parameterization for long term ozone variation. 527 

The piecewise linear function consists of a linear component from 1979 to 2010 and a component 528 

linear in either 1997-2010, 1999-2010 or 2001-2010 time periods and zero prior to this period. The 529 

ozone recovery rate in the latter time period is quantified by the sum of both linear components 530 

multiplied by their regression coefficients. 531 

Results of both methods are shown in Figure 11. We notice that EESC related ozone recovery 532 

rate estimates (the upper plots in Figure 11) are highly dependent on the age of air parameter used 533 

for the EESC variable (Table 7). Assuming an air age of 3 years, the average ozone recovery rate 534 

is 0.7 DU/year for the Southern Hemisphere (excluding the Antarctic ozone hole area) and 0.6 535 

DU/year for the Northern Hemisphere. For air ages of 4 and 5.5 years, these values are 0.5 and 0.3 536 

DU/year, respectively, for the Southern Hemisphere and 0.4 and 0.2 DU/year, respectively, for the 537 

Northern Hemisphere. The 3 year air age EESC related ozone recovery rates are found significant 538 
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towards the tropical region, whereas the 5.5 year air age EESC related recovery rates are found 539 

significant only poleward of 10˚S and 30˚N.  540 

The PWLT analysis provides higher ozone recovery rate estimates than the EESC. Linear 541 

recovery rate estimates spanning 1997-2010, 1999-2010 and 2001-2010 periods are approximately 542 

0.7, 1.0 and 1.4 DU/year, respectively, for the Southern Hemisphere and 1.0, 1.3 and 1.7 DU/year, 543 

respectively, for the Northern Hemisphere.  544 

Note that in particular the Southern Hemisphere recovery rates for the PWLT analysis are not or 545 

barely statistically significant. 546 

 547 

3.3.2  Ozone hole recovery 548 

 549 

 A particular interest is in the recovery of Antarctic ozone in September - November 550 

months, corresponding to the ozone hole period. Two methods are used to quantify the ozone 551 

recovery in this specific time period.  552 

First, estimates for ozone recovery rate for the ozone hole are generated by multiplication of the 553 

EESC_2 regression coefficients with the average increase in EESC_2’s yearly minima per year 554 

after its largest oscillation. These recovery rates are summed with the average EESC related 555 

recovery rates, as calculated in the previous section (upper plots in Figure 11). We obtain results 556 

corresponding to 3, 4 and 5.5 year air age EESC variables. Second, a PWLT analysis is performed 557 

on yearly ozone time series of ozone averaged over September - November months. This analysis 558 

is performed by again using 1997-2010, 1999-2010 or 2001-2010 as ozone recovery periods.  559 

Ozone recovery rates are shown in Figure 12 for both methods. Again we note large differences 560 

in ozone recovery rate estimates for different air age parameters and different periods for recovery 561 
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rates in PWLT analysis. EESC related ozone hole recovery rate estimates vary between around 562 

1.8, 1.4 and 0.9 DU/year for EESC variable with 3, 4 and 5.5 year air ages, respectively. For 563 

PWLT results the estimates at the Antarctic vary between around 1.3, 2.3 and 3.1 DU/year for 564 

ozone recovery periods 1997-2010, 1999-2010 and 2001-2010, respectively. The PWLT results in 565 

September - November show a larger recovery rate over Antarctica than anywhere else, related to 566 

the larger amount of ozone depletion within the Antarctic ozone hole in the September to 567 

November period. The PWLT analysis yield higher ozone recovery rates than those obtained by 568 

using the EESC curve. However, although each linear segment has been included at the 99% 569 

significance level, none of the PWLT recovery rates are statistically significant. The reason for this 570 

insignificance is that the regression coefficients of both linear segments have been summed to 571 

achieve the total recovery rate estimates. Processing the corresponding standard errors increases 572 

the final standard error.  573 

 574 

4  Discussion 575 

 576 

 The spatially applied regressions provide spatial parameterization of ozone in terms of 577 

physical explanatory variables. The results show larger effects of EESC on ozone in the Southern 578 

Hemisphere than at the Northern Hemisphere and increase towards higher latitudes. This results 579 

from ozone being produced at the tropics and transported to higher latitudes so that ozone at higher 580 

latitudes has been affected by ozone depleting substances for a longer time period. A similar 581 

hemispheric asymmetry, with larger ozone influences at the Southern Hemisphere, is found in the 582 

effect induced by the solar cycle, having positive regression coefficients at low- and mid- latitudes 583 

for both hemispheres and barely significant regression coefficients at the equator itself. This 584 
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spatially persistent but weak solar signal is consistent with results of Soukharev and Hood (2006) 585 

on the solar cycle variation in ozone and Wohltmann et al. (2007). This solar signal extends up to 586 

more than 70ºS between -50º and 100º in longitudes according to our results. 587 

The negative effect of stratospheric aerosols particularly at high northern latitudes supports 588 

earlier findings of for example Solomon et al. (1996). Interestingly, the impact of volcanic aerosols 589 

on stratospheric ozone has also been discussed extensively for the Southern Hemisphere and 590 

Antarctic based on observations (Deshler et al., 1992; Hofmann and Oltmans, 1993), model 591 

simulations (Knight et al., 1998; Rozanov et al., 2002) and regression analysis (Brunner et al., 592 

2006; Wohltmann et al., 2007; Kuttippurath et al., 2013). Yet, in our analysis we find little 593 

evidence of Antarctic ozone being affected by volcanic aerosols. One possible explanation could 594 

be that to some extent Antarctic volcanic aerosol effects are compensated for by the EP flux and/or 595 

Antarctic Oscillation effects (see Figure 5 of Kuttippurath et al. (2013) and Figure 4 of Brunner et 596 

al. (2006)). Note that the Pinatubo eruption had a smaller impact on the Southern Hemisphere 597 

(Robock et al., 2007). In addition, modeling results by Knight et al. (1998) suggest that the largest 598 

Southern Hemisphere effects of the Pinatubo eruption occur outside of the Antarctic vortex, a 599 

finding that is supported by Hofmann et al. (1997) and Solomon et al. (2005; their Figures 3 and 600 

13) who report only major effects of Pinatubo on ozone in the upper troposphere and lowermost 601 

stratosphere. Furthermore, results from a modeling study by Rozanov et al. (2002) only find 602 

statistically insignificant decreases in Antarctic ozone due to volcanic aerosols, suggesting other 603 

large influences on Antarctic ozone. Finally, the majority of publications identifying an effect of 604 

Pinatubo on Antarctic ozone were published in the 1990s, a period during which the role of extra-605 

tropical dynamics like the EP-flux on Antarctic ozone were poorly known (this started to be 606 

discussed after the year 2000).  607 
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 We found broad spatial patterns concerning the QBO - ozone relation, which is positive at 608 

the equator and changes to negative at around 10˚N and 10˚S for QBO taken at both 10 and 30 609 

hPa. These results are in agreement with Brunner et al. (2006) and Yang and Tung (1995) on the 610 

phase propagation of the QBO signal in ozone data. The negative effects on ozone induced by 611 

ENSO events, detected between 30˚N and 30˚S particularly over the Pacific, are consistent with 612 

findings by Randel et al. (2009). The STAT model additionally identifies positive ENSO related 613 

effects in small bands at 40˚N and 40˚S. This result may indicate an ENSO effect on stratospheric 614 

ozone transport from the equator - and the Pacific in particular - towards higher latitudes. 615 

 Interestingly, as the STAT model attributes more ozone variation to QBO and ENSO 616 

variables at higher northern latitudes as compared to PHYS model results, the PHYS results show 617 

a more persistent pattern of EESC and AERO ozone effects at high northern latitudes. The 618 

different characterization of seasonal variation in ozone in these models causes these small 619 

differences. Another difference is found in the EESC_2 results over Antarctica where a large part 620 

of ozone variations that could be interpreted as EESC driven according to the PHYS model 621 

(Figure 9) is accounted for by harmonic variables in the STAT model. 622 

 The important gain of the PHYS model with respect to the STAT model is the physical 623 

parameterization of seasonal ozone variation in terms of DAY, EP, PV and GEO. Except for a 624 

small band at the equator, regressions estimates show a positive effect on ozone attributed to the 625 

explanatory variable DAY, which represents the variation in local exposure to solar radiation. In 626 

the interpretations of these results, we must account for the high correlation values between EP 627 

and DAY at the Northern Hemisphere. Up to around 50˚N, the positive effect of DAY on ozone is 628 

mostly due to in situ ozone production driven by exposure to solar radiation. Towards higher 629 

latitudes the DAY regression coefficients are increasingly affected by correlation features with the 630 
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EP variable complicating direct physical interpretations due to overestimation of regression 631 

coefficients. The increasingly positive EP results towards high latitudes are a result of ozone 632 

transport driven by the Drewer Dobson circulation. At the Southern Hemisphere the EP results 633 

show different effects on ozone poleward and equatorward of the southern polar vortex, related to 634 

the separation of stratospheric air within the polar vortex. The much larger EP regression 635 

coefficients north of 40°N compared to the Southern Hemisphere shows that eddy heat flux affects 636 

Arctic stratospheric ozone more than Antarctic stratospheric ozone. This is due to a much stronger 637 

effect of wave dynamics leading to less stability of the polar vortex in the Northern Hemisphere 638 

compared to the Southern Hemisphere (Randel et al., 2002).  639 

Synoptic scale weather variability, represented by PV at 150 hPa, has a positive effect on 640 

ozone, especially at high latitudes. South of 55˚S the results of PV partly account for ozone effects 641 

of DAY, GEO and EP variables, which are correlated with PV. Finally ozone is affected 642 

negatively by high values of geopotential height at 500 hPa in southern mid-latitudes and northern 643 

mid to high-latitudes. The importance of synoptic scale meteorological variability in understanding 644 

extra-tropical total ozone column variability has long been recognized (e.g. Harris et al., 2008; 645 

Kiesewetter et al., 2010; Rieder et al., 2010). 646 

 The explanatory power of the PHYS model nears the explanatory power of the STAT 647 

model in regressions performed south of 70˚N (R2 values of 0.73 to 0.78, respectively). Assuming 648 

the seasonal ozone component is completely accounted for in the STAT model using a Fourier 649 

filter we conclude that the PHYS model also accounts for nearly all seasonal variation in ozone, 650 

since the models differ only in the parameterization for seasonal ozone variation. The higher 651 

performance of the STAT model as compared to the PHYS model north of 70˚N is caused by 652 

extreme domination of stable seasonal variations in the ozone time series, which are better 653 
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parameterized by the orthogonal harmonics in the STAT model. Regions where both regression 654 

models yield lower explanatory power are bands at around 55˚S, 10˚S and a smaller band over 655 

northern Africa stretching towards the central part of Asia. The reduced explanatory power at 55˚S 656 

is related to the vortex edge itself. Regression studies focusing on the Antarctic ozone hole 657 

typically use either a dynamical definition like the equivalent latitude to define the vortex area, or 658 

stay sufficiently far away from the vortex edge (south of 70ºS; e.g. Kuttipurath et al. (2013)). 659 

Hassler et al. (2011) shows that the shape of the Antarctic vortex has changed somewhat during 660 

the last 30 years which has consequences for analyzing Antarctic ozone. However, given that this 661 

study focuses on the global patterns of ozone variability, use of a spatially variable definition of 662 

the vortex edge is not possible. The other bands at 10˚S and from northern Africa to Central Asia 663 

are regions of low ozone variability. These ozone time series are dominated by white noise and 664 

are, therefore, unexplained by the regression models. 665 

The EESC trend analysis shows significant ozone recovery in the Southern and Northern 666 

Hemisphere at a 99% significance level. Quantification of the ozone recovery rate is largely 667 

dependent on the parameterization for long term ozone variation, consistent with findings of 668 

Kuttippurath et al. (2013). To determine which parameterization is more appropriate we compared 669 

R2 values for PHYS regression runs of section 3.3.1 in a similar manner as in Mäder et al. (2010) 670 

which compares ozone regression performances using EESC or a linear function based on ozone 671 

data obtained from ground-based observations. Results, shown in Figure 13, indicate that, among 672 

the EESC variables with 3, 4 or 5.5 year air ages, the 3 year age-of-air EESC fits the ozone data 673 

best. However, between 30˚S and 80˚S there exists a large region of higher performance with the 674 

air age parameter set to 4 or 5.5 years. This may result from ozone not responding linearly to the EESC 675 

in such a way that the fit to the 3 year air age EESC is better, even if the true age of air is higher. Looking 676 
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at a similar comparison now for the PWLT fits we note a clear distinction between high latitudes 677 

(poleward of 50˚ N and 50˚ S) where the 1997-2010 ozone recovery period achieves high 678 

performance and lower latitudes (equatorward of 50˚ N and 50˚ S) where the 2001-2010 ozone 679 

recovery period fits best. This is unexpected since the higher age of air at high latitudes should 680 

result in the turn-around point occurring later in time, whereas these results indicate the converse. 681 

Finally, we see that the EESC long term ozone parameterization yields better performance at high 682 

latitudes as compared to a PWLT function, which describes the long term ozone variation better at 683 

lower latitudes. This result is caused by the fundamental difference of fitting a curve or a 684 

piecewise linear function. At high latitudes, the larger age of air smooths the transition from ozone 685 

depletion to ozone recovery resulting in a better fit using the EESC curve, whereas at low latitudes 686 

the smaller age of air causes a more ad-hoc ozone turn around point, resulting in a better fit using a 687 

PWLT function. 688 

The recovery rates and trend uncertainties thus very much depend on the chosen regression 689 

model and parameter settings of the EESC (age of air) and PWLT (recovery period). This indicates 690 

that there is a considerable amount of uncertainty present in determining the ozone recovery rate. 691 

Although these results suggest that the ozone layer is recovering globally as well as over the 692 

Antarctic, care has to be taken as many uncertainties in both the data and methodology are not 693 

taken into account. Based on these observations we conclude that ozone is recovering globally at a 694 

rate between 0.2 and 1.7 DU/year and between 0.9 and 3.1 DU/year for the Antarctic ozone hole 695 

period specifically. However, given the uncertainties discussed above it is not possible to 696 

determine an appropriate trend uncertainty level, hence no statistical significance of the recovery 697 

rates can be determined. 698 

 699 
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5 Conclusions 700 

 701 

This study presents the first spatial multiple regression of 32 years of total ozone column data 702 

based on assimilation of total ozone column measurements from satellites. A physically oriented 703 

regression model (PHYS) forms the basis of the study, and is compared to a more statistically 704 

oriented regression model (STAT). A second aim is the detection and quantification of ozone 705 

recovery.  706 

This first spatial regression study yields pronounced regional patterns in longitude and latitude 707 

dimensions of ozone - regressor dependencies. The effect of ENSO on ozone is mainly identified 708 

at the Pacific. We don’t find clear indications of aerosol effects on ozone at the Antarctic. The 709 

effect of the 11-year solar cycle appears to be more important in the Southern Hemisphere, 710 

especially between -50º and 100º in longitudes, which is currently unexplained. And the effects 711 

related to the southern polar vortex, clearly identified north of Antarctica, are large on total ozone 712 

columns.  713 

Our results broadly confirm findings from previous regression studies for local and zonal mean 714 

total ozone records. A clear distinction exists between the tropics and higher latitudes. In the 715 

tropics, ozone variability is dominated by the QBO whereas the 11-year solar cycle and ENSO 716 

play minor roles. Outside of the tropics, effective chlorine loading is the most important factor, 717 

and in the Northern Hemisphere volcanic aerosols also play a role. At mid-latitudes, dynamical 718 

variability of the tropopause affects total ozone variability. For the Arctic, ozone variability is also 719 

determined by the EP flux, which strongly affects the vortex stability. Over the Antarctic the EP-720 

flux is much less important.  721 
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The overall explanatory power of the PHYS model nears the explanatory power of the STAT 722 

model (average R2 values of 0.73 against 0.78 respectively for regressions south of 70ºN). This 723 

indicates a nearly complete characterization of seasonal variation in ozone in terms of physical 724 

explanatory variables in the PHYS model. North of 70ºN the explanatory power of the STAT 725 

model is higher than that of the PHYS model.  726 

As for post peak-EESC ozone trends, the results of our regressions indicate that standard 727 

methods for determining trend uncertainties likely underestimate the true uncertainties in the 728 

ozone trends that can be attributed to decreasing EESC. Hence, great care has to be taken with 729 

discussing the statistical significance of these trends. 730 

Ongoing research will focus on these unexplained variations by examining the regression 731 

residuals. In addition, effort will be put into investigating uncertainties in both regressors – what is 732 

the uncertainty in the regressors and how sensitive are the regressions to these uncertainties – and 733 

the measurement errors of ozone. Furthermore, we also plan to perform other regression analyses 734 

to further examine the robustness of our results. Finally, robustness of the results will be tested by 735 

extending the MSR ozone record forward and backward in time. 736 
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 1001 

Proxy Data description Source 
O3 Globally gridded 

(1x1.5 degrees) 
ozone in DU 

www.temis.nl/protocols/O3global.html 

SOLAR The 10.7cm 
Solar Flux 

ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-
features/solar-radio/noontime-
flux/penticton/penticton_adjusted/listings/ 

EESC Effective 
stratospheric 
chlorine and 
bromine 

Acd-ext.gsfc.nasa.gov/Data_services/automailer/index.html 

AERO 7.5 degree zonal 
bands of 
Aerosols Optical 
Thickness. 

Data.giss.nasa.gov/modelforce/strataer/tau_map.txt. 

EP Vertical EP-flux 
at 100 hPa 
averaged over 
45-90 degrees 
North [N] and 
South [S] 

www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis2.html 

QBO QBO index at 
several pressure 
levels 

www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/ 

ENSO Multivariate El 
Nino Southern 
Oscillation index 

www.esrl.noaa.gov/psd/enso/mei 

GEO Geopotential 
height at the 500 
hPa level 
(gridded) 

Data-portal.ecmwf.int/data/d/interim_moda/levtype=pl/ 

PV Potential 
Vorticity at 150 
hPa level 
(gridded) 

Data-portal.ecmwf.int/data/d/interim_moda/levtype=pl/ 

DAY Average day 
length (gridded) 

Calculated based on geometric variations 

 1002 

Table 1. List of variables and their sources. 1003 

 1004 
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Proxy SOLAR EESC AERO 
 

EP-N 
 

EP-S 
 

QBO10 QBO30 ENSO 

SOLAR 1.00 -0.29 0.18 0.04 -0.09 0.01 0.03 0.04 
EESC -0.29 1.00 -0.22 0.02 0.18 0.03 0.01 -0.12 
AERO 0.18 -0.22 1.00 0.01 0.11 0.13 -0.13 0.29 
EP-N 0.04 0.02 0.01 1.00 -0.52 0.03 0.14 -0.05 
EP-S -0.09 0.18 0.11 -0.52 1.00 0.05 -0.18 0.01 
QBO10 0.01 0.03 0.13 0.03 0.05 1.00 0.03 -0.02 
QBO30 0.03 0.01 -0.03 0.14 -0.18 0.03 1.00 0.04 
ENSO 0.04 -0.12 0.29 -0.05 0.01 -0.02 0.04 1.00 
 1005 

Table 2. Table of correlations for non-gridded proxies. Due to high correlation values between 1006 

EP-N and EP-S, these variables are only used in the Northern and Southern Hemisphere, 1007 

respectively. QBO10 and QBO30 represent the QBO index at 10 and at 30 hPa, respectively. 1008 

 1009 

Model Variables Intercept Group A Group B Fourier terms 
PHYS model included included included not included 
STAT model included included not included included 
 1010 

Table 3: Overview of variables included in the regression models with “group A” consisting of 1011 

EESC, SOLAR, AERO, ENSO and their corresponding alternative explanatory variables, “group 1012 

B” consisting of DAY, EP, PV and GEO and “Fourier terms” consisting of sines and cosines with 1013 

periods of a year and half a year. 1014 

 1015 

PHYS model at Reykjavik STAT model at Reykjavik 
Variable Coefficient St. Error Variable Coefficient St. Error 
Intercept 339.27 1.07 Intercept 339.7 0.98 
EP 34.51 2.26 Sine 

(annual 
cycle) 

43.7 1.41 

GEO -23.77 2.22 Cosine 
(annual 
cycle) 

-20.7 1.29 

PV 3.87 1.31 Cosine (half -8.5 1.32 
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year cycle) 
DAY 51.02 1.84 QBO30 -3.6 1.01 
EESC -4.62 1.03 QBO30_2 -2.7 0.97 

   QBO10 3.3 0.92  

   EESC -4.5 0.90  

   AERO -2.4 0.92  

 1016 

Table 4. Regression coefficients and standard errors of regressions at Reykjavik, Iceland. QBO10 1017 

and QBO30 represent the QBO index at 10 and at 30 hPa, respectively. 1018 

 1019 

PHYS model at Bogota STAT model at Bogota 
Variable Coefficient St. Error Variable Coefficient St. Error 
Intercept 254.08 0.34 Intercept 254.0 0.25 
EP -8.10 0.33 Sine 

(annual 
cycle) 

-10.1 0.36 

GEO -1.06 0.41 Cosine 
(annual 
cycle) 

-7.6 0.35 

ENSO -1.35 0.41 Cosine (half 
year cycle) 

-4.1 0.35 

QBO30 5.26 0.34 ENSO -1.5 0.27 
QBO10 2.67 0.34 ENSO_2 -1.0 0.26 
   QBO30 5.5 0.26 
   QBO10 2.9 0.25 

 1020 

Table 5. Regression coefficients and standard errors of regressions at Bogota, Colombia. QBO10 1021 

and QBO30 represent the QBO index at 10 and at 30 hPa, respectively. 1022 

 1023 

PHYS model at Antarctica STAT model at Antarctica 
Variable Coefficient St. Error Variable Coefficient St. Error 
Intercept 240.6 1.25 Intercept 242.0 1. 16 
EP -6.0 2.08 Sine 

(annual 
29.7 1.85 
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cycle) 
PV -20.6 1.86 Sine (half 

year cycle) 
22.3 1.67 

SOLAR 3.38 1.3 Cosine 
(annual 
cycle) 

-8.3 2.23 

EESC -6.07 1.26 Cosine (half 
year cycle) 

20.8 1.78 

EESC_2 24.9 1.53 EESC -9.4 1.16 
   EESC_2 11.3 1.79  

   SOLAR 3.1 1.20  

 1024 

Table 6. Regression coefficients and standard errors of regressions at 80°S, 0°E (Antarctica). 1025 

 1026 

Trend method Age of air (EESC) 

Rec. period (PWLT) 

NH SH Antarctic 

EESC 3 0.6 ± 0.14 0.7 ± 0.22 1.8 ± 0.22 

 4 0.4 ± 0.11 0.5 ± 0.17 1.4 ± 0.18 

 5.5 0.2 ± 0.07 0.3 ± 0.13 0.9 ± 0.14 

PWLT 1997-2010 1.0 ± 0.73 0.7 ± 1.59 1.3 ± 4.8 

 1999-2010 1.3 ± 0.77 1.0 ± 1.70 2.3 ± 4.6 

 2001-2010 1.7 ± 0.88 1.4 ± 1.81 3.1 ± 5.8 
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Table 7. Average ozone recovery rates based on EESC and PWLT regression estimates 1027 

representative for the PHYS model. Values are in DU/year, uncertainties indicate the 2σ (95%) 1028 

confidence intervals. The EESC-based trend estimates are determined for three different values for 1029 
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the EESC age-of-air, the PWLT estimates are provided for three different time periods.1030 



53 

 

 1031 
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Figure 1. Time series of ozone and explanatory variables for the period 1979-2010 at 65˚S and 1032 

0˚E. The explanatory variables are normalized prior to plotting. QBO10 and QBO30 represent the 1033 

QBO index at 10 and at 30 hPa, respectively. 1034 

 1035 

Figure 2. Correlation values between EP, GEO, PV and DAY. The correlations between EP and 1036 

DAY are left out, since these values are nearly constant throughout both hemispheres (0.17 in SH 1037 

and -0.69 in NH). 1038 

 1039 
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 1040 

Figure 3. Monthly regression coefficient estimates for the non-seasonal explanatory variables. 1041 

White regions indicate non-significant coefficient estimates at the 90% confidence level. QBO10 1042 

and QBO30 represent the QBO index at 10 and at 30 hPa, respectively. 1043 
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 1044 
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Figure 4. Regression coefficient estimates of non-seasonal variables for the PHYS model on a 1 1045 

by 1.5 degree grid. White regions indicate non-significant regression estimates at the 99% 1046 

confidence level. QBO10 and QBO30 represent the QBO index at 10 and at 30 hPa, respectively. 1047 

The coefficients are in DU per unit change of corresponding normalized explanatory variable. 1048 

Note the different color bar range for the alternative EESC variable (a range of -30 to 30 against -1049 

10 to 10 for the other plots). 1050 

 1051 
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Figure 5. Regression coefficient estimates of seasonal variables for the PHYS model on a 1 by 1.5 1052 

degree grid. Note that south of 55˚S in latitudes among the variables in group B only EP and PV 1053 

are included to avoid correlation problems. The coefficients are in DU per unit change of 1054 

corresponding normalized explanatory variable. White regions indicate non-significant regression 1055 

estimates at the 99% confidence level. 1056 
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Figure 6. Regression coefficient estimates of non-seasonal variables for the STAT model on a 1 1058 

by 1.5 degree grid. White regions indicate non-significant regression estimates at the 99% 1059 

confidence level. QBO10 and QBO30 represent the QBO index at 10 and at 30 hPa, respectively. 1060 

The coefficients are in DU per unit change of corresponding normalized explanatory variable. 1061 

Note the different color bar range for the alternative EESC variable (a range of -30 to 30 against -1062 

10 to 10 for the other plots). 1063 

 1064 

Figure 7. Results of the PHYS regression (left plot) and of the STAT regression (right plot) 1065 

performed at Reykjavik, Iceland. “Fourier” is defined as the sum of the harmonic components that 1066 

describe seasonal variation in ozone and the “Group B” term is defined as the sum of EP, GEO, 1067 

PV and DAY, describing the seasonal component according to the PHYS model. QBO10 and 1068 

QBO30 index represent the QBO at 10 and at 30 hPa, respectively. 1069 
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 1070 

Figure 8. Results of the PHYS regression (left plot) and of the STAT regression (right plot) at 1071 

Bogota, Colombia. “Fourier” is defined as the sum of the harmonic components that describe 1072 

seasonal variation in ozone and the “Group B” term is defined as the sum of EP and GEO, 1073 

describing the seasonal component according to the PHYS model. QBO10 and QBO30 represent 1074 

the QBO index at 10 and at 30 hPa, respectively. 1075 
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 1076 

Figure 9. Results of the PHYS regression (left plot) and of the STAT regression (right plot) at the 1077 

70°S, 0°E (Antarctica). “Fourier” is defined as the sum of the harmonic components that describe 1078 

seasonal variation in ozone and the “Group B” term is defined as the sum of EP and PV, 1079 

describing the seasonal component according to the PHYS model. 1080 

 1081 
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Figure 10. The performance of the PHYS regressions (left plot) and STAT regressions (right plot) 1083 

in terms of R2. 1084 

 1085 

 1086 

Figure 11. Ozone recovery rates based on EESC regression estimates (upper plots) or the 1087 

piecewise linear function regression estimates (lower plots) using the PHYS model. Note that the 1088 

color bar for the upper plots ranges from -1 to 1 DU/year, whereas for the lower plots the colorbar 1089 

ranges from -2 to 2 DU/year. 1090 
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1092 
Figure 12. Ozone recovery rates based on EESC and EESC_2 regression estimates for the PHYS 1093 

regressions south of 55°S (upper plots) and the straight forward piecewise linear regression 1094 

estimates (lower plots) on ozone data averaged over September - November months. Note that the 1095 

color bar for the upper plots ranges from -2 to 2 DU/year, whereas for the lower plots the colorbar 1096 

ranges from -5 to 5 DU/year. 1097 
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Figure 13. Comparison of R2 values of PHYS regression runs depending on the parameterization 1100 

for long term ozone variation by the EESC with air ages 3, 4 or 5.5 years or a piecewise linear 1101 

function with the second linear component spanning 1997-2010, 1999-2010 or 2001-2010. The left 1102 

plot illustrates which age of air parameter results in the highest R2 value among the EESC 1103 

parameterizations. The middle plot similarly illustrates which recovery period achieves the highest 1104 

performance in terms of R2. The right plot shows result of similar comparisons among all 1105 

parameterizations for long term ozone variation. White regions indicate non-significant regression 1106 

estimates for each of the considered explanatory variables based on a 99% significance level. 1107 
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