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Abstract. Simulations from a multi-model ensemble for the RCP4.5 climate change scenario for

the 21st Century, and for two solar radiation management (SRM) schemes (stratospheric sulfate in-

jection (G3), SULF and marine cloud brightening by sea salt emission SALT) have been analyzed

in terms of changes in the mean and extremes for surface air temperature and precipitation. The

climate engineered and termination periods are investigated. During the climate engineering period,5

both schemes, as intended, offset temperature increases by about 60% globally, but are more effec-

tive in the low latitudes and exhibit some residual warming in the Arctic (especially in the case of

SALT that is only applied in the low latitudes). In both climate engineering scenarios, extreme tem-

perature changes are similar to the mean temperature changes over much of the globe. Exceptions

are mid and high latitudes in the northern hemisphere, where high temperatures (90th percentile of10

the distribution) of climate engineering compared to RCP4.5 control period rise less than the mean,

and cold temperatures (10th percentile), much more than the mean. This aspect of the SRMs is also

reflected in simulated reduction of the frequency of occurrence of frost days for either scheme. How-

ever, the frequency of occurrence of summer days, is increasing less in the SALT experiment than

the SULF experiment, especially over the tropics. Precipitation extremes in the two SRM scenar-15

ios act differently - the SULF experiment more effectively mitigates extreme precipitation increases

over land compared to the SALT experiment. A reduction in dry spell occurrence over land is ob-

served in SALT experiment. The SULF experiment has a slight increase in the length of dry spells.

A strong termination effect is found for the two climate engineering schemes, with large temperature

increases especially in the Arctic. Globally, SULF is more effective in reducing extreme temperature20
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increases over land than SALT. Extreme precipitation increases over land is also more reduced by

SULF than SALT experiment. However, globally SALT decreases the frequency of dry spell length

and reduces the occurrence of hot days compared to SULF.

1 Introduction

Observed and projected global warming due to continuously increasing greenhouse gas emissions25

has promoted research focusing on the mitigation of greenhouse gas emissions as well as adaptation

to climate change, and lately on alternative methods to counterbalance global warming. Climate

engineering or geoengineering has been proposed as a means to counteract global warming in the

case mitigation efforts prove insufficient or climate change becomes catastrophic (e.g., Crutzen,

2006; Schmidt et al., 2012). There are many proposed methods of climate engineering, which can be30

classified into two major categories, namely Solar radiation management (SRM) and Carbon dioxide

removal (CDR). Solar radiation management aims to reduce solar radiation absorbed by the Earth

system by increasing its albedo.

Several SRM techniques are being discussed, among them stratospheric sulfate aerosol injection

has been suggested to be most feasible and least expensive (Lenton and Vaughan, 2009; Robock35

et al., 2009). SRM by marine cloud brightening is another technique, first proposed by Latham

(1990). A number of single model studies have addressed both SRM techniques (Latham, 2002;

Robock et al., 2008; Jones et al., 2009, 2010; Niemeier et al., 2013). Different experiment de-

signs, however, hinder direct model-to-model comparisons (Kravitz et al., 2011). To answer the

questions raised in independent studies, a suite of standardized climate modelling experiments has40

been performed within a coordinated framework, known as the Geoengineering Model Intercom-

parison Project (GeoMIP, Kravitz et al., 2013). GeoMIP consists of four solar climate engineering

experiments namely G1, G2, G3 and G4, in which the G3 and G4 experiments investigate the ef-

fects of stratospheric sulfate aerosol injections. The GeoMIP G3 experiment is analysed in our study.

Similarly, a first multi-model approach with common experimental setup to study sea salt climate45

engineering (SSCE), i.e. marine cloud brightening, has been performed within the “Implications and

risks of engineering solar radiation to limit climate change” (IMPLICC) project (Alterskjaer et al.,

2013).

The objective of this paper is to examine multi-model simulation results in terms of changes

in mean and extreme temperature and precipitation as a consequence of reducing incoming solar50

radiation at the surface by these two different SRM techniques.

Kharin et al. (2007) found that the changes in temperature extremes can be expected to generally

follow changes in mean temperatures in many parts of the world. However, especially over mid and

high latitudes, temperature extremes may show larger relative changes, and over land, models show

an increase in temperature variability in a warming climate (Kharin and Zwiers, 2005). According55
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to the recent assessment report of the Intergovernmental Panel on Climate Change (IPCC), there

will be more hot and fewer cold temperature extremes as well as a likely increase in precipitation

extremes in a warmer world (Collins et al., 2013).

In this study, we compare the impact of stratospheric sulfate injection and sea salt climate engi-

neering on changes in means and extremes of climate parameters. For statospheric sulphate injection,60

we use the GeoMIP G3 experiment, in which stratospheric aerosols are added gradually to a back-

ground following the representative concentration pathway 4.5 scenario (RCP4.5), to balance the

anthropogenic forcing and to keep the global mean surface temperature nearly constant (Kravitz

et al., 2011). The IMPLICC G3-SSCE is based on the GeoMIP G3 experiment, but sea salt emis-

sions by which marine cloud brightness is altered, rather than stratospheric aerosols, are used to65

compensate the anthropogenic forcing. Following Niemeier et al. (2013), we denote the G3 exper-

iment (stratospheric sulfur injection) as SULF and G3-SSCE (marine cloud brightening by sea salt

emission) as SALT.

The SULF experiment exerts its forcing globally, whilst the SALT scheme is employed only over

tropical oceans between 30◦S and 30◦N.70

The climatic properties of the SULF and SALT experiments have been presented in previous stud-

ies. These focused mainly on the temporal and spatial distributions of climate engineering effects on

the mean climate (Schmidt et al., 2012; Alterskjaer et al., 2013; Kravitz et al., 2013; Muri et al.,

2015). Schmidt et al. (2012) studied the responses of four Earth system models to climate engineer-

ing in the G1 scenario. In this scenario, the radiative forcing from quadrupling of CO2 is balanced75

by reducing the solar constant. Alterskjaer et al. (2013) investigated the simulation of SALT. Their

results showed that a sufficiently strong application of SALT led to the compensation of the global

annual mean warming by RCP4.5 in all models. The models showed a suppression of evaporation

and reduced precipitation over low-latitude oceans and vice-versa over low-latitude land regions.

Kravitz et al. (2013) summarized the current knowledge as gained from the GeoMIP simulations80

and remaining research gaps. They found that none of the participating models could maintain both

global-mean temperature and precipitation to pre-industrial levels from a high CO2 scenario, in

agreement with theoretical considerations.

Presently, very few studies address the impact of climate engineering on extreme events and hardly

any research has yet focused on the more realistic scenarios. Recent studies by Tilmes et al. (2013)85

and Curry et al. (2014) examined climate extremes in the multi-model climate engineering exper-

iment (G1). The study by Tilmes et al. (2013) mainly focuses on the hydrological impact of the

forcing as applied in the G1 experiment. As part of their study, they also analyze the upper per-

centile shifts in the annual and seasonal precipitation from monthly averaged model output in both

G1 and abrupt 4×CO2 experiments relative to the pre-industrial control state. In the Tropics, the G190

experiment tends to reduce heavy precipitation intensity compared to the control simulation. Their

results showed a weakening of hydrological cycle under the G1 experiment.
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Curry et al. (2014) investigated the temperature and precipitation extremes in the G1 scenario.

They were found to be smaller than in the abrupt 4xCO2 scenario, but significantly different from

pre-industrial conditions. A probability density function analysis of standardised monthly surface95

temperature exhibited an extension of the high-end tail over land and of the low tail over ocean,

while the precipitation distribution was shown to shift to drier conditions. The strong heating of

northern high latitudes as simulated under 4×CO2 is largely offset by the G1 scenario. However

significant warming was found to remain, especially for daily minimum temperature compared to

daily maximum temperature for the given time period. Changes in temperature extremes were found100

to be more effectively reduced compared to precipitation extremes.

The climate extreme indices used in this study are defined in Table 1 (see Methods described

in Section 2). Details of the experiments considered in the study, models used and methods are

described in Section 2. In Section 3, we discuss the geographical distribution of the climate extremes

under the two climate engineering scenarios. Annual and seasonal variations of the extremes and the105

effect of termination on the extremes are discussed in the corresponding subsections of Section 3. In

Section 4, we discuss the implication of our results and present the conclusions.

2 Data and Methodology

Results from three Earth system models (ESM) were available for the analysis. The models are

the Max-Planck-Institute’s ESM (MPI-ESM) (Giorgetta et al., 2013), the Norwegian Climate Cen-110

tre ESM (NorESM) (Bentsen et al., 2013) and the Institute Pierre-Simon Laplace 5th-generation

Coupled Model (IPSL-CM5) (Dufresne et al., 2013). The atmospheric component of the MPI-ESM

lower resolution (MPI-ESM-LR), ECHAM6, runs at a resolution of T63 (triangular truncation at

wave number 63, corresponding to approximately 1.9◦×1.9◦) with 47 vertical levels. The Norwe-

gian Earth System Model1 - medium resolution (NorESM1-M) atmospheric model CAM4-OSLO115

has a resolution of 1.9◦×2.5◦ with 26 vertical levels, whilst LMDz, the atmosphere in the IPSL

Earth System Model for the 5th IPCC report -low resolution (ISPL-CM5A-LR), runs at a resolution

of 1.9◦×3.75◦ with 39 vertical levels. The advantage of using models of such different components

and resolutions is that the results from the different models are expected to span a large part of the

uncertainty range of the results (Kravitz et al., 2013).120

The aim of the climate engineering experiments is to balance the excess radiative forcing to remain

at 2020 levels implied by the anthropogenic climate change in the Representative Concentration

Pathway 4.5 (RCP4.5) post year 2020. 1 The experiments SALT and SULF follow the experiment

design as given in Kravitz et al. (2011). For SALT only NorESM included sea salt emissions. The

other two models prescribed the aerosols as calculated from NorESM (Alterskjaer et al., 2013). In125

the SULF simulation, the aerosol effects on radiation is included in the models via their optical

1RCP4.5 is a scenario that stabilizes radiative forcing at 4.5 W m−2 in the year 2100 (Taylor et al., 2012).
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properties (Niemeier et al., 2013). This is achieved by prescribing aerosol optical depth (AOD)

and effective radius, which were calculated in previous simulations with an aerosol microphysical

model ECHAM5-HAM (Niemeier et al., 2011); (Niemeier and Timmreck, 2015). This approach

allows an impact of the aerosol heating on the dynamic of the ESM, while the feedback process of130

the dynamic on the areosols was only included in the previous simulations with ECHAM5-HAM .

For both experiments, these are done increasingly in time, i.e., for 50 years from 2020 to 2070 in

order to reflect enough solar radiation to balance the increasing anthropogenic greenhouse effect. An

additional 20 year extension of the simulation until 2090 is performed to explore the effect of abrupt

ceasing of the SRM, which is referred to as the “termination effect” (Jones et al., 2013).135

In the NorESM SULF experiment, an implementation inaccuracy leads to an overly large radiative

effect in the terrestrial spectrum, by up to 0.5 to 1 Wm−2 in the last decade of the geoengineering.

The consequence of a too high LW absorption by the aerosols in the stratosphere is moderately

strong radiative warming in the stratosphere. This means a bit more SO2 was needed in order to

achieve the desired effect in NorESM1-M SULF.140

In the SALT experiment, the globally averaged radiative forcing in RCP4.5 relative to the year

2020 is balanced via marine cloud brightening (MCB) by increasing injections of sea salt into the

tropical marine atmospheric boundary layer (Alterskjaer et al., 2013). The seeding region chosen for

the experiment extends between 30◦N and 30◦S over oceans. Seeding regions were chosen based

on an earlier study by Alterskjær et al. (2012). For a detailed description of the SALT results and145

experiment design the reader is referred to Alterskjaer et al. (2013); Muri et al. (2015).

The MPI-ESM performed three realizations for both the SULF and SALT experiments. The

NorESM1-M performed two realizations for both experiment, while IPSL-CM5A has one realisa-

tion for each experiment. Based on the time period chosen for analysis, firstly we compute the model

statistics for each ensemble member for the models where more than one are available, and then con-150

sider the multi-model average. The multi-model mean results are given with an equal weight for all

three models (i.e. first taking the ensemble-average for the models where more than one ensemble

member was available). Prior to all calculations, all the three models ensembles are re-gridded to a

common resolution, choosing the lowest of the model resolutions of 1.9◦×3.75◦ (IPSL-CM5A-LR

resolution).155

2.1 Climate extreme analysis

In this study, climate extremes are defined by the lower and upper percentiles of the temporal distri-

bution at each grid-point, as well as a set of indices defined by the Expert Team of Climate Change

Detection and Indices (ETCCDI, Sillmann et al., 2013).

The daily-average model output is analysed for 30 year periods, except when analysing the termi-160

nation effect, in which case a 20 year period is assessed. For the annual mean analysis, the data from

5



which the extremes are drawn covers 10950 days and for termination it is 7300 days at each model

grid point.

Climate extremes are defined by the 90th and 10th percentile of the time-series of near surface

air temperature (T90 and T10 respectively) and 90th percentile of surface precipitation flux (P90)165

at individual model grid-points. We also investigate higher percentiles (eg 99th), but this only as a

global-land- or ocean average (as shown in Table 2).

The additional climate extreme indices used in this study are the frequencies of occurrence of

Summer days (SU), Frost days(FD) and the maximum count of Consecutive Dry Days (CDD) in

the period. These are computed from daily maximum temperature, daily minimum temperature and170

precipitation, respectively. Data for daily maximum (TX) and daily minimum (TN) temperature are

directly provided from the models. The frost days index (FD) represents the number of days when

TN<0◦C and summer days (SU) define the number of days when TX>25◦C for the given time

period (usually three decade in our analysis). The consecutive dry days index (CDD) provides the

largest number of consecutive days when daily precipitation is less than 1 mm day−1 in the analysed175

time period. In the Table 4 and Figures 4, 5 and 6 the units for CDD, FD and SU are converted to

days/year.

To assess the influence of climate engineering on a changing climate, for every climate extreme

index analysis, the last three decades of climate engineering (2040 to 2069) are compared with the

three-decades average at the beginning of the RCP4.5 scenario simulation (2006 to 2035, denoted as180

control period, CTL). The same analysis is conducted for the corresponding RCP4.5 scenario for the

same time periods. In addition to the annual mean changes, we also investigate extreme events for

different seasons namely, December-January-February (DJF) and June-July-August (JJA), presented

in Section 3.5.

To determine the effect of abrupt ceasing of climate engineering on extremes, the upper and lower185

percentiles of both temperature and precipitation for the two decades after termination, i.e. years

2070 to 2089 (referred to as 2070s) are compared to the last two decades of climate engineering

(i.e., 2050 to 2069, represented as 2050s). A similar analysis is carried out for RCP4.5 as well, to

investigate the changes during the same time periods.

Both climate engineering techniques are compared with the RCP4.5 (2040 to 2069) period, and190

the values are given in Table 6.

3 Results and Discussion

For reference, Tables 2, 3 and 5 show the changes in globally averaged values of mean and extreme

(percentile based method) values of temperature and precipitation and Table 4 shows the globally

averaged mean values of the other extreme event indices (Section 3.3 and 3.4). As a supplementary195

6



information, ensemble separated values for each model and for all scenarios are also provided, with

the ensemble members showing relatively small variations between them.

The main aim of the climate engineering experiment is to keep the globally averaged top-of-

atmosphere radiative forcing at the RCP4.5 2020 level, hence it does not fully constrain the regional

climate characteristics (Curry et al., 2014). Niemeier et al. (2013) computed the top of the atmo-200

sphere (TOA) flux changes in short wave (SW) and long wave (LW) for the last decade of climate

engineering minus the RCP4.5 (2015-2024) for the MPI-ESM. They found that the top of the atmo-

sphere short wave change for the SALT in the MPI-ESM was smaller than the one for SULF over

both ocean and land (Figure included in Supplementary material). However for SALT experiment,

TOA SW fluxes are slightly larger over ocean relative to land. The difference of the solar radiation205

flux between land and ocean in SALT reflects the more local nature of this SRM, since SALT is

applied only over tropical oceans. Long wave (LW) fluxes of both the SRMs are mostly similar, al-

though SULF experiment is slightly larger than SALT experiment, except for all sky conditions over

land.

3.1 Statistical significance210

To determine the roboutness of the results, we compute statistical significance test for the mean and

extreme changes. Statistical significance of the change in mean temperature is computed using a

two-sided Student t-test. For the mean change in precipitation we use Kolmogorov–Smirnov test,

since the test is non parametric and make no assumptions about the probability distributions of the

variable used (Conover, 1980).215

The distribution of T90, T10, P90, SU, FD, and CDD is not sampled by the climate models

(each ensemble member only provides a single value). To estimate the distribution function of these

variables, we use sampling with replacement (“bootstrapping”, e.g. Efron and Tibshirani, 1998).

In the case of T90 and T10, the distribution of daily-mean temperature is sampled. In the case of

P90, the distribution of daily accumulated rainfall is sampled. In the case of CDD, contiguous days220

with below-threshold precipitation (< 1 mm day−1) are indexed, and the set of indices is sampled;

this procedure preserves the temporal autocorrelation of the precipitation distribution. In the case

of summer (winter) days, a binomial distribution with probability n/N is sampled, where n is the

number of summer (winter) days and N is the total number of days in the model run. In all cases,

1000 samples of size N are used. The distribution is calculated independently at each grid point.225

Once the bootstrapped probability distribution function for each model run i has been determined,

the perturbed distribution fi(x) is compared to the reference distribution gi(x). The aim is to test the

null hypothesis that fi(x) and gi(x) have been drawn from the same distribution. We calculate the

overlap of the two distributions, denoted as

P (fi > gi) =

∞∫
−∞

dxfi(x)

∞∫
x

dx′ gi(x
′). (1)230
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The two-sided p-value for the null hypothesis is then

pi =min
{
P (fi > gi),1−P (fi > gi)

}
. (2)

The p-value is calculated independently at each grid point.

To estimate the combined statistical significance in the multi-model ensemble, the p-values for

each ensemble member are combined according to Fisher’s method (Fisher, 1925). This method235

assumes that the same hypothesis test is carried out on k independent data sets (in our case, the

different model runs), and yields the test statistic

X =−2

k∑
i=1

ln(pi) (3)

with pi calculated according to (2). Under the null hypothesis, this test statistic follows a χ2 distri-

bution with 2k degrees of freedom. The multi-model combined p-value is calculated from the χ2240

distribution function with 2k degrees of freedom pχ2(x;2k) as follows:

p=

∞∫
X

pχ2(x;2k)dx (4)

Geographical patterns of the changes in climate that remain despite climate engineering are exam-

ined in the following section and the regions where the changes are statistically significant at 95%

are represented by hatches.245

3.2 Percentile based climate extreme analysis

Geographical distributions of change in mean, 90th percentile (T90) and 10th percentile (T10) of

near surface temperature 2040 to 2069 with respect to the reference RCP4.5 control period (CTL,

2006 to 2035) are shown in Figure 1 for RCP4.5 (left column), SALT (middle column) and SULF

(right column).250

For the mean and extremes simulated for the RCP4.5 scenario, temperatures are warmer almost

everywhere in the 2040 - 2069 period than in the control (Fig. 1), with more warming over land

than over ocean (Collins et al., 2013). In both SRM scenarios, for the mean change in temperature,

a residual, statistically significant warming is simulated over most regions globally for mean, upper

and lower extremes of the temperature distribution. The warming compared to CTL in mean tem-255

peratures is larger than 0.5 K over the high latitudes (60◦N-90◦N) of the northern hemisphere. In the

SALT experiment, the strong residual warming is extended over the continents to the mid-latitudes.

Geographical distributions of the upper percentile (T90) of the two SRM techniques exhibit different

warming patterns. The SALT experiment, being implemented in the marine tropical oceans, exhibits

more uniform warming of 0.5-1 K over northern hemisphere mid- to high latitudes (30◦N-80◦N),260

emphasising more on the local influence of this experiment. Over most of the tropical oceans, change

in temperature in the SALT experiment is close to or even less than zero with respect to CTL.
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In SALT, the pattern for the upper percentile temperature (T90) values are similar to those for the

mean values in the northern hemisphere. The SULF experiment rather well mitigates the warming of

the upper precentile, down to 0.5 K or less in most areas. This residual warming is still significant.265

For both the SRM methods, for the upper percentile, there is no warming north of 85◦ N. In contrast,

most of the warming at the Arctic region occurs at the lower tail of the temperature distribution.

At the lower end of the temperature distribution, the 10th percentile increases in both SRM exper-

iments broadly show in the tropics a distribution of small, positive changes very similar to the mean

temperature change patterns. For the northern hemisphere high latitudes and continental regions in270

the northern mid-latitudes as well as sea-ice regions in the Southern hemisphere mid-latitudes, a

much stronger increase in the lower percentile of the temperature distribution (T10) is simulated.

Overall, both SRM schemes tend to substantially narrow the temperature distribution in the Arctic.

This is very likely due to the fact that both climate engineering schemes are solar radiation manage-

ment approaches, by which only during Arctic day climate change can be mitigated (as seen in the275

upper percentile), while during polar night, almost no local mitigation is achieved by construction.

Warming in the lower tail of the temperature distribution may have important effects in the Arctic.

This aspect of the SRM is more detailed in the Section 3.5.

Table 2 lists global and regional mean, model-ensemble-mean values of changes in temperature280

of 2040 to 2069 minus the reference RCP4.5 control period (2006 to 2035). Difference values for

global (all points, land only and ocean only), Tropics (30◦N-30◦S), mid-latitudes (30◦-60◦ in both

hemispheres) and high-latitudes (60◦-90◦ in both hemispheres) are provided. For the SALT exper-

iment, the models simulate a comparatively effective mitigation for the Tropics and mid-latitudes,

and generally over oceans, with warmings of 0.17 to 0.26 K in the mean and an even more effective285

mitigation of the upper extremes. However, over northern hemisphere mid and high latitudes, the

SALT experiment leaves a residual warming of 0.57 to 1.01 K, up to double the value simulated by

the SULF experiment over the the same regions. As discussed earlier for the distributions, irrespec-

tive of the SRM technique simulated, warming at the lower tail of the temperature distribution (given

by the lower percentile (T10)) at northern hemisphere high latitudes are much higher than the upper290

percentiles.

In terms of both the mean and the extremes, the models simulate that the SALT experiment mit-

igates the warming better in the tropics and most of the Southern hemisphere, while it simulates

a stronger residual warming, compared to the SULF experiment, in the northern hemisphere mid-

latitudes, which may further affect the temperature gradient and circulation from tropics to mid-295

latitudes (Niemeier et al., 2013). Regarding the lower percentile (T10) warming, irrespective of the

techniques, both the SRM tend not to mitigate warming in the Arctic well, and neither in some parts

of the Southern ocean region. To get more insight into the warming patterns retained during SRM

we also investigate the seasonal changes in Section 3.5
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Changes in mean and the upper percentile (P90) precipitation are shown in Figure 2. As docu-300

mented in earlier studies (e.g., Govindasamy and Caldeira, 2000), the RCP4.5 scenario shows an

overall increase in precipitation in the 2040-2069 period compared to the 2006-2035 period, espe-

cially in the equatorial region between 5◦N and 5◦S. Changes in upper percentile (P90) precipitation

in the RCP4.5 scenario are stronger than changes in mean precipitation.

Mean changes in precipitation for the SRM are shown in Figure 2b) and c) and the changes in305

upper percentile (P90) in Figure 2e) and f). The SALT experiment differs from the SULF experiment

in the aspect that the precipitation is influenced by the emission of sea salt impacting cloud droplet

number concentrations and subsequently precipitation formation in the clouds via the autoconversion

process.

For both the mean and extreme precipitation, the SALT experiment shows a rather strong positive310

anomaly over South-East Asia, as well as central Africa. The Indian subcontinent and surround-

ing land regions are found to experience enhanced precipitation rates under the SALT experiment.

However, in the Amazon rainforest area, the SALT experiment produces a negative anomaly in pre-

cipitation, in accordance with the simulation of Jones et al. (2009) on marine cloud brightening. In

contrast to land regions, most of the tropical marine regions, including the ITCZ, Pacific, Atlantic315

and Indian Oceans show a negative anomaly for the SALT experiment. As discussed by Alterskjaer

et al. (2013); Niemeier et al. (2013), in addition to the influence on autoconversion, these changes can

be attributed to large scale dynamics of increasing vertical motion in ITCZ and Walker circulations.

This leads to an increase in the convective precipitation over land, compensating for the decrease in

precipitation over the oceans. Thus over oceans, the SALT experiment is effective in reducing the320

extreme precipitation increases compared to the CTL period, which are stronger than the RCP4.5

2040s change relative to CTL.

The geographical distributions of the changes in precipitation of mean and upper percentile (P90)

for the stratospheric climate engineering, SULF are shown in the right column of Fig. 2. In contrast

to the SALT experiment, the SULF experiment effectively alleviates the precipitation extreme in-325

creases over land in the Tropics as well as northern hemisphere mid-latitudes compared to the CTL

period, even shows decrease in extreme precipitation in these areas for P90 precipitation and a highly

mitigated value for P99. When averaging globally, these features are prominent with SULF experi-

ment resulting in more positive anomaly in precipitation over ocean and vice versa over most of land

regions. Hence the changes in precipitation are almost opposite to SALT experiment, as pointed out330

in Niemeier et al. (2013) and the paper attributes the changes to the change in Walker circulation.

Mean changes of precipitation for the 2040 to 2069 period with respect to the CLT period are

given in Table 3. On global average, mean precipitation and 90th percentile are simulated to be well

mitigated by both schemes, while the 99th percentile is still mitigated in its increase. Over land,

the residual increase in the upper percentile (P99) precipitation simulated for the SULF scenario is335

0.172 mm/day. For the SALT experiment, 0.359 mm/day increases are simulated, which is 50% less
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than the RCP4.5 scenario. Over ocean, the SULF experiment shows the same changes as RCP4.5,

however less in magnitude. In the SALT experiment, the mean and 90th percentile precipitation is

simulated to even decrease, while the 99th percentile is well mitigated in its increase.

In Figure 3 the precipitation changes as simulated by the individual models are shown. In the340

SULF scenario, the tendency of all models to simulate moister equatorial tropics (ITCZ) and dryer

sub-tropics is even more evident than for the ensemble mean. The signals are similar between mean

and upper percentile, but stronger for the upper percentile. In the SALT, all models widely agree on

reduced extreme precipitation over tropical marine regions and moister continents and this feature is

more prominent in SALT compared to SULF experiment.345

3.3 Changes in dry spells

Dry spells are measured as the number of consecutive dry days (CDD, Table 1). These are defined

as the largest number of consecutive days in the analysed period in which precipitation is less than

1 mm day−1. In Figure 4, changes in CDD, in units of days per year, for RCP4.5, SALT and SULF

are shown for the 2040-2069 in comparison to the RCP4.5 2006-2035 control period.350

In the SALT experiment, shorter dry periods are simulated, especially over the land regions. This

could be because in SALT the precipitation has been shifted onto land. Australia, South Africa

and most of Asia show a decrease by approximately 2-5 days year−1. Over the Arabian peninsula,

the decrease in CDD is up to 10 days year−1. There are few regions where CDD increases in the

SALT experiment, mostly over parts of North Africa including Libya and Algeria. Overall the effect355

of SALT is most pronounced over global continents with a reduction of 0.29 days year−1. Hence in

global average values also , the overall increase in mean and extreme precipitation (discussed earlier)

over continent and decrease over oceans is reflected in the CDD values as well.

Similar to the result for the SALT experiment, in general CDD for SULF also seems to decrease

where there is increase in precipitation intensity and vice versa. Global mean values of CDD for360

land only and ocean only points also support this, with more CDD over land and less over ocean

with values 0.41 days year−1 and 0.05 days year−1 respectively.

3.4 Changes in frequency of occurrence of cold days and hot days

The frequency of occurrence of cold days is quantified here as the number of frost days, defined as

days per year when the minimum temperature (TN)is less than 0◦C. In RCP4.5, FD is reduced in365

the mid- to high latitudes especially of the northern hemisphere by up to one month per year, and

widespread by 5 and more days per year over all extra-tropical continental areas of the northern

hemisphere (Figure 5), with a global mean value of -3.03 days year−1 (Table 4).

Globally there are fewer frost days under both SRM scenarios compared to CTL period with mean

changes of -1.70 days year−1 and -1.34 days year−1 for SALT and SULF respectively (Table 4).370
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RCP4.5 scenario shows very few regions of increase in frost days. In comparison to RCP4.5,

the SRM scenarios maintain more frost days over NH land. However, a strong reduction in the

frequency of occurrence of FD is simulated for both SULF and SALT, with patterns very similar to

the simulated increase in the RCP4.5 scenario. It may be concluded that the warming especially at

the lower end of the temperature distributions, which is not offset by the SRM scenarios (Section375

3.2) is sufficiently strong. Hence, it reduces the frequency at which the freezing threshold is reached

and subsequently FD are reduced. For all regions, the SULF experiment is simulated to be more

effective in mitigating the decrease in frost days, possibly because the forcing is applied globally,

and is more effective towards higher latitudes than SALT.

The frequency of occurrence of hot days can be quantified as the number of Summer days (SU),380

defined as the the total number of days per year in which TX is greater than 25◦C. Figure 6 shows

the yearly change in SU for the 2040 - 2069 period vs the CTL period. As expected, RCP4.5 shows

an increase in SU. This is most pronounced in the sub-tropics with increases by up to more than

one month per year, but is widespread over low- to mid-latitude continents (LIU Yunyun, LI Wei-

jing, ZUO Jinqing and Zeng-Zhen, 2014). In the Tropics the maximum increase of 86 days year−1385

corresponds to an entire season more of SU, and the average increase is as much as 11 days year−1

(Table 4). This strong increase over the Tropics is well reduced by the SALT scenario, however, the

still substantial increase of 10-20 days year−1 over North America and Eurasia is only slightly offset.

In contrast, the extra-tropical changes in SU are effectively reduced by the globally-applied SULF

scheme, where, in turn, still substantial increases in SU over the tropics (up to 30 days year−1) are390

simulated. Looking at the global mean values and also ocean and tropics seperately, it is clear that the

increases in the occurrence of summer days are more effectively reduced in the SALT experiment,

which is not unsurprising considering this is the region of the forcing.

3.5 Seasonal changes in Extremes

Temperature and precipitation extreme events depend a lot on the seasonal variations. Hence study-395

ing the annual changes is not enough to explain the extreme event analysis. So we also analyse the

change in extreme events based on two different seasons; namely DJF and JJA. This analysis is done

for the percentile based method i.e, upper percentile (90th percentile) and lower percentile (10th

percentile).

Zonal mean change in mean temperature, upper percentile (T90) and lower percentile (T10) for400

annual, DJF and JJA season is shown in Figure 7. During DJF season, there is a noticeable warming

over the northern hemisphere high latitudes existing for the upper percentile (T90) for both SRM

methods. This signal was completely absent in the annual change analysis Section 3.2. The SRM

techniques are ineffective during the winter season over the high latitudes. Therefore, even with SRM

implementation warming in the northern hemisphere polar regions still persists. This result shows405

one of the major caveats of the SRM techniques. Change in upper percentile (T90) for JJA is similar
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to the annual change in temperature. Lower percentile (T10) analysis for DJF seasonal temperature

also exhibits profound warming over northern hemisphere, higher in magnitude and spatial extent

than the upper percentile (T90) warming. Warming pattern in lower percentile is mostly similar to the

annual change analysis. Warming in the lower tail of the temperature distribution has implications to410

permafrost and ice melting and sea level rise. These are some of the major issues of anthropogenic

climate change that can inherently not be addressed by SRM techniques.

However, for JJA season lower percentile (T10) temperature there is much less warming over

the northern hemisphere high latitudes, indicating the effectiveness of SRM during summer season.

Even though there is less warming in the Arctic, there is still residual warming of 0.5 to 1K over the415

northern hemisphere mid latitudes in SALT experiment. Since JJA corresponds to winter in southern

hemisphere, there is a net warming in the lower percentile (T10) in the southern hemisphere.

In conclusion, irrespective of both the SRM techniques, there is net warming at the lower tail of

the temperature distribution at high latitudes during winter season. Extend of warming is more in the

SALT experiment compared to the SULF experiment. Annual changes in the upper percentile (T90)420

is essentially that of the JJA season and lower percentile (T10) is that of DJF season.

Precipitation changes are highly dependent on seasons and Figure 8 shows the zonal mean change

in precipitation for annual, DJF and JJA season. Since precipitation pattern is different over land and

ocean, zonal mean curves for land only (top row) and ocean only points (bottom row) are shown

separately in Figure 8. For JJA season, which corresponds to the monsoon season over northern425

hemisphere, SALT leads to increase in extreme precipitation compared to the CTL scenario. DJF

seasonal precipitation mostly behave similar to the annual mean. In general for both the seasons,

similar to annual mean precipitation over land is better treated in SULF experiment and ocean in

SALT experiment.

3.6 Termination effect430

The termination effect of the SULF and SALT experiments are investigated for both temperature and

precipitation and shown in Figure 9 and 4. We only consider the annual changes in this section and

the values are summarized in Table 5.

As expected, the termination of SRM leads to a rapid net global warming. When following the

mean temperature of RCP4.5 scenario in the 2070 - 2089 vs the 2050 - 2069 period, a gradual435

warming is simulated which is stronger for the average temperatures in the northern polar and mid-

latitude regions than the global average of +0.30 K. T90 temperatures rise at a slower rate than the

average ones.

The termination of the SRM lead to strong warming of average and extreme temperatures for both

schemes, with slightly larger values for the SULF simulations. For both the methods, changes are440

stronger over land. For both the SRMs, mean values rise the most in the northern polar regions,

while T90 values increase more at mid- and low latitudes over land, with only moderate warming
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in the polar regions. The global mean values of the temperature changes for the SALT scenario for

mean, T90 and T99 are +0.59 K, +0.59 K and +0.65 K, respectively. In the SULF scenario, simulated

patterns are similar to SALT, but stronger. The termination of the SULF leads to stronger changes in445

extreme temperatures also in the mid- and polar regions, compared to the SALT method. The global

mean change for temperature extremes over land for SULF is +0.84 K. In lower percentiles (T10)

due to termination, temperature rises much faster than the mean and upper percentile (T90) in both

the SRM schemes. Particularly strong warming is simulated over the northern high latitudes as well

as some regions of the southern ocean.450

Similar analysis is carried out for precipitation as well. Termination of SALT leads to strong

increases of precipitation over most regions. However, the models simulate reduced precipitation

over some subtropical land regions, namely northern Africa, Europe and some regions of Indian

subcontinent due to the termination effect. The global mean change of precipitation extremes over

land is +0.461 mm day−1 (P99), half the magnitude over ocean. Tropics experience a large increase455

in precipitation extremes (P99) with a net value of +1.001 mm day−1. Under SULF termination,

there is large increase in precipitation over most of the land, mainly, the south east Asia, south of

Africa as well as the Amazon region. Overall the precipitation over land regions are increased by

+0.561 mm day−1

In conclusion, the termination effect of SULF on temperature is stronger than for the SALT exper-460

iment. In the SALT experiment, the termination results in larger precipitation increases over ocean

than land. Hence, in general the termination of the SRMs results in a reversal of the patterns simu-

lated to occur during the climate engineering time.

4 Summary and conclusions

In this study, the results of simulations with three different Earth system models within the SRM465

climate engineering model intercomparison studies of IMPLICC and GeoMIP have been analyzed

with respect to surface air temperature and precipitation and their corresponding extreme indices.

Two solar radiation management methods were implemented in these simulations, namely the injec-

tion of stratospheric aerosols (SULF) and marine cloud brightening by sea salt injections (SALT).

Both solar radiation management climate engineering methods are effective at counteracting the470

mean global warming. In the marine cloud brightening experiment, SALT, however, where SRM

is implemented only in the Tropics, extra-tropics and high latitudes warm up during the climate

engineered time.

The focus of this study was on the changes in extreme temperatures, defined here as the upper per-

centile (90th) and lower percentile (10th) of the 30-year temporal distribution of near surface temper-475

ature and precipitation at each grid-point. We also define the temperature and precipitation extremes
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based on the fixed threshold; namely dry-spell (consecutive dry days), frost-day and summer-day

indices.

In the simulations investigated, upper percentile (T90) temperature show small positive changes

over tropics except northern hemisphere mid and high latitudes. In northern hemisphere high and480

mid latitudes, warm temperatures (T90) rise less than the mean, but the cold temperatures (T10)

much stronger than the mean. This is consistent with the expectation, since SRM is effective only

during polar day.

Defining temperature extremes by fixed thresholds, namely frost days as those where the mini-

mum temperature is colder than the freezing point, and summer days as those where the maximum485

temperature is warmer than 25 ◦C, it is found that the spatial patterns for the two SRM techniques

differ. SULF better reduces the increase in the extra-tropics while SALT better reduces the increase

in the sub-tropics. Globally, SALT is better in reducing the increase in the summer days compared

to SULF. However Frost days are better mitigated in SULF experiment.

The change in precipitation pattern mostly contrast each other in both the SRM techniques com-490

pared to the reference CTL period (2006 to 2035). In the tropical marine regions, the SALT scheme

leads to an overall reduction in precipitation compared to CTL period. Extreme precipitation in-

creases over land is more effectively reduced by SULF than SALT experiment. The geographical

patterns of the P90 precipitation change show large variability which averages out when considering

large regions.495

Extremes in temperature and precipitation vary with the season. We thus analyzed the percentile

extremes separately for the boreal (Dec-Jan-Feb) and austral (Jun-Jul-Aug) winter seasons. Changes

in the upper percentile (P90) for the annual distribution represent the changes of the summer seasons

(JJA for northern hemisphere and DJF for southern hemisphere), and lower percentile (P10) is that of

winter seasons (DJF for northern hemisphere and JJA for southern hemisphere). Results indicate that500

for both the SRM techniques there is net warming at the lower tail of the temperature distribution at

high latitudes in the boreal and austral winter season.

Strong temperature increases are simulated after the ceasing of SRM climate engineering. SULF

termination results in a rapid warming of entire globe, stronger over land in both tropical and extra-

tropical regions than over oceans, and less strong over the Arctic for the 20-year time-frame analysed.505

SALT termination effect is more confined to the Tropics. Also precipitation responds strongly to

the termination of SRM climate engineering measures with strong increases over land regions. In

conclusion, termination effect of SULF on temperature is stronger than for the SALT experiment.

SALT experiment termination result in more precipitation increases over ocean than land. Hence,

in general termination of the SRMs result in the complete reversal of the patterns observed during510

the climate engineering time. Extreme values, both for temperature and precipitation, show stronger

increases than the mean values for the termination effect.
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Our results support some of the previous findings regarding the effectiveness of SRM over the

lower latitudes compared to the high latitudes especially in winter seasons (Curry et al., 2014). Our

results also reaffirm the fact that the regulation of global mean temperature does not necessarily con-515

trol the regional climate (Ban-Weiss and Caldeira, 2010; Irvine et al., 2010). The SALT experiment

result in a large increase in precipitation over land, which reinforces the result from an idealized

scenario by Bala et al. (2011). Moist events over land is better mitigated in SULF than in SALT

(Niemeier et al., 2013).

Our results show that SALT is more localised and more effective over the tropical regions. Most520

of the tropical marine regions show small, changes in extreme temperature compared to the CTL

period. We found that the SULF experiment is effective in mitigating increase in extreme precipita-

tion over land while SALT over ocean. In terms of the extremes based on threshold values, namely

changes in the occurrence of frost days, summer days and length of consecutive dry days both the

SRMs somewhat alleviates the effect of warming. But globally, the SALT experiment tend to reduce525

consecutive dry days and also reduce increase in summer days than the SULF experiment. Globally

over land in temperature, termination due to SULF is more in magnitude than corresponding RCP4.5

and SALT scenarios. Warming over the lower tail of temperature distribution due to termination is

much higher in magnitude compared to mean and higher temperature. By termination, besides an

increase in precipitation over most of the globe, we also found a decrease in precipitation in SALT530

experiment over Indian subcontinent, North Africa as well as Europe.

Overall, we conclude that the climate-change driven increases in the upper extremes of tempera-

ture and precipitation are simulated to be rather well mitigated by the two SRM climate engineering

methods. However, we also find that the potential to mitigate effects of climate change by means of

SRM differs around the globe and seasonally. Not very well dampened are in particular the increase535

in the mean temperatures is in the Arctic, and especially the increase in the lower temperature per-

centile in the Arctic winter. At the same time, it is not easily possible to locally engineer the climate

by SRM methods, as the analysis of the SALT scenario shows. These findings indicate additional

conflicts of interest between regions of the world if it should come to discussions about an eventual

implementation of SRM.540
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Table 1. Climate extreme indices

Index Description Index definition Units

T90, T99/ P90, P99 90th/99th percentile 90th/99th percentiles of the temporal distribu-

tion for given time period from temperature and

precipitation

mm day−1/ ◦C

T10/T1 10th/1st percentile 10th/1st percentiles of the temporal distribution

for given time period from temperature

◦C

CDD Consecutive dry days index Number of consecutive days where precipita-

tion rate <1 mm day−1 in given time period

days year−1

FD Frost days index Number of days per time period when TN <

0oC

days year−1

SU Summer days index Number of days per time period when TX >

25oC

days year−1

Figure 1. Multi-model mean change in near surface temperature (K) for RCP 4.5 (left column), SALT (middle)

and SULF (right column) for 2040-2069 minus the RCP4.5 control period (CTL) (2006-2035). Panels a) to c)

denote changes in mean values, d) to f) same as a) to c) but for the 90th percentile and g) to i) same as a) and c)

but for the 10th percentile of the temporal distribution at each model grid point. Hatches denote regions where

the changes are 95% statistically significant.
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Table 4. Change in CDD, FD and SU for the 2040-2069 period with respect to the CTL period.

CDD (days/yr) FD (days/yr) SU (days/yr)

Global Land Ocean Tropical Global Land Ocean Tropical Global Land Ocean Tropical

RCP4.5 0.15 0.31 0.08 0.48 -3.03 -4.91 -2.24 -0.26 11.51 9.68 12.28 19.13

SALT -0.04 -0.29 0.07 -0.05 -1.69 -2.52 -1.34 -0.14 3.41 4.35 3.01 4.84

SULF 0.16 0.41 0.05 0.47 -1.34 -1.72 -1.18 -0.06 4.35 3.61 4.67 7.41

Table 5. Change in temperature and precipitation for the 2070-2089 period with respect to the 2050-2069

period.

Temperature (in K) Precipitation (in mm day−1)

Global Land Ocean Tropical Global Land Ocean Tropical

RCP4.5

Mean 0.30 0.39 0.26 0.26 0.021 0.153 0.023 0.021

T90/P90 0.29 0.37 0.25 0.30 0.069 0.542 0.075 0.081

T99/P99 0.30 0.38 0.27 0.31 0.415 0.194 0.508 0.601

T10 0.34 0.48 0.29 0.22 – – – –

T1 0.41 0.62 0.32 0.20 – – – –

SALT

Mean 0.59 0.75 0.53 0.64 0.054 0.021 0.067 0.071

T90/P90 0.59 0.73 0.53 0.73 0.152 0.070 0.187 0.207

T99/P99 0.64 0.81 0.58 0.81 0.771 0.461 0.902 1.001

T10 0.61 0.80 0.53 0.56 – – – –

T1 0.62 0.80 0.54 0.50 – – – –

SULF

Mean 0.62 0.84 0.52 0.61 0.054 0.056 0.054 0.067

T90/P90 0.65 0.93 0.53 0.65 0.135 0.167 0.121 0.157

T99/P99 0.70 1.02 0.57 0.72 0.678 0.561 0.727 0.850

T10 0.63 0.83 0.55 0.58 – – – –

T1 0.65 0.83 0.57 0.57 – – – –
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Table 6. Change in temperature and precipitation of SALT and SULF of the 2040-2069 period minus the

corresponding period in the RCP4.5.

Temperature(in K) Precipitation (in mm day−1)

Global Land Ocean Tropical Global Land Ocean Tropical

SALT - RCP4.5

Mean -0.46 -0.58 -0.41 -0.55 -0.045 -0.009 -0.061 -0.062

T90/P90 -0.46 -0.57 -0.41 -0.61 -0.123 -0.025 -0.165 -0.173

T99/P99 -0.51 -0.63 -0.46 -0.66 -0.653 -0.307 -0.798 -0.862

T10 -0.47 -0.63 -0.40 -0.49 – – – –

T1 -0.47 -0.61 -0.41 -0.45 – – – –

SULF - RCP4.5

Mean -0.47 -0.66 -0.39 -0.48 -0.046 -0.045 -0.046 -0.059

T90/P90 -0.48 -0.71 -0.39 -0.51 -0.111 -0.125 -0.105 -0.138

T99/P99 -0.53 -0.77 -0.43 -0.55 -0.592 -0.494 -0.633 -0.782

T10 -0.47 -0.66 -0.39 -0.45 – – – –

T1 -0.48 -0.68 -0.39 -0.44 – – – –

Figure 2. Multi-model mean change in precipitation (mm day−1) for RCP 4.5 (left column), SALT (middle) and

SULF (right column) for the 2040-2069 period minus the RCP4.5 2006 - 2035 control period (CTL). Panels a) to

c) denote changes in mean values, d) to f) same as a) to c) but for the 90th percentile of the temporal distribution

at each model grid point. Hatches denote regions where the changes are 95% statistically significant.
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Figure 3. Change in precipitation (mm day−1) for three scenarios RCP4.5, SALT and SULF and three models

MPI-ESM, NorESM, IPSL for mean (first three rows) and P90 (last three rows) for the 2040-2069 period minus

the RCP4.5 2006-2035 control period (CTL). 27



Figure 4. Multimodel mean of change in consecutive dry days RCP4.5 (top panel), SALT (middle) and SULF

(bottom panel) for the 2040-2069 period minus the RCP4.5 2006-2035 control period (CTL) period. Hatches

denote regions where the changes are 95% statistically significant.
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Figure 5. As Fig. 4, but for the mean change in frost days.
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Figure 6. As Fig. 4, but for the mean change in summer days.
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Figure 7. Multi-model zonal mean change in temperature (K) of RCP 4.5 (Red), SALT (Blue) and SULF

(Green) for the 2040-2069 period minus the RCP4.5 2006-2035 control period (CTL) for annual mean, DJF

and JJA season. The top panel shows changes in mean values, middle panel for the 90th percentile and bottom

panel for the 10th percentile.
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Figure 8. Multi-model zonal mean change in precipitation (mm day−1) of RCP 4.5 (Red), SALT (Blue) and

SULF (Green) for the 2040-2069 period minus the RCP4.5 2006-2035 control period (CTL) for annual mean,

DJF and JJA season. Left column for JJA season and right column for DJF season. First two rows for mean and

P90 of land only and the bottom two rows for mean and P90 of ocean only points respectively.
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Figure 9. Multi-model mean change in temperature (K) during climate engineering termination period for

RCP 4.5 (left panel), SALT (middle) and SULF (right panel). Panels a) to c) denote changes in mean values, d)

to f) same as a) to c) but for the 90th percentile and g) to i) same as a) and c) but for the 10th percentile of the

temporal distribution at each model grid point. Hatches denote regions where the changes are 95% statistically

significant.
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Figure 10. Multi-model mean change in precipitation (mm day−1) during climate engineering termination

period for RCP 4.5 (left panel), SALT (middle) and SULF (right panel). Panels a) to c) denote changes in mean

values, d) to f) same as a) to c) but for the 90th percentile of the temporal distribution at each model grid point.

Hatches denote regions where the changes are 95% statistically significant.
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