Response to Reviewers’ Comments on “Radiative forcing and climate metrics
for ozone precursor emissions: the impact of multi-model averaging” by C. R.
Maclintosh et al.
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We would like to thank both referees for their constructive comments. The
referees’ suggestions have greatly improved the manuscript. In this response,
each comment is addressed in turn, with responses given in bold-italic face
and extracts from the proposed revised text in bold face.

Some sections of the manuscript have undergone significant revisions in
response to reviewer comments. These proposed revisions are provided as a
supplement at the end of this document, listed in the order in which they
appear in the original manuscript, with the relevant page and line numbers .
Each significant revision is numbered SR.x, and where one of the referees
comments has been addressed with a significant revision, the relevant SR.x is
referenced.

Reviewer 1

The authors examine how multi-model ensemble averaging impacts the calculation
of radiative forcing, GWP, and GTP from changes in ozone and its precursors, and
the related uncertainties. They conclude that using the multi-model mean as input to
the radiative forcing code makes no significant difference relative to using averaged
results from individual ensemble members. However there are significant differences
in the estimated uncertainties between the two approaches; this should be taken into
account when assessing the uncertainties associated with simply using the
ensemble means as input, and the uncertainties are larger than the true
uncertainties from calculating the radiative forcing from individual models. This is a
valid topic worth publishing.

We thank the reviewer for these positive comments, and that the reviewer
finds the topic worth publishing

However, | feel that the presentation can be improved, and the paper should be
carefully revised to make it more readable and to focus on what the authors really
want to deliver. In the present form, there is too much technical jargon and too many
details that obscure the main points. There are many places in the text that need to
be clarified.

We accept these criticisms — if the paper is not emphasizing our key message,
then we needed to rewrite to ensure that it does.

Section 2 (“Methods”) should be re-organized to more clearly describe what methods
you use, and should give brief descriptions also of the established methodologies,
e.g. Fry et al. At present, these messages are very obscure and are everywhere; this
makes the text difficult to follow. This section could also be condensed to just
present the essential message.


http://www.atmos-chem-phys-discuss.net/14/27195/2014/

We have condensed the methods section to present the essential message.
Significant manuscript revisions which address the methods section are
presented as SR.2 in the supplement to this response.

A clear message on why using ensemble means result in larger uncertainties would
be useful. Sections 4 and 5 should be condensed to deliver the main
points/messages more clearly. Presently it is very difficult to follow all these details.

We have condensed Sections 4 and 5 so that they concentrate on our main
message (the impact of averaging of model ensembles) rather than the values
of the RF/GWP/GTP, which has already been discussed in the literature. The
focus of the introduction has also been shifted to better frame the work.
Significant manuscript revisions of the introduction are presented in SR.1, of
the Section 4 discussion in SR.3 and of Section 5in SR.4

Specific comments:

1) The authors should state specifically what causes the discrepancies w.r.t.
estimating the uncertainties using the alternative approach (i.e. the ensemble
means) in the abstract and/or in the conclusion.

We have added text to make this clearer the specific cause of the
discrepancies, although we note Reviewer 2’s very positive view of the
conclusions. The new text in the abstract reads:

However, estimates of the standard deviation calculated from the ensemble-
mean input fields (where the standard deviation at each point on the model
grid is added to or subtracted from the mean field) are almost always
substantially larger in RF, GWP and GTP metrics than the true standard
deviation, and can be larger than the model range for short-lived ozone RF,
and for the 20 and 100 year GWP and 100 year GTP. The order of averaging
has most impact on the metrics for NOy, as the net values for these quantities
is the residual of the sum of terms of opposing signs. For example, the
standard deviation for the 20 year GWP is two to three times larger using the
ensemble-mean fields than using the individual models to calculate the RF.
The source of this effect is largely due to the construction of the input ozone
fields, which overestimate the true ensemble spread.

Page 27196

2) Line 7-8: Do you mean methane concentration or just methane lifetime as the
input to the RF code? The radiation code does not directly accept “lifetimes” as input.

We agree this was unclear. We meant that concentration changes were input
to the RF. The new text now reads:



Multi-model ensembles are frequently used to assess understanding of the
response of ozone and methane lifetime to changes in emissions of ozone
precursors such as NOx, VOC and CO. When these ozone changes are used to
calculate radiative forcing (RF) (and climate metrics such as the global
warming potential (GWP) and global temperature potential (GTP)) there is a
methodological choice, determined partly by the available computing
resources, as to whether the mean ozone (and methane) concentration
changes are input to the radiation code, or whether each model’s ozone and
methane changes are used as input, with the average RF computed from the
individual model RFs.

3) Line 15-16: Please quantify how significant these numbers are in the overall
estimation of the RF, GWP, and GTP (e.g. give absolute values).

We do not agree with this comment. The absolute numbers for, for example,
the NOx GWP, would only have a useful context for comparison with, for
example, the VOC GWP, if it was stated what the emissions of these gases are.
The key message of this paper is the impact of averaging, which we think is
best communicated with percentages.

4) Line 19: Spell out “SD” here.

The confusing usages of SD and sigma, which largely arose at the typesetting
stage, has been clarified throughout, and following a comment by reviewer 2,
we have also clarified how these quantities were calculated.

5) Line 23-24: “We find that the effect is generally most marked for the case of NOx
emissions”: What is the cause of this effect?

We agree that this was unclear. We have changed this sentence to read “The
order of averaging has most impact on the metrics for NOx as the net values
for these quantities is the residual of the sum of terms of opposing signs.

Page 27197
(6) Line 27: Please explain “primary mode” here, supported by a reference.

Following the comments of reviewer 2, we have removed all reference to the
primary mode, and refer, instead, the short- and long-lived ozone responses.

Page 27198
7) Line 15: Please define “to” here.

See response to comment 4 above.

8) Line 25-28: This should be more specific. Please state clearly and in context what
you are going to address in the following sections.



We have expanded this paragraph to be much clearer on the context of each
section. The new text reads:

Section 2 introduces the HTAP data and scenarios, and describes the radiation
code used to perform the radiative transfer calculations. The method of Fry et
al. (2012) to generate the sub- set of fields for input to the radiation code is
briefly described, together with a description of further preparing this output
for generation of the GWP and GTP metrics. Section 3 presents the initial
ozone and methane fields that serve as input to the radiation code for both
methodologies, and briefly discusses their differences. Sections 4 and 5
discuss the effect of the different methodologies on the reported RF and GWP
and GTP respectively, and conclusions are given in Section 6.

Page 27201

9) Line 13: “This approach differs . . .” — Can you summarise more clearly what your
approach is and what exactly is the difference w.r.t. Fry et al. What is the simple
formula from Ramaswamy et al. (2001)? Please explain/define “back-calculation”.

The text has been altered so that the Ramaswamy formulais presented and we
no longer use the term “back-calculation” to describe the process. The new
text is part of a wider substantial re-working of the methods section, which is
presented in SR.2, and reads:

This full model ensemble is contrasted with the method used in Fry et al.
(2012). This method first constructs a representative subset of model input
fields for input into the radiation code. This subset comprises the ensemble
mean control fields, plus the ensemble mean + standard deviation short-lived
ozone, methane and long-lived ozone perturbations. This subset of fields is
constructed as follows: Firstly, each model field for each month is regridded to
a common resolution; secondly, the mean and standard deviation of the ozone
field is calculated for each month, for each pixel at each level. The standard
deviation is then added to or subtracted from the mean field to give a 3-D
representative field for each month.

These fields are grouped into four cases; the first comprises the control fields;
the second the mean total ozone change (i.e. the sum of the short- and long-
lived mean ozone fields) together with the mean methane change; the third the
mean plus standard deviation total ozone and methane change; and the final
case the mean minus the standard deviation changes. Therefore the radiation
code must run only three times for each HTAP scenario (plus once for the
control run), relative to 33 (11 models, 3 gaseous species) plus 11 control runs
for the complete case.

The subsetting method of calculation used in Fry et al. (2012) gives only the
total RF for each scenario as output. The contributions to the total RF from
each of the short-lived ozone, methane and long-lived ozone are then
calculated from this total. First, the methane RF is calculated from the change
in concentration using the simple formula of Ramaswamy et al. (2001)



AF —a(vM =\MO0)-(f(M,N0)—f(MO0,N0)) (1)

where f(M,N) = 0.47In[1+2.01x10-5(MN)0.75 +5.31x10—-15M(MN)1.52], a is a
constant, 0.12, N is N20 in ppb (constant at 315 ppb) and M is CH4 in ppb and
the subscript 0 indicated the unperturbed case.

The difference between the total RF and this methane RF is then attributed to
ozone. For the calculation of the GWP and GTP metrics, it is further necessary
to separate the ozone RF between the short- and long-lived components. This
is achieved by scaling the RF due to the (purely long-lived) ozone
perturbations in the SR2 scenario by the ratio of the long-lived ozone change
in any given scenario and the SR2 scenario. This RF is attributed to the long-
lived ozone, with the final residual being attributed to the short-lived ozone.
The mean and standard deviation of the RF calculated using this subset of
fields are denoted RFen.

Page 27205

10) Line 18: “Confidence in the chemistry of each species can be inferred”: | cannot
understand how exactly such confidence can be inferred from the following
statements.

This statement has been removed, as it added nothing helpful to our
discussion

Figures

11) Plots in Figures 1&2 are too small. Units are missing on left axis on Figures 5&6.

We have redrawn Figures 1 and 2 so they have less whitespace and the
general shortening of the text means that Figures 5 and 6 are no longer
included.

Reviewer 2

This discussion paper by Macintosh, Shine and Collins addresses an important and
often overlooked problem in averaging model results, one that is becoming more and
more embedded in our chemistry-climate assessments. There is some very
interesting material in the paper, but it is so long and unfocused, the continuing
strings of deltas or perturbations become confusing, and as well it misses some of
the basics that the community has already been through. My view is that it needs to
put this work in a better perspective of the known correlations and chemical
reactivities of the atmosphere and then state clearly what is new here and what is
important. Hopefully this can be achieved in fewer pages so that the less stout can
find the important results. Further, the use of un-normalized NOx perturbations
makes the results not useful as some of the model spread (but not most) is spurious.



We note and accept the overall criticisms of the reviewer but we are pleased
that it is recognised that it contains very interesting material. We have
extensively revised the text, and removed two figures to reduce its length, and
to focus on key results. We noted in particular the very positive comments of
the reviewer on our Section 6, and this provided an impetus to improve the
framing of the paper throughout. Since most of the results for the GWP and
GTP metrics are, by their very definition, normalised, the issue of un-
normalised results only affected one part of the paper which we have now
alleviated.

271971ff This intro spends much time on the values and issues of GWP/GTPs but
that is not what the paper is about. It really is about averaging, how to average, and
how correlated errors can cancel and reduce uncertainty (or at least the model
spread). The paper seems to have missed already published discussion on this
topic, even within the limited framework of NOx, O3, CH4 and climate forcing. For
example, the Holmes et al 2011 PNAS paper (“Uncertainties in climate assessment
for the case of aviation NO”) clearly points out the correlation of model results for RF
short-0O3, long-O3 and longCH4 and then shows how it affects the model spread is
smaller than the sum of the components (a conclusion here). It would be better to
start from that framework and build on it here with the self-consistent calculation of
RF from the 3D fields (as is done).

We agree that there was too much focus on actual values and issues, rather
than focusing on the averaging issue. We have refocused the introduction. We
have also included a short discussion of Holmes et al. as this is clearly
relevant to what we present. The substantial revisions to the introduction are
presented in section SR.1. The discussion of Holmes et al. reads:

In the present work, we calculate the RF, GWP and GTP using output from
each individual model in the HTAP ensemble. We then compare our results to
those obtained with the ensemble- mean method of Fry et al. (2012). Hence, we
can guantitatively assess the extent to which the RF calculated with the mean
fields accurately represents the mean of the RF calculated using the ozone
fields from each model individually. Further, by comparing the estimates of
model and metric uncertainty (as represented by the standard deviations) in
RF, and in GWP and GTP, we can assess whether such a representative subset
can be used to accurately convey the spread in derived climate metrics. The
result of this assessment will then guide the extent to which the use of the
computationally less expensive ensemble-mean fields can be used, without
compromising the quality of information.

The particular case of NOx is interesting because cancellation between RF due
to different components of the total RF (and hence the GWP and GTP) can
substantially reduce model spread (Holmes et al., 2011), if individual
components are correlated. Using values drawn from the aviation NOx
literature, they found that in general, a large (positive) RF due to the short-
lived ozone forcing (driven directly by the NOx) in any one model, was
associated with a large (negative) long-lived ozone forcing (driven indirectly by
the effect of NOx on methane concentrations) in the same model. hence the



uncertainty in the net RF, derived from considering the uncertainty in each
component on its own, was found to be almost double the uncertainty in the
net RF when the correlation was taken into account. Our work builds on
Holmes et al. (2011) by exploiting results from a single multi-model
intercomparison, for emissions from a number of different regions, and
extends it to CO and VOC (where the cancellation present in the NOx case is
not present.

27198ff While the Collins et al 2013 paper clearly showed the regional differences in
emissions-to-impacts, the much earlier work of Wild et al 2001 GRL (“Indirect
longterm global radiative cooling from NOx emissions”) has a figure/table showing
the clear cancellation of the RF of short-O3 with that of long-O3+CH4 as well the
large differences in the absolute impacts according to the latitude of emissions.
There is a clear disagreement between that paper and the results presented here (p.
27204 & Fig.3) that had me stumped until | read carefully and found that none of the
results had been normalized to a standard perturbation (e.g., 1 Tg-N/yr) per region.
Furthermore, the individual models perturbations were %s and not absolutes — all of
these perturbations need to be renormalized to make sense, and further the
perturbations for the 4 HTAP regions must also be rescaled. It makes no sense to
argue that the SA impacts of NOx are small when the perturbation is much smaller —
| could not find these key numbers in the tables.

We agree that in this case, normalised values are more useful, and more
consistent with the discussion of climate metrics GWP and GTP, which require
input which is normalised to emission mass changes. The substantial
revisions to Section 4 are presented in SR.3. Table 3 and Figure 3 have also
been updated to reflect this change.

27213-4 The discussion Section 6 is very good, and | began to realize the value of
this work. It would be helpful if the authors focused from the beginning on what was
new here, and how by using the HTAP runs, imperfect as they are, we can learn
something about ‘ensembling’.

We appreciate this comment and will carry over the format of Section 6 to the
rest of the paper.

Various points. There are many confusing points in the paper as well as ambiguously
defined calculations. | give a quick run-through of my notes below in the order they
appear:

The use of +-(greek sigma) and SD are not clear. Is there a difference?

No there is no difference. The problem mostly arose at the type-setting stage,
and we failed to spot it. This has been alleviated.



The definition of sigma/SD must also be clear as to what time/space series is being
used (hourly, daily, monthly) and over what period the SD is computed. Resolution is
also critical and finer resolution will always have greater variability.

We agree that this needed to be much clearer as in some cases. We have now
clarified how the standard deviation of the ozone fields is calculated, to apply
the Fry method (i.e. for each month, at each grid point and at each level, the
SD is calculated using the data from each model). For the full method, the SD
we present is calculated using annual and global mean RF/GWP/GTP from
each of the models. Concerning the final sentence, since each model is
regridded to a common resolution, we compare each model on a common
basis.

The text in the methods section has been updated to read:

This full model ensemble is contrasted with the method used in Fry et al.
(2012). This method first constructs a representative subset of model input
fields for input into the radiation code. This subset comprises the ensemble
mean control fields, plus the ensemble mean + standard deviation short-lived
ozone, methane and long-lived ozone perturbations. This subset of fields is
constructed as follows: Firstly, each model field for each month is regridded to
a common resolution; secondly, the mean and standard deviation of the ozone
field is calculated for each month, for each pixel at each level. The standard
deviation is then added to or subtracted from the mean field to give a 3-D
representative field for each month.

And in the description of Figure 2 it has been updated to read

he two sets of bars represent the spread in the model ensemble and denote
the model standard deviation calculated in two different ways. Those in blue
show the standard deviation calculated from the global-average burden
change for each individual model. Those in red show the area-average of the
3D grid-point-level standard deviation fields, as in the subset- ting method
used by Fry et al. (2012). Here, the bars are calculated as the global annual-
mean * one standard deviation ozone field. The global average of the grid-
point level standard deviation fields is not equal to the standard deviation
calculated after the global mean for each model has been calculated, i.e. the
order of operations in this case makes a substantial difference to the £ 1
standard deviation bars.

| believe that there 13 scenarios plus 1 control? = 147

Agreed - thank you



You note that the 20% is not the same in all models, this should be rescaled.

Does this mean, for example, the results in Table 3 have been rescaled — the text
seems to say so, the Table itself doesn’t. Most of the values presented in the
paper were already “per unit mass emission” as this is what is required for
input to the metrics. We have clarified this. Substantial revisions to Section 4
(presented in SR.3), and updated versions of Table 3 and Figure 3 have
brought this section in line with the rest of the paper.

The definition of tropopause when averaging is critical and | doubt you have hourly
data, so you need to realize that a monthly or zonal mean tropopause height does
not accurately separate the two regions. What was done here?

We have added text to make this clearer and to include caveats. Indeed we
only have monthly data but we have calculated the tropopause locally on our
common grid 2.75°x3.75°, rather than used zonal-means. The issue is certainly
important, but we don’t regard it as critical. New text reads:

The model output is re-gridded to a common resolution of 2.750 latitude x
3.750 longitude, with 24 vertical levels, which is comparable to the resolution
of the models on average. A common tropopause was identified as the level at
which the lapse rate falls below 2 K km-1. As many of the models do not fully
resolve the stratosphere, stratospheric changes in all species are neglected,
and, above the tropopause, the models share a common climatology. Given
the relatively coarse vertical resolution of the models, and that the data are
monthly mean, any definition of tropopause is necessarily imperfect; however,
this method ensures clarity when averaging monthly mean fields to form
ensemble means, and minimises the aliasing of stratospheric ozone into the
troposphere as part of the averaging process.

If you think about it, 4 points during the year hardly resolve the annual cycle, but they
do reasonably sample it.

We agree and we have changed the wording from “resolve” to “sample” The
new text now reads

For each model, January, April, July and October are used as input to the
code, in order to reduce run-time constraints whilst remaining sufficient to
reasonably sample the annual cycle in transport and RF.

The term uncertainty (p.27201) keeps slipping in when you mean model spread.

We agree and we have now made it clear when we mean model spread (which
is indeed what we mean on most occasions).



Use of the abbreviation PM for primary-mode O3 or long-O3 is very odd and
confusing. Finally in the conclusions you revert to the more standard short-O3 and
long-O3 that is more standard. Primary mode is OK, but not PM. Because then the
short-O3 should be Secondary Modes (plural).

We have acted on this comment and no longer refer to Primary Mode or PM.
Although we accept the reviewers PM/SM logic, we note that primary mode in
this context is in wide usage in this literature, and we see no difficulty in using
PM as an abbreviation for Primary Mode (again it is widely done).

The discussion about calculating the steady-state CH4 abundance from the
feedback factor is based on some very careful definitions of lifetimes, time scales
and feedbacks etc in the literature — see the recent WMO and IPCC sections on this.
The lifetime of CH4 must be defined to include ALL losses, otherwise the method
here does not work.

It is unclear in Table 2 just how these “lifetimes” for CH4 are derived and thus how
someone might usefully follow the chain of mapping the din(lifetime)/dIin(burden)
onto a perturbation lifetime.

The methane lifetimes, and change in methane lifetimes are derived in Collins
et al. (2013), not in this work. The text has been changed to make this clear,
and to provide a brief summary of their method. The updated text (part of SR.2)
reads :

The CTMs produce [OH],[O3] and associated atmospheric loss rates as 3-D
output fields. Short-lived ozone can be used directly as input to the radiation
code. Methane fields for each model and each simulation were globally
homogeneous, and fixed at 1760 ppbv, except in the CH4 scenario, when they
are reduced to 1408 ppbv. Equilibrium methane concentrations for each
scenario have been calculated in Collins et al. (2013) from the change in
methane lifetime, Aa, as [CH4]=1760%((acontrol+Aa)/ acontrol ) f, where the
methane lifetimes are calculated in Fiore et al. (2009) . These lifetimes include
loss terms such as those to soil processes; however all those except the
atmospheric term are assumed to be constant. The change in methane life-
time is also calculated in Collins et al. (2013) from the change in [OH] (since
the atmospheric OH sink accounts for around 90% of loss of atmospheric CH4,
and surface sinks are considered constant). Finally, the feedback factor, fis
determined in Fiore et al. (2009) from the change in loss rates between the
control and the CH4 perturbation scenarios, and accounts for the effect of
methane change on its own lifetime (Prather, 1996). Further, long-lived
changes also arise from the change in ozone resulting from a change in
methane, which in turn depends on the change in methane lifetime for a given
scenario. The long-lived ozone changes for each model and scenario are
calculated as described in West et al. (2009) by scaling the ozone change in
the CH4 perturbation simulation by the relative change in methane
concentration in each scenario as given in Fiore et al. (2009).
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| suspect that each model’s VOC emissions are alos very different, not only in
guantity, but also in their makeup. This will greatly increase the model spread for a
20% perturbation. Thus the arguments here about short lifetime (which sound
plausible) may not be the reason.

This is a good point, thank you —we have changed the text to reflect the fact
that there is an additional reason for inter-model differences for the VOCs. The
updated text reads:

The largest standard deviations relative to the mean are found for the VOC
case, in part due to large differences between the models in terms of VOC
speciation and chemistry schemes (e.g. Collins et al. (2002)). Since each model
defines its own VOC class within the chemistry scheme, the initial burden and
the atmospheric lifetime can vary substantially between models.

In the Climate Metric section, there are so many numbers as to be confusing — some
do not even have units (p. 27210).

We accept the basic criticism that the number of values made it difficult to
read. We have depopulated the text with many of these, and let the tables
speak for themselves. But any numbers we had presented were either
dimensionless GWPs and GTPs (as these are all relative to CO2) or else
percentages, so we do not accept all this criticism. Significant revisions to this
section are presented in SR.4.

Supplement detailing significant revisions to the manuscript.

SR.1 (p27197 L5-p27198 L28)

One method for characterising uncertainty in the climate sciences is to perform large, multi-
model ensemble studies. This approach, provided that the range of models do indeed capture
the range of climate responses to an applied perturbation, provides far more information, not
only on the most likely climate response, but also on the likelihood of a range of possible
responses - i.e. the uncertainty associated with the mean response. However, if further
downstream analysis is performed on such a large model ensemble study, then methodological
choices, which may be constrained by pragmatic concerns such as data processing time, must be
made.

One common example of such an application of a model ensemble is in the calculation of cli-
mate metrics and their associated uncertainty. Climate metrics provide an important method of
comparing the mean climate effects of emissions of various forcing agents. It is therefore desir-
able to be able to compute such metrics quickly and efficiently from input ensembles, but where
possible without compromising on the quality of the reported values and, crucially, their asso-
ciated measurements of model spread. Metrics such as the Global Warming Potential (GWP)
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and Global Temperature-change Potential (GTP, Shine et al. (2005)) introduce additional un-
certainty and depend strongly on the time horizon, H that is under investigation, but also on the
spatial distribution of the forcing agent, and its lifetime in the atmosphere. These last two
properties can vary strongly with model.

It would therefore seem reasonable to ask, what is the minimum volume of data processing and
input information that can be used to provide meaningful estimates of climate metrics from
large multi-model studies, without compromising the quality of the reported metrics and the
representativeness of the associated spread.

The Hemispheric Transport of Air Pollutants (HTAP) study, provides a useful test case for the
present work (Task Force on Hemispheric Transport of Air Pollution, 2010). A part of this
project perturbed by emissions of species which are known to affect atmospheric ozone con-
centrations by 20% (in this case, NOx, VOC and CO). An ensemble of 11 chemistry transport
models (CTMs) took part, and each perturbed the 3 precursors in 4 pre-defined source regions.
Subsequent work by Fry et al. (2012) and Collins et al. (2013) assessed the RF, GWP and GTP
for the precursor species. Computational limitations prevented the analysis of the variability in
the RF, GWP and GTP in Fry et al. (2012); instead, the ensemble mean fields + one stan- dard
deviation were deemed to provide the minimum subset of fields which could be used to
represent the mean and standard deviation in the derived metrics.

In the present work, we calculate the RF, GWP and GTP using output from each individual
model in the HTAP ensemble. We then compare our results to those obtained with the
ensemble- mean method of Fry et al. (2012). Hence, we can quantitatively assess the extent to
which the RF calculated with the mean fields accurately represents the mean of the RF
calculated using the ozone fields from each model individually. Further, by comparing the
estimates of model and metric uncertainty (as represented by the standard deviations) in RF,
and in GWP and GTP, we can assess whether such a representative subset can be used to
accurately convey the spread in derived climate metrics. The result of this assessment will then
guide the extent to which the use of the computationally less expensive ensemble-mean fields can
be used, without compromising the quality of information.

The particular case of NOX is interesting because cancellation between RF due to different
components of the total RF (and hence the GWP and GTP) can substantially reduce model
spread (Holmes et al., 2011), if individual components are correlated. Using values drawn from
the aviation NOx literature, they found that in general, a large (positive) RF due to the short-
lived ozone forcing (driven directly by the NOx) in any one model, was associated with a large
(negative) long-lived ozone forcing (driven indirectly by the effect of NOx on methane
concentrations) in the same model. hence the uncertainty in the net RF, derived from
considering the uncertainty in each component on its own, was found to be almost double the
uncertainty in the net RF when the correlation was taken into account. Our work builds on
Holmes et al. (2011) by exploiting results from a single multi-model intercomparison, for
emissions from a number of different regions, and extends it to CO and VOC (where the
cancellation present in the NOx case is not present.

Section 2 introduces the HTAP data and scenarios, and describes the radiation code used to
perform the radiative transfer calculations. The method of Fry et al. (2012) to generate the sub-
set of fields for input to the radiation code is briefly described, together with a description of
further preparing this output for generation of the GWP and GTP metrics. Section 3 presents
the initial 0zone and methane fields that serve as input to the radiation code for both
methodologies, and briefly discusses their differences. Sections 4 and S discuss the effect of the
different methodologies on the reported RF and GWP and GTP respectively, and conclusions
are given in Section 6.
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SR.2 (p27199 L1- p27202 L9)

2.1 Models

The HTAP study perturbation scenarios reduced by 20% emissions of short-lived ozone
precursor gases NOx, CO and VOC in four different regions (North America, Europe, South
Asia and East Asia), and a further run in which methane concentrations were perturbed
globally. There are therefore 13 scenarios in addition to one control simulation. The models
each ran for a period of 12 months after a spin-up time of at least 3 months (Fiore et al. (2009)).
The resulting output of interest to this study are the tropospheric ozone fields, which are
provided on each model grid at monthly mean resolution. Auxiliary information on methane
lifetime changes for each scenario is used to calculate the change in methane and long-lived
ozone concentrations as described in Section 2.3.

Table 1 shows the HTAP nomenclature for the experiments, and the locations of the source
regions. 11 CTMs (see Table 2) produced results for these scenarios. For comparison with
previous literature, the 11 models used in our study are the same as those used in Fry et al.
(2012) and Collins et al. (2013) (Table 2).

Of the 11 CTMs used in this study, 9 use meteorological background fields from reanalyses to
drive the model, while two (STOC-HadAM3-v01 and UM-CAM-v01) are coupled to global
climate models (GCMSs) and use 2001 sea ice and sea surface temperature data to drive the
GCM. The models also use a variety of sources for the baseline emissions data, with the result
that a 20% decrease in emissions is not equivalent in mass terms between models. Therefore, the
model spread accounts for not only the uncertainties associated with transport and atmospheric
chemistry, but also in background emissions, which can be a substantial source of uncertainty.
As input to the radiation code, however, it is the absolute mass change of the species which is
important for the radiative transfer calculations.

The model output is re-gridded to a common resolution of 2.750 latitude x 3.750 longitude, with
24 vertical levels, which is comparable to the resolution of the models on average. A com- mon
tropopause was identified as the level at which the lapse rate falls below 2 K km—1. As many of
the models do not fully resolve the stratosphere, stratospheric changes in all species are
neglected, and, above the tropopause, the models share a common climatology. Given the
relatively coarse vertical resolution of the models, and that the data are monthly mean, any
definition of tropopause is necessarily imperfect; however, this method ensures clarity when
averaging monthly mean fields to form ensemble means, and minimises the aliasing of strato-
spheric ozone into the troposphere as part of the averaging process.

For each model, January, April, July and October are used as input to the code, in order to
reduce run-time constraints whilst remaining sufficient to reasonably sample the annual cycle in
transport and RF. Sensitivity tests have shown that the long-lived 0zone and methane RFs are
almost completely insensitive to increasing the number of months included (less than 1 partin
1000), and the short-lived ozone RFs have a sensitivity of the order of 0.5% to increasing the
number of months. Table S4 provides a brief outline of the sensitivity tests.

2.2 Radiation code

This study uses the Edwards-Slingo radiation code (Edwards and Slingo, 1996). The code uses
the two stream approximation to calculate radiative transfer through the atmosphere. Clouds
are included in the code. Nine broadband channels in the longwave and 6 channels in the
shortwave are used. Incoming solar radiation at mid-month, and Gaussian integration over 6
intervals is used to simulate variation in the diurnal cycle.

A common background climatology supplying temperature and humidity are taken from the
European Centre for Medium-Range Weather Forecasts reanalyses (Dee et al., 2011). Mean
cloud properties from the International Satellite Cloud Climatology Project (ISCCP) are also
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used for all RF simulations (Rossow and Schiffer, 1999). RF is calculated as the difference in the
net flux at the tropopause after the stratospheric temperature has been allowed to adjust using
the standard fixed dynamical heating method (e.g. Fels et al. (1980)).

2.3 Construction of input metrics

The necessary inputs to the radiation code are the changes in atmospheric concentration of any
radiatively active species. In this case, the relevant species are short-lived ozone, methane, and
long-lived ozone, which is perturbed as a result of the influence of methane on the abundance of
the OH radical.

The CTMs produce [OH],[O3] and associated atmospheric loss rates as 3-D output fields.
Short-lived ozone can be used directly as input to the radiation code. Methane fields for each
model and each simulation were globally homogeneous, and fixed at 1760 ppbv, except in the
CH4 scenario, when they are reduced to 1408 ppbv. Equilibrium methane concentrations for
each scenario have been calculated in Collins et al. (2013) from the change in methane life-
time, Aa, as [CH4]=1760%(acontrol+Aa)f, where the methane lifetimes are calculated in acontrol
Fiore et al. (2009) . These lifetimes include loss terms such as those to soil processes; however all
those except the atmospheric term are assumed to be constant. The change in methane life- time
is also calculated in Collins et al. (2013) from the change in [OH] (since the atmospheric OH
sink accounts for around 90% of loss of atmospheric CH4, and surface sinks are considered
constant). Finally, the feedback factor, f is determined in Fiore et al. (2009) from the change in
loss rates between the control and the CH4 perturbation scenarios, and accounts for the effect
of methane change on its own lifetime (Prather, 1996).

Further, long-lived changes also arise from the change in ozone resulting from a change in
methane, which in turn depends on the change in methane lifetime for a given scenario. The
long-lived ozone changes for each model and scenario are calculated as described in West et al.
(2009) by scaling the ozone change in the CH4 perturbation simulation by the relative change in
methane concentration in each scenario as given in Fiore et al. (2009).

For each individual model, the inputs to the radiation code are the control and scenario 3- D
monthly mean short-lived ozone, methane and long-lived ozone fields. Radiative transfer
calculations are performed separately on each of these fields, so that the individual
contributions can be separated out. The RF is the difference between the scenario and control
fields for each species, and the total RF is taken to be the sum of these components. Sensitivity
tests have shown that the total RF is very close (within 0.5%) to the sum of the individual
contributions from the component gases. The mean of the resulting RF ensemble is denoted RF.
This full model ensemble is contrasted with the method used in Fry et al. (2012). This method
first constructs a representative subset of model input fields for input into the radiation code.
This subset comprises the ensemble mean control fields, plus the ensemble mean * standard
deviation short-lived ozone, methane and long-lived ozone perturbations. This subset of fields is
constructed as follows: Firstly, each model field for each month is regridded to a common
resolution; secondly, the mean and standard deviation of the ozone field is calculated for each
month, for each pixel at each level. The standard deviation is then added to or subtracted from
the mean field to give a 3-D representative field for each month.

These fields are grouped into four cases; the first comprises the control fields; the second the
mean total ozone change (i.e. the sum of the short- and long-lived mean ozone fields) together
with the mean methane change; the third the mean plus standard deviation total ozone and
methane change; and the final case the mean minus the standard deviation changes. Therefore
the radiation code must run only three times for each HTAP scenario (plus once for the control
run), relative to 33 (11 models, 3 gaseous species) plus 11 control runs for the complete case.
The subsetting method of calculation used in Fry et al. (2012) gives only the total RF for each
scenario as output. The contributions to the total RF from each of the short-lived ozone,
methane and long-lived ozone are then calculated from this total. First, the methane RF is
calculated from the change in concentration using the simple formula of Ramaswamy et al.
(2001)

AF —a(\M —VMO0)—(f(M,N0)—f(MO,N0)) (1)
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where f(M,N) = 0.47In[1+2.01x10—-5(MN)0.75 +5.31x10—15M(MN)1.52], o is a constant, 0.12, N
is N20O in ppb (constant at 315 ppb) and M is CH4 in ppb and the subscript 0 indicated the
unperturbed case.

The difference between the total RF and this methane RF is then attributed to ozone. For the
calculation of the GWP and GTP metrics, it is further necessary to separate the ozone RF
between the short- and long-lived components. This is achieved by scaling the RF due to the
(purely long-lived) ozone perturbations in the SR2 scenario by the ratio of the long-lived ozone
change in any given scenario and the SR2 scenario. This RF is attributed to the long-lived
ozone, with the final residual being attributed to the short-lived ozone. The mean and standard
deviation of the RF calculated using this subset of fields are denoted RFEN.

2.4 Climate metrics

The methodology for calculation of the climate metrics (GWPs and GTPs) follows that
described in Fuglestvedt et al. (2010), including the same impulse-response function for carbon
dioxide, and the climate impulse-response function sensitivities from Boucher and Reddy (2008)
which is needed for the GTP calculation. The metric calculations require the RF per unit
emission per year, for each precursor and for the short-lived ozone, long-lived ozone and
methane changes individually.

The calculation of GWP and GTP for each individual model is straightforward, as is the
subsequent calculation of the ensemble mean and standard deviation. The implied change in
methane emissions in the SR2 scenario must be calculated, as the scenario itself perturbed the
atmospheric methane concentrations directly. This is done following the method in Collins et al.
(2013) for each individual model.

For the Fry-method subset, the metrics must be constructed more carefully. We follow the
method described in Collins et al. (2013). The GWP and GTP are both the sum of a short-lived
0zone component, which depends only on the ozone RF, and a long-lived component, which
depends on the methane and long-lived ozone RF, and the change in the methane lifetime. The
ensemble-mean GWP and GTP are first calculated, and then a separate standard deviation due
to each of the four variables is calculated. The total mean and standard deviation due to ozone
changes are calculated, and then the total standard deviation is calculated in standard fashion
as the square root of the sum of the variances. Note that this assumes independence between the
variables. This is not necessarily the case because of correlations between the different
perturbations (e.g Wild et al. (2001)); however for the purposes of this evaluation this provides a
useful upper bound, and is consistent with the published literature (Collins et al. (2013)). The
implied methane burden, which is necessary for normalising the RF in the SR2 scenario, is
calculated from the methane lifetime and change in methane lifetime as described in Collins et
al. (2013).

SR.3 (p27204 L22 — p27208 L27)

The major part of this section discusses the effect of the two averaging methods on the mean
and spread of RF estimates. However, the RF’s for the individual models in the HTAP ensemble
have not previously presented, and may be of some interest. A brief discussion of the complete
ensemble also serves to frame the subsequent discussion around appropriate averaging
methods.

Figure 3 shows the RF for all 11 models, normalised by the change in burden of the emitted
species ( mW m—2(Tg year—1)—1 N, C, CO or CH4 for the SR3, SR4, SRS and SR2 scenarios,
respectively). RF due to short-lived ozone, methane and long-lived ozone is in general largest in
SA and smallest in EU for any given model and scenario, largely due to an increased RF per
unit radiatively active species due to warmer background temperatures in SA relative to EU,
although non-linear chemical effects also affect the overall response (e.g. West et al. (2009)).
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For VOC and CO, the methane and ozone RF act in the same direction, in contrast to NOX,
where methane is suppressed and therefore it, and the long-lived ozone, act to oppose the RF
due to short-lived ozone. The global-mean RF for any given model is less dependent on the
location of the emission for the CO case than for the VOC or NOx case, as CO has a much
longer atmospheric residence time of 3 months, which is of the same order as the hemispheric
atmospheric mixing time. The differences between the regions are therefore more pronounced
for NOx than for VOC or CO, as a result of the greater inhomogeneity in the input fields.

The forcing for the CH4 perturbation scenario (bottom panel of Figure 3) comprises only the
methane and long-lived ozone contributions, since there is no short-lived ozone forcing arising
from a change in methane. The absolute methane RF is identical (-0.14 W m—2) across all
models, as they all have the same mixing ratio change, but they differ in the size of the long-
lived ozone response to the change in methane.

For a particular precursor species, models with a large response in one region will tend to have
a large response in all regions, i.e the models all agree on the order of the regional responses.
These depend on the relative size of emissions change in each region and the mass-normalised
RF. This is a good indicator of consistency across different emissions datasets and in transport
in models, which information cannot be gained by using the model ensemble mean alone. For
NOX, there is substantial correlation between the short-lived ozone and methane responses, and
hence the short-lived and long-lived ozone responses, with r2 values between 0.70 (EA) and 0.86
(NA and SA, Table S2). This will result in a smaller standard deviation than if the quantities
were truly independent of each other, as found by Holmes et al. (2011) for the case of aviation
NOx emissions.

4.1 Ensemble-mean RF measures

Table 3 compares RF, = 1 standard deviation per unit mass emissions change, with the mean
and standard deviation of the computationally much less intensive RFEN (the case in which the
subsetting approach used in Fry et al. (2012) has been followed).

Differences between the means are only of the order of a few percent, with the largest
differences found for the NOx NA case of 2%. For VOC and CO, the differences are essentially
negligible. The larger fractional difference in the case of NOXx is due to the fact that the means
are a small residual of two much larger components. Hence RF(EN is representative of the true
ensemble mean, RF. By contrast the standard deviation in the RF case is smaller for every
scenario relative to RFEN. This is largely associated with the inability of the pre-calculated
ensemble mean fields to represent the true model spread, as described in Section 3.

Figure 4 separates the total RF into components due to the long-lived ozone, methane, and
short-lived ozone contributions, for each scenario and gas, for the RFEN and RF and their
associated standard deviations. The differences in the size of the standard deviation is in general
much larger for the short-lived ozone RF estimates (light blue bars), than for the long-lived
ozone or methane components. This difference is, in effect a direct transform of the
mathematical averaging effect in the input fields (see Section 2.3), and the standard error (i.e.
the standard deviation divided by the mean) is the same in the input fields as it is after the
radiative transfer calculations.

In the CH4 perturbation case, the absolute methane RFs (red bars) have no uncertainty
associated with inter-model differences because the methane concentration change is fixed. The
RF calculated using the formula of Ramaswamy et al. (2001) is -139.6 mW m-2 for RFEN,
whereas the value calculated by the Edwards-Slingo radiation code for RF is slightly more
negative at -141 mW m—2. The uncertainty bars arise from the variability in the implied
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methane burden change, which in turn arises from variability in the methane lifetime and
change in methane lifetime.

SR.4 (p27209 L1 — p27212 L6)
5.1 Global warming potentials

The results above suggest that the subsetting approach to reduce the volume of calculations that
must be performed may indeed be a useful method for quickly calculating ensemble mean RF;
however, it is also apparent that estimates of the model spread might not be most appropriately
calculated in this fashion. Metrics that are further downstream in terms of the impact chain,
such as GWP and GTP, introduce further nonlinearities which must be considered when
discussing the validity of this subsetting approach. Estimates of the GWP using the ensemble
mean subsetting method are denoted GWPEN, while the the true values are denoted GWP.

GWHPs for each individual model are calculated as described in Section 2.4 using the method of
Fuglestvedt et al. (2010). Tables 4 and 5 give the values of the 20- and 100-year GWP
respectively, in each case for the two methods under consideration, with the associated standard
deviations. As previously, the mean values resulting from both methods remain very similar,
with differences of the order of 2-3% for CO, 5% for VOC and up to 50% for NOXx, once again
as it is a small residual of the opposing short-and long-lived terms.

Estimates of the standard deviation using the subsetting method described in Fry et al. (2012),
consistent with the previous section, are larger than the full model ensemble; however, the
differ- ence between the two standard deviation estimates is no longer simply related to the
differences in the input fields. The total GWP at time horizon H is the sum of contributions
from short- and long-lived components (i.e from RF due to short-lived ozone, and due to long-
lived ozone, methane concentration and methane lifetime respectively). The difference between
this estimate of the standard deviation and the full ensemble estimate therefore depends on the
size of each of these terms and their relative contribution to the total estimate of the standard
deviation. The absolute GWP of the short-lived ozone component does not depend on the time
horizon under consideration, and it is still in effect directly proportional to the RF. Therefore
the standard error (i.e. standard deviation/mean) of the short-lived ozone GWP remains the
same as that for the RF and indeed for the input ozone fields, as does the relative difference in
the size of the standard deviation estimates from the two methods. Table S3 gives the GWPs and
GTPs, together with their associated standard deviation estimates for the total and for each
contributing component.

The time-evolving components of the GWP, however, do not preserve this relationship, al-
though the calculated standard deviations for each component remain larger using the
subsetting method than calculating the true spread from the individual model GWPs. The total
GWP is the sum of these components, and the relative difference in the calculated standard
deviations from the two methods depends on the relative size of the contributions from the long-
and short-lived components.

At 20 years, the short-lived ozone contributes proportionately more to the total GWP than at
100 years. This results in the relative differences between the standard deviation estimates from
the two methods being proportionately larger at 20 than at 100 years for CO, VOC and NOx.

5.2 Global temperature-change potentials

The 20- and 100-year GTP means and standard deviations for the two methods are given in
Tables 6 and 7. In common with the GWP calculations, the mean GTP’s for both methods differ
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by only a few percent. The standard deviation estimates resulting from the subsetting method
are once again always larger than the true value obtained from the complete ensemble.

Similar principles apply to the relationship between the uncertainty estimates for the GTP as
for the GWP. One important difference relative to the GWP in the 20-year case is the much
larger relative contribution of the long-lived terms relative to the short-lived ozone terms. This
means that, in contrast to the 20-year GWP, the 20-year NOx GTP is robustly negative in all
cases.

For the 100-year GTP, the short-lived ozone contribution is a relatively larger contributor to the
total than for the 20-year case. The relative contributions of each species and the methane
lifetime to the total standard deviation estimates for both methods are given in the
Supplementary material Table S3. This interplay between the various timescales associated with
the GWP and GTP evolves with time, with the result that the difference between the two
methods also evolves with time.
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uploaded with this document
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d. Figure 4
i. Changes to the figure caption have been made as indicated in the marked up
manuscript
ii. The Figure has been updated and is provided as ‘fig04.eps’ in the zip supplement
uploaded with this document
e. Figure5
i. The Figure has been updated and is provided as ‘fig07.eps’ in the zip supplement
uploaded with this document
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Abstract

Multi-model ensembles are frequently used to assess understandingresposmse of ozone
and methane lifetime to changes in emissions of ozone precursors such 2g@®and CO.
When these ozone changes are used to calculate radiative forcindgiRltlimate metrics
such as the global warming potential (GWP) and global temperature pot@lifl) there is
a methodological choice, determined partly by the available computing respascto whether
the mean ozone (and methane) concentration changes are input to thiemaxdide, or whether

1odeJ UOISSNosI(]

each model's ozone and methane changes are used as input, with tlge&€@mputed from ?
the individual model RFs. We use data from the Task Force on Hemispharisport of Air %
Pollution Source-Receptor global chemical transport model ensembledesathe impact of é
this choice for emission changes in 4 regions (East Asia, Europe, Nontriéa and South
Asia). S
We conclude that using the multi-model mean ozone and methane responsas&efor -
calculating the mean RF, with differences up to 0.6 % for CO, 0.7 % for VOCQa&nador NC.
Differences of up to 60 % for NO7 % for VOC and 3 % for CO are introduced into the 20 year. -
GWP. The differences for the 20-year GTP are smaller than for the GWR@y, and similar %
for the other species. z
However, estimates of thtandard deviationalculated from the ensemble-mean input fields®
(where thestandard deviatioat each point on the model grid is added to or subtracted frorny
the mean field) are almost always substantially larger in RF, GWP and GTP sribic the ZE

true standard deviatigrand can be larger than the model range for short-lived ozone RF, anc
for the 20 and 100 year GWP and 100 year GTie order of averaging has most impact on
the metrics for NQ, as the net values for these quantities is the residual of the sum of term‘
of opposing signsFor example, thestandard deviatiofor the 20 year GWP is two to three
times larger using the ensemble-mean fields than using the individual modelsutatathe
RF. The source of this effect is largely due to the construction of the inpuiefields, which
overestimate the true ensemble spread.
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Hence, while the average of multi-model fields acemallyappropriate for calculating mean
RF, GWP and GTP, they are not a reliable method for calculating the undgiitathese fields,
and in general overestimate the uncertainty.

1 Introduction

One method for characterising uncertainty in the climate sciences is to pdenge) multi-
model ensemble studies. This approach, provided that the range of rdodeetieed capture the
range of climate responses to an applied perturbation, provides far niomaation, not only
on the most likely climate response, but also on the likelihood of a range sib@sesponses -
i.e. the uncertainty associated with the mean response. However, if fddivestream analysis
is performed on such a large model ensemble study, then methodologit@@shehich may
be constrained by pragmatic concerns such as data processing time grmuest é.

One common example of such an application of a model ensemble is in the calcaofatiien
mate metrics and their associated uncertainty. Climate metrics provide an importantroé
comparing the mean climate effects of emissions of various forcing ageistthétrefore desir-
able to be able to compute such metrics quickly and efficiently from input edesphloit where
possible without compromising on the quality of the reported values andatiyutheir asso-
ciated measurements of model spread. Metrics such as the Global Warnemgi#qGWP)
and Global Temperature-change Potential (¢TP, Shine et al. (20@E))luce additional un-
certainty and depend strongly on the time horizon, H that is under investigatibalso on
the spatial distribution of the forcing agent, and its lifetime in the atmosphereseThst two
properties can vary strongly with model.

It would therefore seem reasonable to ask, what is the minimum volume opdatessing
and input information that can be used to provide meaningful estimates of clinedties from
large multi-model studies, without compromising the quality of the reported metmit$hee
representativeness of the associated spread.

The Hemispheric Transport of Air Pollutants (HTAP) study, providesefulgest case for
the present work (Task Force on Hemispheric Transport of Air Poll\dﬂLﬁO). A part of this

3

1odeJ UOISSNosI(]

Todeg worssnosyq | 1edeg woissnosiq | IToded UOISSNOSI(]



project perturbed emissions of species which are known to affect alraoszone concentra-
tions by 20% (in this cas&yO,, VOC andCQO). An ensemble of 11 chemistry transport model
(CTMs) took part, and each perturbed the 3 precursors in 4 preedediource regions. Subse-
guent work by Fry et al, (2012) and Collins et al. (2b13) assesseRRh@WP and GTP for the
precursor species. Computational limitations prevented the analysis ofrthbility in the RF,
GWP and GTP iE F& et a@lZ); instead, the ensemble mean fietshe standard deviation
were deemed to provide the minimum subset of fields which could be usedreseap the
mean and standard deviation in the derived metrics.

In the present work, we calculate the RF, GWP and GTP using outputdemm individual
model in the HTAP ensemble. We then compare our results to those obtainedenatisttmble-
mean method of Fry et al.(72012). Hence, we can quantitatively assesstém to which the
RF calculated with the mean fields accurately represents the mean of the RBtealcising the
ozone fields from each model individually. Further, by comparing the et model and
metric uncertainty (as represented by the standard deviations) in RF, @Wfhand GTP, we
can assess whether such a representative subset can be useddtehcconvey the spread in
derived climate metrics. The result of this assessment will then guide the extemich the use
of the computationally less expensive ensemble-mean fields can be useditwampromising
the quality of information. 2.

The particular case df Oy is interesting because cancellation between RF due to differeft
components of the total RF (and hence the GWP and GTP) can substantikibermodel
spread\ (Holmes et al., 2011), ifindividual components are correlatgdgWalues drawn from
the aviationNOy literature, they found that in general, a large (positive) RF due to the-shor |
lived ozone forcing (driven directly by ti€0,) in any one model, was associated with a large
(negative) long-lived ozone forcing (driven indirectly by the effetNO, on methane concen-
trations) in the same model. Hence the uncertainty in the net RF, derivecctosidering the
uncertainty in each component on its own, was found to be almost doublad¢bgainty in the
net RF when the correlation was taken into account. Our work builds on Hatrad. \(2011)
by exploiting results from a single multi-model intercomparison, and investigtmeffiects of
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different timescales on the cancellation, for emissions from a number efeliff regions, and
extends it to CO and VOC (where the cancellation present ilNthe case does not occur.

Section 2 introduces the HTAP data and scenarios, and describes ititeoradode used to
perform the radiative transfer calculations. The methé@m generate the sub-
set of fields for input to the radiation code is briefly described, togetlithravdescription of
further preparing this output for generation of the GWP and GTP metraxgid® 3 presents
the initial ozone and methane fields that serve as input to the radiation adatgtionethodolo-
gies, and briefly discusses their differences. Sections 4 and 5 dibeusHect of the different
methodologies on the reported RF and GWP and GTP respectively, aoldsions are given
in Section 6.

2 Methods

2.1 Models

The HTAP study perturbation scenarios reduced by 20% emissionsmfliisled ozone precur-
sor gasedNO,, CO andVOC in four different regions (North America, Europe, South Asia an
East Asia), and a further run in which methane concentrations werelpedtglobally. There
are therefore 13 scenarios in addition to one control simulation. The maagisan for a pe-
riod of 12 months after a spin-up time of at least 3 months (Fiore\ etal. (ROD9Y resulting
output of interest to this study are the tropospheric ozone fields, whécpravided on each
model grid at monthly mean resolution. Auxiliary information on methane lifetime gsfor
each scenario is used to calculate the change in methane and long-livexlamraentrations
as described in Section 2.3.

Table 1 shows the HTAP nomenclature for the experiments, and the locafitres source
regions. 11 CTMs (see Table 2) produced results for these scerfasiosomparison with pre-
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vious literature, the 11 models used in our study are the same as those us;edtialFWZ)
and Collins et al. (2013) (Table 2).

Of the 11 CTMs used in this study, 9 use meteorological background fi@dsreanalyses
to drive the model, while two (STOC-HadAM3-v01 and UM-CAM-v01) aceipled to global
climate models (GCMs) and use 2001 sea ice and sea surface temper&ute didve the
GCM. The models also use a variety of sources for the baseline emissiansvith the result
that a 20% decrease in emissions is not equivalent in mass terms betweds. Mioeefore, the
model spread accounts for not only the uncertainties associated withdraaad atmospheric
chemistry, but also in background emissions, which can be a substantieesaf uncertainty.
As input to the radiation code, however, it is the absolute mass change sjfe¢hies which is
important for the radiative transfer calculations.

The model output is re-gridded to a common resolution of 2l&6tude x 3.73 longitude,
with 24 vertical levels, which is comparable to the resolution of the models oag&eA com-
mon tropopause was identified as the level at which the lapse rate falls betoin2-!. As

| 1odeq uorssnosi(y
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many of the models do not include stratospheric chemistry, stratosphenigaehin all species

are neglected, and, above the tropopause, the models share a commonazin&wen the
relatively coarse vertical resolution of the models, and that the data arthimonean, any
definition of tropopause is necessarily imperfect; however, this methademslarity when
averaging monthly mean fields to form ensemble means, and minimises the aliastraf@f
spheric ozone into the troposphere as part of the averaging process.

For each model, January, April, July and October are used as input tmdee in order to
reduce run-time constraints whilst remaining sufficient to reasonably sahgknnual cycle
in transport and RF. Sensitivity tests have shown that the long-livedecanoth methane RFs are
almost completely insensitive to increasing the number of months included (54 thart in
1000), and the short-lived ozone RFs have a sensitivity of the ord@566 to increasing the
number of months. Table S4 provides a brief outline of the sensitivity tests.

2.2 Radiation code
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This study uses the Edwards-Slingo radiation code (Edwards and 3]1@6). The code Y
uses the two stream approximation to calculate radiative transfer throughtrttesphere. §
Clouds are included in the code. Nine broadband channels in the longmavé channels %
in the shortwave are used. Incoming solar radiation at mid-month, and i@austegration Eu
over 6 intervals is used to simulate variation in the diurnal cycle. ]

A common background climatology supplying temperature and humidity are tedertfie =
European Centre for Medium-Range Weather Forecasts reana{lyeesa(ﬁl.lz—oﬂl). Mean —
cloud properties from the International Satellite Cloud Climatology Projec€@®) are also
used for all RF simulations (Rossow and Schiffer, 1999). RF is calcutdede difference in %
the net flux at the tropopause after the stratospheric temperature hasllmeeed to adjust @
using the standard fixed dynamical heating method|(e.qg. Fels et al. (1980)) <3

g
2.3 Construction of input metrics %;
The necessary inputs to the radiation code are the changes in atmosphegntcation of any —
radiatively active species. In this case, the relevant species ateighdrozone, methane, and
long-lived ozone, which is perturbed as a result of the influence of metba the abundance z
of the OH radical. z

The CTMs producéOH], 03] and associated atmospheric loss rates as 3-D output fields
Short-lived ozone can be used directly as input to the radiation codeaktefields for each ¥
model and each simulation were globally homogeneous, and fixed at 1B80gxeept in the ?3
CH, scenario, when they are reduced to 1408 ppbv. Equilibrium methanemivatons for
each scenario have been calculated in Collins et al. (2013) from thgehamethane life-
time, A, as[CHy4| = 1760 x (W)ﬂ where the methane lifetimes are calculated ino
Fiore et aU(2009) . These lifetimes include loss terms such as those dilpmsesses; how- §
ever all those except the atmospheric term are assumed to be constactafige in methane Z.
lifetime is also calculated in Collins et al. (2@113) from the change in [OH] (stheeatmo- 2
sphericOH sink accounts for around 90% of loss of atmosphélit,, and surface sinks are g
considered constant). Finally, the feedback facfois determined in Fiore et al. (2009) from &
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the change in loss rates between the control and’the perturbation scenarios, and accountsg

for the effect of methane change on its own lifetime (Pram1996).

Further, long-lived changes also arise from the change in ozonkimgsintom a change in
methane, which in turn depends on the change in methane lifetime for a gigearigc The
long-lived ozone changes for each model and scenario are calcaktEscribed in West et al.

1> by scaling the ozone change in tH, perturbation simulation by the relative change

in methane concentration in each scenario as givbn in Fiore et al. (2009).

For each individual model, the inputs to the radiation code are the contia@nario 3-
D monthly mean short-lived ozone, methane and long-lived ozone fieldatR@ transfer
calculations are performed separately on each of these fields, so thmatittidual contributions
can be separated out. The RF is the difference between the scenadordral fields for each
species, and the total RF is taken to be the sum of these components. Bgnsite have
shown that the total RF is very close (within 0.5%) to the sum of the individomdributions
from the component gases. The mean of the resulting RF ensemble is dBioted

This full model ensemble is contrasted with the method used in Fry etal. (Zig)ymethod
first constructs a representative subset of model input fields fot inputhe radiation code.
This subset comprises the ensemble mean control fields, plus the ensemble- rsieadard
deviation short-lived ozone, methane and long-lived ozone perturlsafitms subset of fields
is constructed as follows: Firstly, each model field for each month is regglidnl a common
resolution; secondly, the mean and standard deviation of the ozone fielitidated for each
month, for each pixel at each level. The standard deviation is then addedtbtracted from
the mean field to give a 3-D representative field for each month.

These fields are grouped into four cases; the first comprises the Idogitis; the second the
mean total ozone change (i.e. the sum of the short- and long-lived meaa fielols) together
with the mean methane change; the third the mean plus standard deviation total avmb
methane change; and the final case the mean minus the standard deviatigesciderefore
the radiation code must run only three times for each HTAP scenario (pbesfonthe control
run), relative to 33 (11 models, 3 gaseous species) plus 11 contsofouthe complete case.

deg uorssno
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The subsetting method of calculation used in Fry etal. (bOlZ) gives ontptidldRF for each g
scenario as output. The contributions to the total RF from each of thelshamezone, methane %
and long-lived ozone are then calculated from this total. First, the methaisecRIEulated from  Z.
the change in concentration using the simple formula of Myhre et al. k1998) Eu

1
il
AF —a(VM — vV Mg) — (f(M,No) — f(Mo, No)) 1 =

wheref(M,N) = 0.47In[1 +2.01 x 107> (M N)*™ +5.31 x 10~ M (M N)*5?], ais a con-
stant, 0.12, N iN,O in ppb (constant at 315 ppb) and M@, in ppb and the subscript O
indicates the unperturbed case.

The difference between the total RF and this methane RF is then attributedrte. dzar
the calculation of the GWP and GTP metrics, it is further necessary to sepheaozone RF
between the short- and long-lived components. This is achieved by stlaéirigF due to the
(purely long-lived) ozone perturbations in the SR2 scenario by the ritiedong-lived ozone
change in any given scenario and the SR2 scenario. This RF is attributed tong-lived
ozone, with the final residual being attributed to the short-lived ozone nféan and standard
deviation of the RF calculated using this subset of fields are deridigg.

1odeJ UoISSnosI(]

2.4 Climate metrics

deg uorssnosi(g

The methodology for calculation of the climate metrics (GWPs and GTPs) folloats th®
described in Fuglestvedt et al. (2010), including the same impulse-rgsonction for car-
bon dioxide, and the climate impulse-response function sensitivities frorot@oand Reddy
) which is needed for the GTP calculation. The metric calculationsrectie RF per
unit emission per year, for each precursor and for the short-livedeaong-lived ozone and
methane changes individually.

The calculation of GWP and GTP for each individual model is straightfoiywas is the
subsequent calculation of the ensemble mean and standard deviation. Tieel iomange in
methane emissions in the SR2 scenario must be calculated, as the scenapeitsdbed the

9
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atmospheric methane concentrations directly. This is done following the mettadiins et al. =
) for each individual model. §

For the Fry-method subset, the metrics must be constructed more carefalfplldiv the é
method described in Collins et al. (2013). The GWP and GTP are both thefsushort-lived b*o
ozone component, which depends only on the ozone RF, and a longstveponent, which £
depends on the methane and long-lived ozone RF, and the change in treenttétime. =
The ensemble-mean GWP and GTP are first calculated, and then a sepmrdted deviation
due to each of the four variables is calculated. The total mean and statelaation due to 5
ozone changes are calculated, and then the total standard deviationuistealdn standard Z
fashion as the square root of the sum of the variances. Note that thisi@ssndependence g
between the variables. This is not necessarily the case because elatons between the &
different perturbations (elg wild et al. (2@01)); however for the pags of this evaluation this ;o
provides a useful upper bound, and is consistent with the publisheddﬁer@ollins et al. ”:*jb
M)). The implied methane burden, which is necessary for normalissmBFRhin the SR2 -
scenario, is calculated from the methane lifetime and change in methane lifetirescaibdd
in Collins et al. (2013). -
3 Ozone and methane input fields 5
Table 2 shows the control-run methane lifetimes, the feedback factor andahge in methane E
lifetime between the control and tli&H, perturbation experiment for each model and the en=>

semble mean. The methane lifetime varies by about 20%, from around 8 t@ds) weéth the
exception of the LLNL-IMPACT-T5a model, which has a much shorter lifetirharound 5.5
years. The feedback factor has a variability of around 10%, with nstanbal outliers.

To test whether the model ensemble-meaad standard deviatidnput fields can be used to
generate climate metrics that are representative of the model ensemble, ifegshastablish
the extent to which the ensemble meaml standard deviatioepresents the input fields. Figure ~
1/ shows the short-lived ozone annual-average mass changes f@ ohd 1 individual models
used in this study (note that INCXOC, SA region, and LLNLNOy, all regions, are missing
in the input fields).

1od

SNOSI(]

S

(0] 1

IodeJ u

10



Theensemble-mean and standard deviasbort-lived ozone mass change, and the true me
andstandard deviatioare shown in red and blue respectivelyle mean values are identical
in both cases. The two sets of bars represent the spread in the moglelbdmsnd denote the
model standard deviation calculated in two different ways. Those in blme #ie standard de-
viation calculated from the global-average burden change for eaclhidodl model. Those in
red show the area-average of the 3D grid-point-level standard deviailds, as in the subset-
ting method used ﬂy Fry et al. (2012). Here, the bars are calculatedgis i annual-meait
one standard deviation ozone field. The global average of the gridipeal standard deviation
fields is not equal to the standard deviation calculated after the global meeadh model has
been calculated, i.e. the order of operations in this case makes a subsidigiahce to the
+ 1 standard deviation bars. For any set of fields, the true standardidewiéll always be
overestimated by the area-average of the 3-D standard deviation.

This effect is purely mathematical in origin, and its size is related to the defirkamo-
geneity of the initial fields. The short-lived ozone mass change fieldspateaky inhomoge-
neous in both the horizontal and the vertical. Of the three precursoiespE©), is the most
short-lived, and has the highest degree of spatial inhomogeneityefbherthe difference be-
tween the two methods of standard deviation calculations is largest in the fielasefor the
NOy case. For a completely homogeneous fieldkgnm —), there would be no difference in
standard deviation between the two methods.

The largest standard deviations relative to the mean are found fér(id&case, in part due
to large differences between the models in terms of VOC speciation and chestkgmes
(e.g.\ Collins et al. (2002)). Since each model defines its Bt class within the chemistry
scheme, the initial burden and the atmospheric lifetime can vary substantiallgeretmodels.

It should also be noted that the spatial distribution of the short-lived or@amand standard
deviation fieldds not necessarily representative of any single, individual model. &@shows
the deviation from the ensemble-mean column integrated ozone field fa¥ @heNA case.
The top three rows show the deviation from the ensemble mean for eaaht@asaember,
and the bottom row shows the same for the ensemble meantandard deviatiofields. By
constructionn the bottom rowthe deviation from the mean is everywhere positive for th
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positive case, and always negative for the negative case. Howewvemny individual model,

there can be both positive and negative deviations and for only a fewlsaéeir deviations
resemble the ensemble-mean case. Therefore the resulting RF fields &@mstimble-mean
calculation may not be expected to provide a realistic representation of rimsedspf forcings

about the mean, when individual model ozone fields are used to calcgdta¢ing.

1odeJ UOISSNosI(]

4 Radiative forcing

)
The major part of this section discusses the effect of the two averagingpdsetim the mean 5
and spread of RF estimates. However, the RF’s for the individual modtie IHTAP ensemble 2.
have not previously presented, and may be of some interest. A briekdisawf the complete 5
ensemble also serves to frame the subsequent discussion arounutapeeaveraging methods. g
Figure[ 3 shows the RF for all 11 models, normalised by the change in bofdbe emit- &
ted species MW m~2(Tgyear—!)~! N, C and CO for the SR3, SR4 and SR5 scenarios,
respectively), and the RF for the 20% reduction in methane for the SR2iseeRF due to
short-lived ozone, methane and long-lived ozone is in general larg8st and smallest in EU g
for any given model and scenario, largely due to an increased RFnjteradiatively active %
species due to warmer background temperatures in SA relative to EUlsanalgreater impact =
of oxidant changes on methane lifetime in the tropics. ?u
For VOC andCO, the methane and ozone RF act in the same direction, in contra$d tp %’D
where methane is suppressed and therefore it, and the long-lived, @mdrie oppose the RF ~
due to short-lived ozone. The global-mean RF for any given model isdegsndent on the —
location of the emission for th€O case than for th& OC or NO, case, a<CO has a much -
longer atmospheric residence time of 3 months, which is of the same ordertzntigpheric  Z
atmospheric mixing time. The differences between the regions are thenefweepronounced g
for NO, than forVOC or CO, as a result of the greater inhomogeneity in the input fields. £
The forcing for theCH, perturbation scenario (bottom panel of Figure 3) comprises only
the methane and long-lived ozone contributions, since there is no stextdxone forcing g

arising from a change in methane. The absolute methane RF is identical (¥Oui4?) across
12



all models, as they all have the same mixing ratio change, but they differ inzbeosthe
long-lived ozone response to the change in methane.

For a particular precursor species, models with a large response iregioa will tend to
have a large response in all regions, i.e the models all agree on the otier regional re-
sponses. These depend on the relative size of emissions change iregachand the mass-
normalised RF. This is a good indicator of consistency across diffemsissmsns datasets and
in transport in models, information which cannot be gained by using the reodemble mean
alone. Therefore differences between regions are more robusstiggrested by the standard
deviation.

For NOy, there is substantial correlation between the short-lived ozone and me#wane

1odeJ UOISSNosI(]
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sponses, and hence the short-lived and long-lived ozone respomise > values between §
0.70 (EA) and 0.86 (NA and SA, Table S2). This will result in a smaller stahdaviation than e
if the quantities were truly independent of each other, as found by HoImﬂH@Oll) forthe %
case of aviatiodNO, emissions. -
4.1 Ensemble-mean RF measures o
Table[3 compareRF, + 1 standard deviation per unit mass emissions change, with the mﬁ:ar
and standard deviation of the computationally much less inteliditg; (the case in which the g
subsetting approach used in Fry etjal. (2012) has been followed). D
Differences between the means are only of the order of a few percehtthe largest dif- 2

ferences found for th&lO, NA case of 2%. FoWOC andCO, the differences are essentially
negligible. The larger fractional difference in the casé@i, is due to the fact that the means—
are a small residual of two much larger components. H&icgy is representative of the true
ensemble meaRF. By contrast the standard deviation in tR& case is smaller for each
regional scenario relative tBFgy. This is largely associated with the inability of the pre-
calculated ensemble mean fields to represent the true model spreadcidisedei Section
3l

Figurel 4 separates the total RF into components due to the long-lived amettene, and
short-lived ozone contributions, for each scenario and gas, fdRFig; andRF and their as-
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sociated standard deviations. The differences in the size of the stadwlaation is in general
much larger for the short-lived ozone RF estimates (light blue bars), tiraihhé long-lived
ozone or methane components. This difference is, in effect a direstaramof the mathemati-
cal averaging effect in the input fields (see Section 2.3), and the sthedar (i.e. the standard
deviation divided by the mean) is the same in the input fields as it is after theivadransfer
calculations.

In the CH,4 perturbation case, the absolute methane RFs (red bars) have no intcesa
sociated with inter-model differences because the methane concentiadiogecis fixed. The

1odeJ UOISSNosI(]

RF calculated using the formula of Myhre etal. (1998) is -138W§ m 2 for RFgy, whereas g?
the value calculated by the Edwards-Slingo radiation cod&ioiis slightly more negative at @
-141mW m~2. The uncertainty bars arise from the variability in the implied methane emissign
change, which in turn arises from variability in the methane lifetime and changeihane e
lifetime. ”53
5 Climate metrics -
5.1 Global warming potentials é
The results above suggest that the subsetting approach to reducduime \af calculations i
that must be performed may indeed be a useful method for quickly calcutatisgmble mean £
RF; however, it is also apparent that estimates of the model spread mighé maost appro- =
priately calculated in this fashion. Metrics that are further downstream nmstef the impact
chain, such as GWP and GTP, introduce further nonlinearities which reusinsidered when
discussing the validity of this subsetting approach. Estimates of the GWP usiregsemble ?
mean subsetting method are denoted GW/Rvhile the the true values are denotBWP. §
GWPs for each individual model are calculated as described in Sectiusidgithe method g
of Fuglestvedt et al. (2010). Tables 4 and 5 give the values of ther2D1@0-year GWP re- E;
spectively, in each case for the two methods under consideration, witlssbeiated standard fs’;

deviations. As previously, the mean values resulting from both methods remirsimilar,
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with differences of the order of 2-3% farO, 5% for VOC and up to 60% foNO,, once again
as it is a small residual of the opposing short-and long-lived terms.

Estimates of the standard deviation using the subsetting method desc),
consistent with the previous section, are larger than the full model ensgroblever, the differ-
ence between the two standard deviation estimates is no longer simply relatediftetiemces
in the input fields.

The total GWP at time horizof is the sum of contributions from short- and long-lived com-—
ponents (i.e from RF due to short-lived ozone, and due to long-livedeyzaznethane concen-

1odeJ UOISSNosI(]

tration and methane lifetime respectively). The difference between this estiftatestandard %
deviation and the full ensemble estimate therefore depends on the sizehadfdhese terms @
and their relative contribution to the total estimate of the standard deviation. <3
The absolute GWP of the short-lived ozone component does not depehe time horizon e
under consideration, and it is still in effect directly proportional to theTRierefore the standard
error (i.e. standard deviation/mean) of the short-lived ozone GWP rertf@nsame as that -
for the RF and indeed for the input ozone fields, as does the relatiezddiffe in the size of
the standard deviation estimates from the two methods. Table S3 gives the @\WXTPs, o
together with their associated standard deviation estimates for the total aatfocontributing 5
component. 73
The time-evolving components of the GWP, however, do not preservedlaisonship, al- £
though the calculated standard deviations for each component remairusirggthe subsetting g’
method than calculating the true spread from the individual model GWPgoTd&WP isthe 2
sum of these components, and the relative difference in the calculateldustateviations from
the two methods depends on the relative size of the contributions from thedodghort-lived
components. =
At 20 years, the short-lived ozone contributes proportionately more timtAeGWP than at %
100 years. This results in the relative differences between the stasieldedion estimates from =
the two methods being proportionately larger at 20 than at 100 yea@®@FoVOC andNOx,. E’U
&
il
)
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5.2 Global temperature-change potentials

The 20- and 100-year GTP means and standard deviations for the twodsettegiven in
Tables 6 and 7. In common with most of the GWP calculations, the mean GT®stfometh-
ods differ by only a few percent. The standard deviation estimates resfutiimghe subsetting
method are once again almost always larger than the true value obtainedhieocomplete
ensemble.

Similar principles apply to the relationship between the uncertainty estimates f@TtRe
as for the GWP. One important difference relative to the GWP in the 20egsar is the much
larger relative contribution of the long-lived terms relative to the shortdliveone terms. This
means that, in contrast to the 20-year GWP, the 20-)}&ar GTP is robustly negative in all
cases.

For the 100-year GTP, in general the short-lived ozone contributionredagively larger
contributor to the total than for the 20-year case. The relative contrilmutibaach species and
the methane lifetime to the total standard deviation estimates for both methods emargiv
the Supplementary material Table S3. This interplay between the various tleseasaociated
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with the GWP and GTP evolves with time, with the result that the difference batthestwo E;U
methods also evolves with time. z
©
5.3 Comparison of GWP and GTP time evolution forNOy gc
il
Figure 5 shows the time evolution of the GWP (top) and GTP (bottom) foNthe SA region. .
Coloured lines show the evolution of each model, with the solid black line andddotés giv-
ing the true mean anstandard deviatiarThe dashed lines and grey shading give standard -
deviation about the mean GWE. z
Models which have a longer methane lifetime have a steeper GWP gradiényeas than 7
models with a short methane lifetime; however, this is not necessarily a gaodtodbf a more §
negativeNOx GWP at 20 years. Of the four longest lifetime models, three (CAMCHEM=

3311m13, UM-CAM-v01 and MOZECH-v16) have GWP values that areenpasitive than

Tod
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the mean, with the fourth (GISS-PUCCINI-modelE) lying well within astendard deviatian
This indicates that they also have a large short-lived ozone forcing.

GWP has its largesttandard deviationetween 10 and 3@ears when both short-lived ozone
and methane forcings are important. TB&/Pz\ overestimates the trugtandard deviation
everywhere, but particularly around 10-30 years. At these timest¢héestandard deviations
produced in this way lie outside the range of the ensemble members, andtbexet not
a good estimate of the uncertainty of the ensemble.

The GTP (lower panel in Fig. 5) does not have the same “memory” of eantynig as the

1odeJ UOISSNosI(]

GWP, so that the model spread decreases substantially after abowar80Tee separate effects ;w
of a long methane lifetime and a large short-lived ozone forcing can be readycseen here f
for UM-CAM-vO1(red line) which has a very negative minimum GTP value of less thaao, g
several years after the other ensemble members. g
The largest uncertainty in the GTP is also around 20 years, when bothdhdiged ozone, ?D
methane and long-lived ozone RF are important. Again(Xhegy substantially overestimates -
the uncertainty betwen 10 and 30 years. At times greater than about B hieaever, the
GTPe\ begins to agree better with the trGaP. TheGTP:y may even slightly underestimate
the uncertainty at these longer times due to the slightly smaller methane RF estimaliztedlc %
in Sect 4. 73
=
T
6 Discussion and conclusions g
This study has investigated the derivation of RF and climate emission metrics 6(B&W8TP
at various time horizons) for emissions of short-lived climate forcing adeoits multi-model
assessments, using the results of the HTAP ozone precursor emisssnmexys as an exam- %
ple. Multi-model means and their associatahdard deviationsf the ozone perturbations can 7
be used as input to radiative transfer codes, which is clearly more cotiopiatéy efficient than =
calculating the radiative forcing for each model individually and aveatie results. Overall, &
our results indicate that the order of averaging does not have a majortiorpée mean values. =

It does, however, have a larger impact on estimates of the uncertainties.
17



The global-mean RF from emissions of ozone precursors is only mildly senitusing the
ensemble-mean input fields with differences in the mean not exceeding 8Wevdr, thestan-
dard deviatiorof the RF is rather distinct between the two cases. Thedraiedard deviation
(using the RF derived from each model individually) is always smaller thestandard devia-
tion when calculating the RF with the ensemble-mean ozone change. This efieastly due
to the construction of the input ozone fields overestimating the true ensemédelsin the case
of the long-lived ozone, thBFgy standard deviatiois about 30 % larger than the true value.
For the more spatially inhomogeneous short-lived ozone, the overestimie vatween 20 %
for the VOC EA scenario to 90 % for thlO, EA case.

TheGWP:=y and GTRyN mean values agree well with the true mean as might be expectec
from the RF estimates, the difference not exceeding 10 %/fo€C and CO, although they
can be somewhat larger (up to 60% in EA) for the 20 year GM(.. This approach may
therefore be sufficient for some purposes given the computatiorniagsiéaat may be achieved,
particularly with larger ensembles.

For estimates of uncertainty, however, there is substantial disagreeetarden the two
methods. The overestimate of uncertainty associated with the short- antiviet@zone RF
propagates to the climate metrics. These terms are the dominant cause oféhsddanncer-
tainty, rather than methane lifetime effects. For all time horizons, the uncertai@®WPzy is
not only substantially larger than ti@WP, but lies outside of the range covered by the mod
ensemble itself. Therefore this approach should not be used whetndetie uncertainty in
GWP.

There isin generak similar overestimate of the uncertainty in the GTP at short time horizons
duemainly to the short-lived ozondowever, at time horizons greater than about 40 years, the
ozone forcing becomes relatively less important to the GTP, and the unteitaGTPzy is
generally more in line with the true uncertainty estimate.
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Table 1. HTAP ozone precursor anthropogenic reduction experiméntthe case of SR2, methane
mixing ratios are reduced by 20 %; for SR3-SR5 emissionseptlcursor are reduced. The regions ar
defined as: North America (NA), 15-55l, 60-125 W; South Asia (SA), 5-35N, 50-95 E East Asia

1odeJ UOISSNosI(]

(EA), 15-50 N, 95-160 E; Europe (EU), 25-65N, 10° W-50° E.

Experiment Region Description

SR1 Global Control

SR2 Global —20%CH, reduction
SR3 NA, SA, EA, EU —20%NO, reduction
SR4 NA, SA, EA,EU —-20%VOC reduction
SR5 NA, SA, EA, EU —-20%CO reduction
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Table 2. Methane lifetime ¢), feedback factor f), and the methane lifetime change due to a 20%
global reduction in methane, for each of the 11 CTMs, and tisemble mean anstandard deviatign
as calculated in Fiore et al. (2009). Model abbreviatioeseaplained in Fiore et al. (2009).

o
;‘Q
Model Methane Feedback Lifetime ?
Lifetime ~ Factor Change S
a (years) f Aasgz (years) R
CAMCHEM-3311m13 10.11 1.31 0.51 ‘;5_
FRSGCUCI-v01 7.72 1.43 0.50
GISS-PUCCINI-modelE  9.39 1.36 0.54
GMI-v02f 9.02 1.31 0.46 @,
INCA-vSSz 8.75 1.31 0.45 z
LLNL-IMPACT-T5a 5.68 1.39 0.34 ?
MOZARTGFDL-v2 9.06 1.31 0.47 )
MOZECH-v16 9.63 1.29 0.48 %
STOC-HadAM3-v01 8.20 1.31 0.42 S
TM5-JRC-cy2-ipcc-vl  7.98 1.43 0.51 S
UM-CAM-v01 10.57 1.25 0.45
Mean 8.73 1.33 0.47
standard deviation +1.34 +0.06 +0.05 ?
é.
v
£
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Table 3. Total RFper unit mass emissiom(W m~2 (Tg year—!)~!) for each scenario. The standard
deviation values given for Riy are the RF resulting from the Fry-method subset mean andiatén —
deviation ozone, methane and ozone PM fields, as descrite€diion| 3 The true standard deviation

values forRF are calculated after the total RF for each model in eachasiehas been calculated; g?
therefore they are not equal to the sum of skendard deviatiofor each component gas. 2
Z.

NA SA EA EU :U

Scenario type mean standard mean standard mean standard mean standard 2
deviation deviation deviation deviation 2

NO, RF -1.09 +1.77 -2.28 +4.38 -0.87 +1.93 -1.03 +0.94 —
(SR3) RFey  -1.11 +£2.26 -2.33 +5.26 -0.90 +2.67 -1.04 +1.24 -
VOC RF 0.45 +0.35 0.61 +0.20 0.44 +0.29 0.45 +0.31 §
(SR4) RFey  0.45 +0.41 0.61 +0.31 0.44 +0.35 0.45 +0.40 é
CO RF 0.16 +0.04 0.17 +0.01 0.16 +0.02 0.15 +0.02 3
(SR5) RFen 0.16 +0.06 0.17 +0.03 0.16 +0.05 0.15 +0.04 g
Global -

CHy RF 2.10 +0.19 -
(SR2) RFeny  2.10 +0.15 =
z

g

&

il

»‘3
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Table 4. Ensemble-mean 20 year GWFe true mean GWP is denot€dWP. The GWP calculated
using the method described @012) is denoted g)VARverage methane lifetimes used in
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the metric construction are given in Table 2.
NA SA EA EU
Scenario  type mean standard mean standard mean standard mean standard
deviation deviation deviation deviation
NOy GWP —-9.76 +155 —27.4 +34.1 —-2.64 +£20.7 —-20.6 +7.85
(SR3) GWPey —114 +£41.2 —-30.1 +£98.0 —4.15 +41.2 —-215 +£20.1
VOC GWP 17.6 +8.10 21.2 48.20 16.9 £7.99 17.2 +7.42
(SR4) GWPzy  16.3 +11.7 221 +13.9 16.2 +10.5 16.0 +10.6
CcO GWP 522 +£1.20 559  +0.98 5.27 +1.09 499 +1.24
(SR5) GWP=y 5.32 +1.86 578 +1.63 530 +1.94 5.03 +1.47
Global
CHy4 GWP 64.9 +4.17
(SR2) GWP:y  64.3 +5.18
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Table 5.As Table 4 for the 100 year GWP.

NA SA EA EU
Scenario  type mean standard mean standard mean standard mean standard
deviation deviation deviation deviation
NOy GWP —-10.8 +4.77 —23.1 +9.83 —8.62 +6.58 —-10.7 +£2.67
(SR3) GWPzy —11.2 +12.0 —23.7 +£28.9 —-8.75 +11.8 —-10.9 +5.86
VOC GWP 545  +£2.54 6.62 +2.57 517 +2.54 540 +241
(SR4) GWPzy 5.04 +3.52 6.86  +4.06 494 1314 5.05 +3.33
CcO GWP 1.72  +0.42 182 +0.34 1.73 +0.38 1.66 +0.45
(SR5) GWPzy  1.74 +0.59 1.87 +0.49 1.76  +0.62 1.66 +0.47
Global
CH,4 GWP 23.0 +241
(SR2) GWPzy 227 +1.56
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Table 6.As Table 4 for the 20 year GTP.

NA SA EA EU
Scenario  type mean standard mean  standard mean standard mean standard
deviation deviation deviation deviation
NOy GTP —-62.8 +16.6 —122.1 +36.3 —-59.3 +£19.0 —42.8 +8.38
(SR3) GTR:y —-62.9 +419.1 —122.3 +46.8 -57.8 +£17.1 —42.8 495
VOC GTP 8.98 1461 11.19 4431 7.99 +4.49 9.44 1+4.68
(SR4) GTP=n 8.25 +5.57 11.54 45.62 7.66 +4.80 8.93 16.24
CcO GTP 3.39 +0.92 3.52 +0.70 3.43 +0.80 3.39 +0.97
(SR5) GTRP=n  3.49 +1.16 3.62 +0.79 350 +1.21 3.42 +0.90
Global
CH,4 GTP 55.3 4549
(SR2) GTPeny 54.8 +3.77
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Table 7.As Table 4 for the 100 year GTP.

NA SA EA EU
Scenario  type mean standard mean standard mean standard mean standard
deviation deviation deviation deviation
NOy GTP —2.20 +0.79 —453 +1.64 —-1.87 +1.04 —-192 +0.44
(SR3) GTRy —2.22 +1.75 —455 +4.23 -1.84 +1.71 —-1.93 +0.86
VOC GTP 0.81  +0.38 0.98 +0.38 0.76  +0.38 0.81 +0.37
(SR4) GTRy 0.74 +0.51 1.01 +0.58 0.72 +0.46 0.75 +0.50
(6]0) GTP 0.26  +0.07 0.28 +0.05 0.26 +0.06 0.25 +0.07
(SR5) GTRy 0.26 +0.09 0.28 +0.07 0.27 +0.09 0.25 +0.07
Global
CH,4 GTP 3.62  +0.45
(SR2) GTRey 3.55 +0.27
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Figure 1. Change in global-mean atmospheric burden of short-livesheZzin Tg), for(a) NO,, (b)
VOC, and(c) CO for the emission changes and emission regions given in Tablbeensemble mean

and standard deviation fields calculated via the subsetigtod used in F& et a12) (red lines) are

constructed by calculating the mean and standard deviafitire model ensemble at each grid point.
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Figure 2. Spatial distribution of the deviation from the ensemble mieaannual-mean column integrated
short-lived ozone perturbatigfi'g m—2) for the NO,. NA case (see Table 1) for each individual model
(top three rows). The bottom row shows the ensemble meaatitavi(centre, by definition this is zero

everywhere) and the plus (left) and minus (right) atendard deviatiofrom this mean.
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Figure 3. Radiative forcing, normalised by emissions mass changey, (first row), VOC (second
row), CO (third row), andCH, (bottom), for each of the 11 models, for each of the four negigiven
in Tablel 1. Units arenW m~2(Tg year—!)~! for theNO,, VOC andCO cases, anthW m~? for the
CH,4 case. Colours show RF due to short-lived ozone (light blenrethane (red) and long-lived ozone
(dark blue).
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Figure 4. Ensemble-mean radiative forcing, normalised by emissinass change, for (first column)
NOy, (second column)yOC, (third column)CO, and (right)CH,, for (top, yellow) total RF, (second
row, dark blue) RF due to long-lived ozone, (third row, redj &ue to methane, and (bottom row, pale
blue) RF due to short-lived ozone. For each pair of bars,iffe-hand bar denotes the true meR,
and the left-hand bar gives the ensemble value calculaied tise method of Fry et aI’.(%lZ), R
Units aremW m~2(Tg year—!)~! for theNO,, VOC andCO cases, anchW m 2 for the CH, case.
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Figure 5. Time evolution of (top) GWP and (bottom) GTP for th&, SA case, showing each model.
The solid black line and surrounding dotted lines repredenimodel ensemble mean astdndard devi-
ation The dashed lines and shaded area represent the meatraddrd deviationsing thesubsetting

method of Fry et al. (2012).
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