The authors would like to thank the referee foirtgkhe time to review this paper and for the many
helpful comments that will be used to improve heTeferee’s comments/concerns are listed below in
red text while theauthors’ responsego each comment are written belowblack text.

Further comments from the reviewer on the revisadion of the paper are given in blue.

The revised version of the manuscript has fixeeva but not all, of the concerns raised in rfly 1
review. | think the authors should still try to aesk these points, as discussed below. In mang tase
feel other readers will have similar questions. Ppheose of the revisions should be to make the
paper clearer to the average reader, not to mieithiz amount of work for the authors. When revising
the authors should keep the following key questiomaind:

1.) Does the abstract clearly and concisely summahniz@aper and state the main results? Can
the abstract and main body of the paper each stané?

2.) Are the interpretations and conclusions adequatghyported by the evidence presented? That
is, are the assumptions valid, is the methodologyd, is the evidence adequate, and do the
conclusions logically follow?

3.) Does this paper put the progress it reports irctimext of existing published work? Is there
adequate referencing and introductory discussion?

4.) Is the paper clearly and concisely written?

These questions are key review criteria (from tBR dvebsite). They should also be fulfilled for ACP
papers.

Section 2 discusses used proxy variables anddhé&iogonalization at length. The resulting proaes
somewhat different from what is often used in regi@ns. | think it is absolutely necessary to
explicitly show the time series for these resulfomgxies. A corresponding Figure should be added.

A figure that shows the 4 QBO EOFs, 2 time-shiteiSO orthogonal functions, 2 time-
shift solar orthogonal functions, and 2 EESC EOHishe added to the revised paper.

It seems that the authors have chosen not to iathabse time-series, although they are
shown in the online discussion. | am not sure vidoy,| have to admit that the time-series look
complex, possibly reducing a readers confidend¢bdrauthors results. | still think that these proxy
time-series need to be shown in the final papeeyTdre the basis for the regression results!!

In Section 4, the regression methodology doesaallyrbecome clear to me. Nowhere the paper
clearly shows what is regressed against what. fElaity major point has somehow gotten lost. Instead
the discussion focuses very much (too much?) aduals and statistical details.

It is the authors' opinion that the details regagdiroper statistical analysis and investigation
of the residuals are both vital to the succest@téchnique and a useful tool for gleaning additio
important information regarding the quality of tieehnique itself and the data to which is it being
applied. The authors believe that this is oftemskéed over or ignored in many other analyses.

| still don’t really understand how the regressi®done, and what is iterated. | don't think the
authors give a good description of what they ateally doing. To me, key criterion 4 (and to some
degree 2) not fulfilled. But maybe the editor ippgwith the description, and other readers can
understand what is being done.

Eg. (5), in my opinion, is wrong. In the currentrfg the regressed temporal series T(t) would be the
same everywhere, and a latitude depend@&gépwould "distribute” the regressed time seriesitfecent



latitudes. That is clearly not what the authors Rdther, the authors probably used:

©)=%X00

®=x, 0

where L) are Legendre polynomials, X(t) are the time-sepeedictors, and b are the coefficients
determined from the entire dataset(?) by the §tpnocedure? This should be clarified/ correctdwe T
authors should clearly explain what is actualltefit

Good point. This will be corrected in the reviseger.

OK, this has been revised. Now things are cleardrtlae formula is correct / understandable.

In Sections 4 and 5.1, | am missing a few sim@éestents explaining what the total, correlated and
uncorrelated residuals really are. | am assumiagttiey are from Equation B7 (pg. 17689, line 25).
understood it right: The total residuals (top partglFig. 2) give the total residuals Ri in Eq. BAd the
uncorrelated residuals (bottom panels of Fig. 2¢ ¢ghe _i_i in Eq. B7. The total residuals are oietd
in the 1st regression fit, the uncorrelated red&laee obtained only after iterative corrections /
Cochrane-Orcutt transformations. Did | get thahtrglt would certainly help to add some clarificatito
Sections 4 and 5.1.

That is the correct description of the differenedaeen the residual types, as written on page
17704, lines 15-17. All three residual types ardated after each iteration. Each iteration contams
autocorrelation correction. While the total residuwdo not change after the autocorrelation comeacti
they do change with heteroscedasticity and resifiltexing iterations.

Ok, looks like | was able to figure out what is wimoin Figs. 3 and 4 (Figs. 2 and 3 of the old
version). To help other readers as well, it wouddgbod to add these references to Eq. B7 of the
appendix to the description of Fig. 3 on page 1duldd make things easier for all readers. (Key
criterion 4)

So as not to overburden the reader (and the bothegfaper) with excessive information about
math, the assumption is made that the reader fuidlsumderstanding of generalized least squaresS)GL
regressive techniques and already recognizesiminedogy used (e.g., total/uncorrelated residuals,
autocorrelation, and heteroscedasticity). If no¢ytare encouraged to read Appendix B as stat@dga
17689 line 5.

The purpose of section 4 is not necessarily toa@sLS in detail, but rather to detail how
some of the specifics (e.g., autocorrelation, lestedasticity, residual filtering) that can be weido
each regression are determined for this parti@patication.

OK, I understand that the authors want to showd#teils. However, the process described in
Section 4 is still not clear to me. One thing tivatild help greatly is the addition of a short dgsimn
of the main steps. This should come in t ragraph on page 9 (the paragraph starting With “
generalized least squares”). It would be sometlikeg
1.) The £'step of the regression process is estimation @fitial set of ky and their
uncertainties
2.) In order to get a better estimate of the uncergdontthe b; it is necessary to estimate and
account for autocorrelation in the residuals retingjmfter regression. This requires a
transformation of observed values and predictanesl(e.g. Cochrane Orcutt method). Then
step 1 is repeated until ...
3.) In addition, it is necessary to account for heteealasticity (i.e. a scatter of the
residuals that varies over time, e.g. becomesilag&AGE Il sampling becomes



sparser over the years). This is also done itesigtiv following step 2 and then
going back to step 1 (?) OR — after 1) + 2.) haaenbterated and then iterating 1.) +
3)

I hope the authors can see what is not clear t¢ame probably many other readers). | think
such a short outline in Section 4 would help aTote Appendix then gives the Equations and
details, and then some more details are given ctices.

Section 7: | feel that the authors tend to over{easjze differences between monthly zonal mean
(MZM) and simultaneous spatial and temporal (SEgJessions. To me, the different panels in Figs. 12
and 13 look very similar. | wonder if the minorfeéifences are really significant. | realize thatthéM
must lead to granularity in the latitude directidifferent from STS which should be smooth in ladi
direction. But why are the STS results not granuiaititude direction, like the MZM results?

This should be added in the revised paper.

| don’t see any changes in the revised paper, and dtill wondering about that.

Why are MZM results not stipled as insignificantee when the trends are close to zero?
The MZM/STS piece-wise trend results are stippléens the results are
statistically

insignificant. It is possible for trends be nearozand still be statistically significant.

The MZM/STS EESC results are not stippled at dle Teason is because a statistical measure of
the significance of the linear trend temporal coefht can be computed for each part of the pieisew
linear trend, even when multiplied by multiple splterms. However, no similar mathematical
calculation exists for two separate (but added) EESnporal terms. A different measure of signifian
could be computed, but it would not be statisticedbust and would not be comparable to the stigpli
shown for the linear trends.

| think the authors need to check that the MZM & results are really plotted in the same wayyThe
should also be careful and not over-emphasizeiffeeahces. The authors may disagree, but my fgelin
from their results is that the old MZM method isueadly doing quite a good job, and produces oveedllts
that are comparable to results from the STS met@bdourse the STS method is more advanced, does a
better job in a few respects, and, particularlyegibetter confidence that some possible

sources of error are avoided, and results are metiable.

The differences between the resulting trends ofwliemethods during the period of decline of
ozone is small. However, the recovery period inNtz8V method in the upper stratosphere at mid-
southern latitudes is almost a factor of two lattan in the STS method. Granted, more data isatked
to reduce the uncertainty of these results butebkelts are comparable to other studies and tls®mnea
for the bias is quite clear (as stated in the paper

The MZM does a reasonable job, but it does havaritations with regard to the non-uniform
sampling and the resulting biases are shown inrégglil, 12, and 13 and described in detail in the
paper.

The authors probably refer to th& Baragraph of Section 7 (starting with “The resshiewn in
Fig. 14). This discussion could still be made d@ealrthink it should also refer to Fig. 10 and NOT
Fig. 11 and 12. The point is clearly that after POBAGE Il samples more sunsets (Fig. 10) — ansl thu
higher ozone in the upper stratosphere (Fig. 1djn$he end, accounting for the different samplimg
the STS method explains the smaller increase 4i®@€ in the SH. If this would be accounted fortia t
MZM method, the trend would also be smaller. To the,presented evidence only suggests that the STS
method does better accounting for SR / SS differgniout there is very little evidence that the STS
regression itself is much better than the MZM médthithe presented evidence does not support the



authors’ conclusions. (Key criterion 2 not fulfile

Abstract: The abstract should give numbers fordsalts: What are the SAGE uncertainties?
How big are the sunrise-sunset differences? Hovaleghe QBO, ENSO, solar cycle effects? How large
are the pre-1997, post-1997 trends? How do thesdtsecompare to previous studies. This also applie
to Section 8, which needs to put results into bggespective with respect to previous studies, e.g
summarized in the series of WMO-UNEP ozone asse#sme
Perhaps it is a stylistic preference, but becausaim of this paper is to analyze all resultirgntrs,
no single number can be stated to summarize thktseds such, the authors feel that only the tesml
figures can summarily describe the results andrthatumbers need be included in the abstract.
Again, since the aim of this paper is to analyzgylterm trends, detailed comparisons of the
QBO, ENSO, and solar terms to other studies arerzkthe scope of this paper. However, because the
analysis of any single term necessitates the sgrofievery term, a cursory analysis of each is
discussed in the paper.
Key review criterion (#1) for a JGR paper is:
» Does the abstract clearly and concisely summane@éaper and state the main results? Can the
abstract and main body of the paper each stan@alon
There are good reasons for this criterion, esfdgdiaé possibility to just read the abstract arild gt the
main message of a paper. | think this criterioo algplies to ACP papers (unless the editor wants to
waive it). | think the current (unrevised) abstrdaes not fulfill this important criterion! | stilirge the
authors to rewrite the abstract and put the maissages and the main numerical values and uncétint

into the abstract.

pg. 17682, line 21: An introduction should providi&ler context from existing publications. Damadeo
et al., 2013 is not a wide-context reference foiGEAIl that has been providing good data and many
papers since 1984. Some key papers from previozedds should be cited here. This criticism applies
throughout much of the paper, where only papems 2609 to 2013 are cited and the extensive body of
work done with SAGE data in the 1980s, 1990s ariD2(s largely unreferenced / ignored. The authors
should please make the effort and provide morensfiiecontext, especially in Sections 1, 5.2.xanid

8!

This paper is not intended to be a review papéhngrdt is an expansion of the current "state of
the art." Many of the studies referenced are itezatiorks, repeated and refined over the yearsuks,
only the most recent of them are cited.

However, the authors will look into this to posgibiclude in the revised paper.

Nothing has been done. | still think that a fewesl& comprehensive references are still needed.
SAGE Il results did not start with Damadeo et 812 Key criterion 3 not fulfilled.

pg. 17683, line 6: What is meant by swath? Defibe more explicit.

This is simply referring to the ground-track pattef events. This will be better described in the
revised paper.

OK. Also adding Fig. 1 was a good thing.

pg. 17683, line 8 (and many other places in thg:tésased off of' ! "based on" ?7?

"based off of" is acceptable and occasionally commdnformal, spoken American english
whereas "based on" is more formal both in spokeneld#flish as well as academic writing. The typist
apologizes for his colloquial slip up.

OK



pg. 17685: It remains unclear what QBO proxiesusied. Two orthogonal equatorial EOFs only?
Sidebands with annual modulation? This could aésadhieved by allowing for annually varying
amplitude of the QBO fit. As suggested above, itilddelp to show and discuss the final proxy
time series.
Page 17683, line 24 through page 17684, line 2ritbesthe creation of the QBO proxies and
which are used (the leading 4 EOFs derived fronatmial zonal wind data at 7 pressure levels).
Page 17685, lines 19-21 state that the QBO candukilated by the annual cycle (2 terms)
and that these cross-terms are included. As shete tire 12 QBO related terms used in the temporal
component of the fit (prior to the inclusion of §phcross-terms).

While the 4 QBO EOFs will be plotted as previoustigted, the inclusion of all of the cross-
terms would be pointless and no information cowdbtained from simply plotting them. However, the
reason for the inclusion of the cross-terms (mdihdahe frequency at non-equatorial latitudes) lsan
seen in Fig 5, though it may take more than a cumglance to see the non-dominant frequencies.

| think addition of the Figure with the time-serjg®xies (the one from the supplement) will
help a lot with this problem. As stated above,kithis Figure should be added, and | don't see
why the authors do not want to add it.

pg. 17686, lines 7-11: | think a plot showing aitgb daily sampling pattern would help a lot hesed
reference to an existing plot).

A more detailed description of SAGE |l samplingli¢ included in the revised paper. A figure
may also be included if necessary.

DONE & GOOD

pg. 17694, lines 6 to 10: This ambiguity betwedarsoycle and volcanic aerosol signals (both pegkin
near 1983 and 1992) is a very old problem. Theamisld Susan Solomon paper from 1996(?) that
should be cited here!!

The authors will look into this and likely includdn the revised paper.

DONE & GOOD

pg. 17695/6, Section 6: Here (and in a few othacgd, e.g. pg. 17698, lines 1-2), the comparison
between MZM and STS is not always fair: MZM does diferentiate between sunrise and sunset
events, STS does. However, MZM could also spliveen sunrise and sunset events. Then only the
spatial/temporal biases between STS and MZM wolubavsup! Sunrise / sunset differences would
not alias into the MZM vs. STS comparison. | thihls should be stated clearly here, and in several
other places (e.g. pg. 17698, lines 1-2).

During this research, the authors considered lap&irthree methods (the other being an MZM
that accounts for the different event types) betngwally decided against it. The reason being tbahe
authors' knowledge, all other studies involvingresgion to SAGE data that are done in the MZM
fashion (only one other study performs an STSHtilethod and it does not account for event type)ao n
account for the difference between event typed.dhler MZM studies except Kyrola, 2013, a factttha
will be mentioned in the revised paper.) Sinceabthors wanted to compare this new method with what
is traditionally used, only two separate method@sgvere employed.

That having been said, the differences betweeMitid and STS methods are attributable to
both the non-uniform diurnal sampling as well asnon-uniform spatial and temporal sampling. A look
at Fig 11 reveals that, even where the diurnakbtiani is practially zero, differences between the t



methods exist on the order of a few percent (lattyn the measurement uncertainty) or larger ¢t hi
latitudes). Additionally, while the sampling is beal towards particular latitudes at particular srog
year, and this bias is constant at the beginnirtefission (Fig 9), the bias drifts at the enthef
mission. This drift in sampling patterns will aligeto long-term trends in the MZM method and so a
simple MZM method that also accounts for the dédfagrevent types would still be insufficient.

OK. But then the authors should be fair and shdiffdrentiate more clearly between
shortcomings of their MZM method due to not accougnfor changes in diurnal sampling, and
other shortcomings due to spatial sampling chaagdssimpler regression. Some numbers about
the magnitude of trend-errors or solar-cycle erdus these effects would be good. From Figs.
13 and 14, | would say that the effect on trendsasginal nearly everywhere, except in the SH
above 35 km after 1998. Key criterion 2 — questiibaa

pg. 17697, lines 14 to 25: Kyrdla, 2013 and mameostudies consider data up to 2013. Here,
however, only SAGE data up to 2005 are considdrkis. should be stated very clearly!!

This will be added to the revised paper.

It should be noted that these other studies mak®ired use of SAGE and other data. However,
the other data generally starts after the eartpitb2000s. As such, the "anchor point" at the beigim of
their recovery trends (as well as about half ofttiial time span) come squarely from SAGE data, and
this is where the problem arises. The additiontd dathe end of the regression period is insfitto
compensate without additional data throughout #rbez part when sampling biases are not accounted
for.

Fine, I did not really check, but hope this is gethout in the revised version.

pg. 17698, lines 3 to 23: This "cherry picking" altbbe avoided: The two "orthogonal" EESC termg (I
like to see them!) happen to pick a plausibleladtt dependence of the turnaraound year in the &lorth
Hemisphere, but not in the Southern Hemisphere.2\8yare the orthogonal EECS terms good or not?
The piecewise trend turnaraound date could alsthbeged /fitted. What would happen then? Statements
based on spurious or unclear evidence should hdexdio

The authors are unsure of the "cherry picking" hicl the referee is referring. If the reference is
regarding the choice of latitudes for Fig 14, tbason for the choice of those latitudes to plstrigply
because those latitudes (50 N/S) show the lardestge in 0zone over the mission lifetime. The emuat
is shown simply as another reference.

The reason for the hemispherical asymmetry is uwknd here is nothing wrong with the EESC
terms, rather, the lack of significant turnaroundrie southern hemisphere at some altitudes aitudies
is present in the data. Again, the reason is unknamd beyond the scope of this paper.

The piece-wise trend turn-around date could be gddinHowever, it would clearly be a function
of latitude and altitude and the inclusion of acifi@term to account for the turn-around time wabul
make the regression non-linear (e.g., a*t-b], vereeand b both need to be solved for). Given the
potential number of regressor terms, this woulgitmblematic for convergence. Instead, the variable
turn-around time would have to be estimated by gja@sl check. The purpose of the orthogonal EESC
functions isn't necessarily to say that an EES@slimstrictly better than a piece-wise lineardren
(though perhaps others may argue for that poiat)rdther because it allows for a linear regresiion
terms that account for the variable turn-arounctthat is present in the data.

The point | was trying to make is that the comparisf piecewise trend (with no change of
turnaround year with altitude because 1997 is asdtked turnaround year) and two EESC
terms (which allow a different turnaround yearha fair. And it is even not clear that the



varying turnaround year for the two EESC trendsoisect: Its altitude dependence appears
correct in the NH, but not in the SH, with reasanknown. Again the authors make or imply a

conclusion that is not fully supported by the présd evidence. Key criterion 2 not fulfilled, in
my opinion.



