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Abstract

Impacts of representing cloud microphysical processes in a stochastic subcolumn framework
are investigated, with emphasis on estimating the aerosol indirect effect. It is shown that sub-
grid treatment of cloud activation and autoconversion of cloud water to rain reduce the impact
of anthropogenic aerosols on cloud properties and thus reduce the global mean aerosol indirect5

effect by 19%, from -1.59
:::::
19 %,

:::::
from

::::::
−1.59

:
to−1.28Wm−2

:::::::::::::
−1.28 Wm−2. This difference is

partly related to differences in the model basic state; in particular, the liquid water path (LWP) is
smaller and the shortwave cloud radiative forcing weaker when autoconversion is computed in
the subcolumnspace

::::::::
separately

::::
for

::::
each

::::::::::
subcolumn. However, when the model is retuned so that

the differences in the basic state LWP and radiation balance are largely eliminated, the global-10

mean aerosol indirect effect is still 14%
:::::
14 % smaller (i.e., −1.37Wm−2

:::::::::::::
−1.37 Wm−2) than

for the model version without subgrid treatment of cloud activation and autoconversion. The re-
sults show the importance of considering subgrid variability in the treatment of autoconversion.
Representation of several processes in a self-consistent subgrid framework is emphasized. This
paper provides evidence that omitting subgrid variability in cloud microphysics contributes to15

the apparently chronic overestimation of the aerosol indirect effect by climate models, as com-
pared to satellite-based estimates.

1 Introduction

Aerosol–cloud interactions and their changes due to anthropogenic aerosol emissions represent
a major uncertainty in climate projections. In the Fifth Assessment Report (AR5) of the Inter-20

governmental Panel on Climate Change (IPCC), the uncertainty range for the effective radiative
forcing due to aerosol-cloud interactions is given as −1.2 to 0.0Wm−2

::::::::::
0.0 Wm−2, with the

best estimate at −0.45Wm−2
::::::::::::
−0.45 Wm−2, based on expert judgment supported by satellite

studies (Boucher et al., 2013). The high uncertainty in this estimate stems to a large extent from
the difficulty in separating the effects of aerosol-cloud interactions from other contributing feed-25

backs and processes. In addition, comparisons between general circulation models (GCM) and
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satellite studies have indicated that models typically overestimate the sensitivity of clouds to
aerosol perturbations (Quaas et al., 2009), especially in terms of precipitation susceptibility and
thus the anthropogenic increase in LWP (Wang et al., 2012). The median forcing value for esti-
mates based on GCMs in AR5 (−1.4Wm−2

::::::::::::
−1.4 Wm−2) is indeed much larger in magnitude

than the best estimate. The reasons for this overestimation are not fully understood.5

The key topics in the model-based estimates of the aerosol indirect effects are those related to
the parameterization of cloud microphysical processes, such as cloud activation of aerosols and
the formation of drizzle and rain. In many GCMs, the representation of aerosol-cloud interac-
tions and cloud droplet activation in particular has relied on the use of parameterized effective
vertical velocity in order to estimate the maximum supersaturation in a cloud layer for cloud10

droplet activation (e.g. Lohmann et al., 1999). This approach aims to provide a single, suitable
vertical velocity value for the climate model grid cell, which is reminiscent of the typical small
scale variability of the turbulent vertical motions and is the method used in the ECHAM model.
Another popular approach is to use a probability density function (PDF) to describe the subgrid
variation of vertical velocity, where the grid-mean number of activated droplets is obtained by15

integration over the PDF (Chuang et al., 1997; Ghan et al., 1997; Storelvmo et al., 2006; Golaz
et al., 2011). Tonttila et al. (2013) developed a more elaborate approach, using a PDF in the
footsteps of Ghan et al. (1997) to extend the stochastic subcolumn framework by Räisänen et al.
(2004). Instead of integrating over the PDF for a grid-mean cloud droplet number concentration
(CDNC), random vertical velocity samples were drawn from the PDF. This enabled the calcu-20

lation of CDNC individually in each cloudy subcolumn, yielding an explicit representation of
the variability of cloud structure and the distribution of the microphysical properties inside the
climate model grid cells. The cloudy subcolumns can be directly used in the radiation calcu-
lations by the use of the Monte Carlo Independent Column Approximation method (MCICA;
Pincus et al., 2003). This is a significant advantage, as now the entire chain of processes from25

formation of cloud droplets to radiative transfer can be considered consistently using the same
subgrid framework. In addition, it provides an innovative approach for estimating the aerosol
indirect effects, which is the main topic of this paper.

A series of climate model simulations using the modified model version from Tonttila et al.
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(2013) is presented in this study.
:
,
::::
with

::::::
focus

:::
on

:::::
liquid

::::::
phase

:::::::::
stratiform

:::::::
clouds.

:
These simu-

lations demonstrate directly that omitting subgrid variability in cloud microphysics contributes
to the overestimation of model-based aerosol indirect effect. A description of the model used
in this study and the experimental setup is outlined in Sect. 2. Impacts of the subcolumn-based
cloud microphysics on the present-day cloud properties are reported in Sect. 3. In Sect. 4, the5

impact of the subcolumn microphysics on the perturbation in cloud properties and radiation due
to anthropogenic aerosol emissions is estimated, before drawing conclusions in Sect. 5.

2 Model description and experimental setup

The experiments in this study are performed using the ECHAM5-HAM2 aerosol-climate model
(the model is thoroughly described in Roeckner et al., 2003, 2006; Zhang et al., 2012). The10

model version considered here has been modified to include the Monte Carlo Independent Col-
umn Approximation radiation scheme (Pincus et al., 2003) and a stochastic cloud generator
(Räisänen et al., 2004, 2007) with the subgrid treatment of cloud microphysical processes (Tont-
tila et al., 2013). The model uses the large-scale condensation scheme by Tompkins (2002) to
calculate the cloud fraction inside the GCM grid-box, and it also provides the statistical infor-15

mation about the subgrid variability of the total water amount needed by the stochastic cloud
generator.

To summarize the operation of the stochastic subgrid framework, subgrid columns created
inside the GCM grid-columns by the stochastic cloud generator are used to describe the sub-
grid cloud structure and varying cloud condensate amount. Vertical

:::::
First,

:::::
using

::::
the

::::
PDF

:::
of20

::::
total

:::::
water

::::::::
content

::::::
inside

:::
the

::::::
GCM

:::::::::
grid-box,

:::
the

::::::
cloud

:::::::::
generator

::::::
defines

:::::
each

:::::::::::
subcolumn

::
as

::::::
cloudy

::
or

:::::::::::
non-cloudy

::
at

::::
each

::::::
model

::::::
level.

::
In

::::::::
addition,

::
a
::::::
unique

:::::
value

::::
for

:::
the

:::::
cloud

::::::
liquid

:::::
water

::::::
content

:::::::
(LWC)

::
is

::::::::
assigned

:::
in

:::
the

:::::::::::
subcolumns

:::::::::
according

::
to

::::
the

:::::::::
procedure

:::::::::
described

::
in

::::::
detail

::
in

::::::::::::::::::::
Räisänen et al. (2004) .

:

:::::::
Second,

:::::::
vertical

:
velocity is assigned to each cloudy subcolumn based on samples drawn from25

a Gaussian probability density function (PDF )
::::
PDF P (µ,σ), with the mean µ taken as the GCM

grid-scale vertical velocity and the standard deviation given as σ= 1.68
√
TKE, where TKE
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is the turbulent kinetic energy provided by the GCM. The coefficient 1.68 is chosen in order to
match the average magnitude of the vertical velocity from the subcolumn parameterization with
the effective vertical velocity according to Lohmann et al. (2007) in the default model, thus
isolating the effect of explicit subgrid variability alone when comparing the results obtained
using the two approaches. It is worth noting that the coefficient 1.68 is treated here as a tuning5

parameter for this particular comparison; physically it allocates too much energy to the turbulent
vertical motion, as also discussed in (Tonttila et al., 2013).

The
::::::
Third,

:::
the

:
subgrid vertical velocity samples from the PDF are used to calculate cloud

droplet activation, which yields the distribution of CDNC in the stochastic subcolumn space.
Note that the subcolumn CDNC distribution is treated as a a diagnostic property, while a10

prognostic formulation (Lohmann et al., 1999) is retained for the grid-scale mean CDNC. For
radiation calculations, CDNC is constrained by an assumed minimum concentration of 40cm−3,
which is also applied in the subcolumns. The parameterization used for cloud activation is that
presented in Abdul-Razzak and Ghan (2000). Moreover, the autoconversion of cloud water into
rain (Khairoutdinov and Kogan, 2000) can be treated separately for each subcolumn as well,15

since both liquid water content (LWC) and CDNC are known in the subcolumn space. Since
our focus is on stratiform clouds, the vertical motions to be parameterized are highly turbu-
lent and thus presumably weakly correlated with the thermodynamical properties of the cloud
(in contrast to convective cumulus clouds), as also noted in e.g. Morales and Nenes (2010).
Therefore, we do not assume any correlation between vertical velocity (and thus CDNC) and20

LWC.

:::::::
Finally,

:::::
with

:::
the

::::::
cloud

:::::::
macro-

::::
and

:::::::::::::
microphysical

::::::::::
properties

:::::::
defined

::
at

::::::::
subgrid

::::::
scale,

:::
the

::::::::::
subcolumns

::::
are

:::::::
sampled

:::
by

:::
the

::::::::
MCICA

::::::::
radiation

:::::::
scheme

:::
for

::::::::
spectral

::::::::::
integration.

::::
For

::::::::
radiation

:::::::::::
calculations,

:::::::
CDNC

::
is

:::::::::::
constrained

:::
by

::
an

:::::::::
assumed

:::::::::
minimum

::::::::::::
concentration

:::
of

:::::::::
40 cm−3.

:::::
This

:::::::::
constraint

::
is

::::::
present

:::
in

:::
the

::::::
default

::::::
model

::::::::
version,

:::
and

::
is

:::::::
applied

::
in

:::
the

:::::::::::
subcolumns

:::
as

::::
well

::
in

:::
the25

::::::::
modified

::::::
model

:::::::
version

::
in

:::::
order

::
to

::::::
retain

:::::::::::
consistency.

:::::::::
Removing

::::
the

:::::::::
constraint

::
of

:::
the

:::::::::
minimum

::::::
CDNC

::
is

:::::::::
desirable,

:::
but

::
it
::::::
would

:::::::
require

::::::::
massive

::::::::::
adjustment

::
of

::
a

:::::::
number

::
of

::::::::
physical

:::::::::
processes

::
in

:::
the

::::::
model

::
in

:::::
order

:::
to

::::::::
maintain

:::::::
realistic

:::::::::::::
representation

:::
of

::::::
clouds

:::
and

:::::::::
radiative

:::::::
balance,

::::
and

::
is

::::::::
therefore

:::
out

:::
of

:::
the

:::::
scope

:::
of

:::
this

::::::
paper.

:
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Four model configurations are used in this study, as summarized in Table 1. All of them use
subgrid columns for radiation calculations, such that each layer of the subcolumns has a cloud
fraction of 0 or 1, and cloud water content varies from one subcolumn to another (Räisänen
et al., 2007). Furthermore, with the exception of the last experiment (ACACTRT), model clo-
sure parameters were not changed so that the only difference between the configurations lies in5

the treatment of cloud microphysics.

1. In REF, cloud droplet activation is computed using an effective vertical velocity (Lohmann
et al., 2007). Consequently, subgrid-scale variations in CDNC are not considered. Fur-
thermore, subgrid-scale cloud variability in LWC is considered in radiation calculations,
but not in cloud microphysics.10

2. In ACT, subgrid-scale variability of vertical velocity is considered in computing cloud
activation, such that CDNC varies from one subcolumn to another. The width of the
PDF for vertical velocity (σ) was fixed such that the sample mean value corresponds to
the effective vertical velocity in REF (Tonttila et al., 2013). In contrast, autoconversion
is evaluated based on the grid-mean values of LWC and CDNC, similarly to REF. The15

subgrid distributions of both LWC and CDNC are used in the radiation calculations.

3. In ACACT, vertical velocity and cloud activation are calculated in the subcolumn space,
similar to ACT. Furthermore, autoconversion is now also computed in the subcolumns,
considering the subgrid-scale variations in LWC and CDNC. Similar to ACT, the subgrid
distributions of LWC and CDNC are used in the radiation calculations.20

4. ACACTRT is similar to ACACT, but the scaling factor for autoconversion rate has been
tuned down to the value 1.5 from 3.0 used in the other configurations. This model config-
uration will be used for estimating to which extent the indirect radiative effects of aerosols
are influenced by differences in model basic states between the untuned configurations.

A 5 year simulation for the years 2001–2005 was performed with configurations 1–4, each25

preceded by a 3 month spin-up. The simulations were nudged towards ERA-Interim reanalysis
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data (Dee et al., 2011) to suppress the impact of model internal variability, involving four model
fields: vorticity (relaxation time scale 6 h), divergence (48 h), atmospheric temperature (24 h)
and logarithm of surface pressure (24 h). The model horizontal resolution was T42 (correspond-
ing to a grid-spacing of ≈ 2.8◦) with 19 layers in the vertical. Following Räisänen et al. (2007),
we use 50 subcolumns for the McICA calculations and the subgrid cloud description. Calculat-5

ing cloud microphysics in the subcolumn space adds about 25 % to the computational cost of
the model, compared to the REF configuration. All simulations were run twice, separately for
pre-industrial (PI) and present-day (PD) conditions in terms of aerosol emissions. These were
obtained using the AEROCOM emission inventories (Dentener et al., 2006) for the years 1750
and 2000, respectively. The model configurations REF and ACACT are similar to the experi-10

ments REF and SUBW presented in Tonttila et al. (2013), except that here the simulations are
nudged and also include runs with pre-industrial aerosol emissions. The ACT and ACACTRT
configurations presented in this paper do not have a direct counterpart in Tonttila et al. (2013).

3 Impact of subgrid-scale parameterizations on cloud properties

In general, the differences between REF and ACACT for present-day conditions are similar15

to the results presented in Tonttila et al. (2013): adding subgrid treatment of cloud activation
and autoconversion typically decreases CDNC and LWC, especially over industrialized areas.
Nevertheless, a brief recap of these effects is presented since the model experiments in the
current paper are run in the nudged configuration and the sensitivity of cloud properties to
different parameterized components is analysed.20

Figure 1 shows the zonal mean present-day cloud properties for the model experiments,
and corresponding global mean values are given in Table 2. Further, observations of the to-
tal (i.e., vertically integrated) cloud fraction and cloud optical depth from the International
Satellite Cloud Climatology Project (ISCCP) D1 dataset (Rossow and Dueñas, 2004), aver-
aged over the years 2001–2005, are included in Figure 1. The corresponding simulated quan-25

tities were obtained using the ISCCP simulator (Klein and Jakob , 1999; Webb et al., 2001),
which has been slightly modified in order to operate consistently with the subcolumns cre-
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ated by the stochastic cloud generator. The simulated total cloud fraction (Fig. 1a) is higher
than observed (global mean at approximately 0.73 vs. 0.63 in the observations) especially at
high latitudes and over the tropics, and similar between the different model configurations.
A comparison with the ISCCP D1 data further indicates that the simulated average cloud
top pressure is too low (not shown), suggesting that high clouds contribute to the overesti-5

mated total cloud fraction. Other modelling studies using ECHAM5 with the Tompkins (2002)
cloud cover scheme but without

:::
the HAM2 (e.g. Räisänen and Järvinen, 2010) show

::::::
aerosol

:::::::
module

::::::::::::::::::::::::::::::::::::
(e.g. Räisänen and Järvinen, 2010) show lower global-mean cloud fraction than our ex-

periments. Therefore the overestimated total cloud cover appears to be a feature arising from
the use of the HAM2 aerosol module together with the Tompkins (2002) cloud scheme. This10

issue is not influenced significantly by the inclusion of subgrid microphysics, nor is it caused
by nudging (a similar feature was also present in Tonttila et al. (2013)).

The liquid water path (LWP; Fig. 1b,c over land and oceans, respectively) is clearly decreased
in ACACT as compared to both

:::::::
smaller

::
in

::::::::
ACACT

::::
than

:::
in

:
REF and ACT, which shows that

the LWP is mostly controlled by the stronger autoconversion of cloud water to rain due to15

the subgrid treatment. .
::::::::

Figure
::
2

::::::
further

:::::::
shows

::::
that

::::::::
ACACT

:::
in

:::::::
general

::::
has

:::
the

:::::::::
strongest

:::::::::::::
autoconversion

:::::
rate,

::::::
which

::::::::
suggests

::::
that

:::
the

:::::::
smaller

::::::
LWP

::
in

::::::::
ACACT

::::
can

::
be

:::::::::
attributed

:::
to

:::
the

::::::::
treatment

:::
of

:::
the

::::::::::::::
autoconversion

::::::::
process.

:::::::::
Stronger

:::::::::::::::
autoconversion

::::
rate

::::
and

::::
thus

::::::
lower

:::::
LWP

:::
can

:::
be

::::::::
expected

::::::
when

:::
the

::::::::
subgrid

:::::::::
variability

:::
in

::::::
cloud

:::::::::
properties

::
is
::::::
taken

::::
into

::::::::
account.

:::::
Due

::
to

:::
the

:::::::::::
exponential

:::::::::::
dependence

::
of

::::
the

::::::::::::::::::::::::::::::::::::::::
Khairoutdinov and Kogan (2000) formulation

:::
on

:::::::
CDNC20

:::
and

::::::
LWC,

:::
the

::::::::::::::
autoconversion

::::
rate

:::::
most

:::::
often

::::
acts

::::
like

::
a
:::::::
convex

::::::::
function.

::::::
Thus,

::::
the

::::::::
response

::
of

:::
the

::::::::::::::
autoconversion

::::
rate

:::
to

:::::::::
variations

:::
in

:::::::
CDNC

::::
and

:::::
LWC

::::::
about

:::::
their

:::::::::
grid-mean

:::::::
values

::
is

::::::::::::
asymmetrical

:::
and

:::::
tends

:::
to

:::
put

:::::
more

::::::
weight

:::
on

::::::
higher

:::::::
process

::::
rates

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Larson et al., 2001; Morales and Nenes, 2010; Tonttila et al., 2013) ,

:::
and

:::::::::
therefore

::::::
yields

::::::::
stronger

::::::
mean

::::::::::::::
autoconversion

:::::
rate.

::
Instead, in the experiment ACT ,

:::
the

::::::::::::::
autoconversion

::
is

:::::::
treated

:::
the

::::::
same

::::
way

:::
as

::
in

:::::
REF,

::::
and

:
LWP remains similar to REF in25

the northern hemisphere and over the continents, and is even slightly increased over southern
mid-latitudes over the ocean. Figure 2 shows the autoconversion rate for cloud water in each
experiment. It is evident that the autoconversion rate is stronger in ACACT than in ACT or REF,
which explains the smaller LWP in ACACT. This difference is expected when subgrid variation
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in cloud properties is accounted for when calculating the grid-mean autoconversion rate, since,
due to its exponential formulation, including variations about the mean for LWP and CDNC
tends to put more weight on higher process rates (Larson et al., 2001; Morales and Nenes, 2010; Tonttila et al., 2013) .
Overall the differences in LWP between the different configurations are larger over the oceans
than over continents due to larger droplet size and thus higher sensitivity to the treatment of5

autoconversion.
The zonal mean lower tropospheric CDNC sampled over land and oceans is shown in Figs.

1d and 1e, respectively. At most latitudes, the subgrid treatment of cloud activation decreases
the CDNC, as indicated by the difference between ACT and REF. The largest difference occurs
over land in the northern mid-latitudes, near the primary anthropogenic emission sources. In10

more pristine regions the differences are more modest, and over the southern oceans, the CDNC
is even larger in ACT than in REF.

Tonttila et al. (2013) explained the behaviour of CDNC in terms of the modulated weighting
caused by explicit subgrid variability in vertical velocity for cloud activation and its interaction
with the aerosol size distribution, as the GCM grid-scale average magnitude of vertical velocity15

is kept similar regardless of the type of parameterization in our experiments. In regions with
a high concentration of cloud condensation nuclei (CCN), most prominently at the northern
hemisphere midlatitudes over land, there is a strong competition for water vapour between the
CCN-sized particles. This makes the CDNC sensitive to the level of supersaturation and thus
the treatment of vertical velocity. Therefore, the high frequency of occurrence of low vertical20

velocities in the subgrid distribution dominates in terms of CDNC, relative to the use of an
effective vertical velocity, which yields a decrease in the mean CDNC. Moreover, CDNC is even
further reduced in ACACT as compared to ACT, owing to the above-mentiond enhancement
of the autoconversion process due to the subgrid treatment, which also influences the CDNC.
Analysis of the rate of cloud droplet nucleation in Figure 3 shows, as anticipated, that the25

subgrid treatment of cloud activation in ACT and ACACT decreases the nucleation rate over
polluted regions compared to REF.

In contrast, in the southern hemisphere and over the oceans, there is much less competition for
water vapour among the relatively few CCN available. Thus, a sufficiently high water vapour
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supersaturation for the bulk of suitable aerosol particles to activate is obtained at rather low
updraft speeds. This makes the CDNC relatively insensitive to variations in updraft speed at
the low end of the vertical velocity spectrum. However, Figure 3 shows that around 60◦ S, the
nucleation rate in both ACT and ACACT slightly exceeds that in REF. The likely explanation for
this is that when the subgrid distribution of vertical velocity is accounted for, some subcolumns5

will get considerably higher vertical velocity than the grid-scale mean, which allows for even
smaller interstitial particles (typically small Aitken mode particles in our model) to activate.
However, in terms of the resulting CDNC, this is compensated in ACACT by the enhanced
autoconversion due to the subgrid treatment. Thus, the CDNC around 60◦ S is similar between
REF and ACACT, and slightly increased in ACT.10

Contrasting the impacts seen on CDNC and LWP shows that the behaviour between the two
is fairly consistent. In the southern hemisphere the autoconversion rate is sensitive to changes in
CDNC due to the generally low CCN concentration over the oceans. Thus, the slightly increased
CDNC shown by ACT is accompanied by increased LWP as compared to REF, since reduced
droplet size reduces the amount of water that is converted to drizzle and rain. In comparison,15

in the northern hemisphere subtropics and mid-latitudes, CDNC is lower in ACT than in REF,
especially over land, but LWP is similar to REF. This likely relates to the low sensitivity of
autoconversion to small changes in CDNC in regions with high CCN concentration. Instead,
for ACACT, the impact of subgrid treatment of autoconversion dominates the resulting LWP,
for the most part masking out other effects.20

The impact of the results above on the cloud optical properties are summarized by investi-
gating the cloud optical depth (τ ). The zonal means of τ calculated separately using data over
land areas and over the oceans are shown in Fig. 1e and f, respectively (again using the ISCCP
simulator). Compared to REF, τ is clearly decreased in ACACT at all latitudes, with a larger
difference over the oceans. The results from ACT are close to REF with a small increase in25

southern mid- and high latitudes over the oceans, and a slight decrease over Northern Hemi-
sphere continents. The changes shown by both ACT and ACACT correspond well with the
changes in LWP and CDNC discussed above. The comparison of the model results with ISCCP
data shows that REF and ACT overestimate τ over the oceans and underestimate it over the con-
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tinents. In ACACT, τ is underestimated over the continents as well, similar to REF and ACT.
However, over the oceans, τ in ACACT agrees better with ISCCP data than in the other exper-
iments. The most outstanding improvements also coincide with the smallest bias in total cloud
fraction (i.e., in the lower midlatitudes of each hemisphere), which makes this an encouraging
result.5

4 Anthropogenic aerosol effects

In this section, the impact of anthropogenic aerosols on cloud properties, and finally the aerosol
indirect radiative effect, is evaluated as the difference between the PD and PI runs, separately
for each model configuration. We first focus on the direct impacts of subgrid treatment of cloud
microphysics, and consider the model versions with the same closure parameters, namely REF,10

ACT and ACACT. The impact of retuning the model in ACACTRT is considered toward the
end of the section.

4.1 Cloud properties

The impact of subgrid parameterizations on the change of CDNC between PI and PD aerosol
conditions at the 890 hPa pressure level is considered in Fig. 4 and the impact on LWP change in15

Fig. 5. Consistent with the distribution of anthropogenic aerosol emissions, the changes in both
the CDNC and the LWP are larger over the northern hemisphere than the southern hemisphere,
in the vicinity of the main anthropogenic emission sources. It is also seen, especially in terms
of the absolute differences, that the subgrid treatment of cloud microphysical parameterizations
mostly reduces the sensitivity of cloud properties to the anthropogenic aerosol perturbation.20

The absolute change in CDNC from PI to PD aerosol conditions is smaller in both ACT and
ACACT than in REF (Fig. 4b). The global mean anthropogenic increase of CDNC is 30.5cm−3

::::::::::
30.5 cm−3 in ACACT, 32.1cm−3

::::::::::
32.1 cm−3 in ACT, and 37.4cm−3

:::::::::
37.4 cm−3

:
in REF. While

the differences between the different model configurations are considerable and significant at
the 99%

:::::
99 %

:
confidence level according to the two-tailed t-test, it should be noted that the25
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average CDNC is smaller for ACT and ACACT than for REF in both the PI and PD simulations
(Fig. 1d,e). Consequently, the inter-configuration differences in the relative CDNC change (i.e.,
∆CDNC/CDNC) between the PI and PD conditions are moderate (Fig. 4c). In terms of global-
mean values, ∆CDNC/CDNC for ACT is 4%

::::
4 %

:
smaller than that for REF, but for ACACT it

is 1%
:::
1 %

:
larger. These differences are not statistically significant, but some of the zonal-mean5

features are. First, the relative change in CDNC in the mid and high latitudes of the northern
hemisphere is larger for ACACT than REF at the 99%

:::::
99 %

:
confidence level, which most

likely occurs due to the suppression of the initial CDNC in the PI by the subgrid treatment of
autoconversion. Second, around 30◦ N, both ACT and ACACT show a smaller relative CDNC
change than REF. This can be explained by the potentially increasing sensitivity of CDNC to10

subgrid variability of vertical velocity from low to high CCN concentrations (Tonttila et al.,
2013): at high CCN concentrations, the consideration of subgrid variations in vertical velocity
reduces the grid-mean CDNC more effectively than at low CCN concentrations, which acts to
curb the increase in CDNC from PI to PD conditions.

The importance of the subgrid treatment for autoconversion is best illustrated through an ex-15

amination of the anthropogenic impact on LWP (Figure 5). The anthropogenic perturbation in
LWP

::::
Due

::
to

:::::::::::
accounting

:::
for

:::::::
subgrid

::::::::::
variability

::
in

::::
the

:::::
cloud

:::::::::::::
microphysical

:::::::::::::::::
parameterizations,

:::
the

:::::::::::::
anthropogenic

:::::
LWP

::::::::::::
perturbation is considerably weaker in ACACT (4.95gm−2) than in

REF(7.62gm−2) due to accounting for subgrid variability in the cloud microphysical parameterizations
:
,

:::::::::
especially

::
in

:::
the

:::::::::::
midlatitudes

:::
of

:::
the

::::::::
northern

:::::::::::
hemisphere.

::::
The

:::::::::::::
corresponding

::::::
global

:::::
mean

:::::
LWP20

:::::::
changes

:::
are

:::::::::::
4.95 gm−2

:::
for

:::::::
ACACT

::::
and

::::::::::
7.62 gm−2

:::
for

:::::
REF. In contrast, ACT shows an almost

identical change in the global-mean LWP with REF. This may be surprising considering the
:::
the

:::::
global

::::::
mean

:::::
LWP

::::::
change

:::
in

:::::
ACT

:::::::::::
(7.63 gm−2)

::
is
:::::::
almost

::::::::
identical

::
to

:::::
REF.

::::::
Given

::::
that

:::::
there

::
is

:
a

::::::
notable

:
difference in CDNC between the two configurations, but most of the changes in cloud

properties between PI and PD conditions in general manifest themselves
:::
one

::::::
might

::::::
expect

::
a25

:::::::
stronger

::::::::::
difference

::
in

::::::
LWP

:::
as

::::
well

::::
due

:::
to

:::
the

:::::::::
influence

:::
of

:::::::
CDNC

:::
on

::::::::::::::
autoconversion

:::::
rate.

::::::::
However,

::::
the

:::::::::
PI-to-PD

::::::
change

:::
of

:::::::
CDNC

::
in

:::
all

:::::::
model

:::::::::::::
configurations

:::::::
mainly

:::::::::
manifests

:::::
itself

over the northern mid-latitudes, where CDNC is
::::::::
generally

:
high. In such conditions,

:::::::::
especially

::
in

:::
the

:::
PD

::::::::::::
simulations, the autoconversion rate is most likely not particularly sensitive to rela-
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tively small changes
::::::::::
differences in CDNC, such as the difference

:::::
those between ACT and REF.

As both configurations use the grid-scale mean cloud properties to calculate the autoconversion
rate, this

::::
This

:
results in a very small difference , as shown by Fig. 2, explaining the similarity

in the LWP change .
::
in

:::
the

::::::::
PI-to-PD

:::::::
change

:::
of

:::
the

::::::::::::::
autoconversion

::::
rate

::::
(fig.

::
2)

::::
and

::::
thus

:::
in

:::
the

::::::
change

:::
of

:::::
LWP

::
as

:::::
well.5

As with CDNC, to better account for the LWP differences in the model basic state, the relative
LWP change between PI and PD is calculated and shown in Fig. 5c for each model configura-
tion. In the global mean, the relative PI-to-PD changes are 13.3%

::::::
13.3 %

:
for REF and 12.8%

::::::
12.8 %

:
for ACT, respectively. Thus the difference between the two is small, and the respec-

tive zonal mean differences are also small and mostly not statistically significant. In contrast,10

for ACACT, the relative change in global-mean LWP is 10.9%
::::::
10.9 %, which is approximately

18%
:::::
18 % smaller than that in REF. Globally, the difference in the relative LWP change be-

tween ACACT and REF is significant at higher than 99%
:::::
99 %

:
level. In the zonal mean values,

statistically significant differences are mainly found between 20◦ and 50◦ N.
A deeper insight into why the LWP change between PI and PD runs is smaller in ACACT15

than in ACT is obtained by considering how the anthropogenic aerosol emissions alter the in-
teraction between subgrid-scale variability of cloud properties and the cloud microphysical pro-
cesses. The suggested mechanism goes as follows. First, in PD conditions, cloud activation
is limited by the available CCN less frequently than in PI conditions. Therefore, the subgrid
variability of vertical velocity plays a larger role in PD conditions, which results in a larger20

spread of the subgrid CDNC in PD conditions, both for ACT and ACACT. Second, in ACACT
the autoconversion rate is calculated using subgrid values of CDNC (and LWC), while ACT
uses grid-mean values. It is expected that, due to the non-linear dependence of autoconversion
on CDNC, the consideration of subgrid variations in CDNC acts to increase the grid-mean au-
toconversion rate, and does so more effectively in PD conditions where the spread of CDNC is25

larger. This compensates for a part of the decrease in autoconversion rate that is associated with
the PI-to-PD change in the grid-mean CDNC. Consequently, the reduction in the autoconver-
sion rate from PI to PD conditions is smaller for ACACT than for ACT, as indeed shown in Fig.
2b in the northern mid-laditudes. This effect is stronger at altitudes near the top of the boundary

13



layer than near the surface, which is consistent with the expected vertical LWC distribution of
stratocumulus clouds. and yields the weaker LWP change shown for ACACT.

Since subgrid variability of LWC affects autoconversion rate along with that of CDNC, PI-
to-PD change in the subgrid LWC distribution can also potentially affect the LWP response
in ACACT as compared to ACT. This was investigated with an additional sensitivity test (not5

reported in detail), in which autoconversion was computed using subgrid values of LWC but
grid-mean CDNC. As expected, the results in terms of global and zonal-mean LWP fell between
the ACT and ACACT experiments both for PI and PD emissions. However, the relative change
of LWP between PI and PD in the sensitivity test was 12.5%

:::::::
12.5 %, which is close to the

corresponding change in ACT. Therefore, attribution of the smaller LWP change in ACACT10

primarily to the increasing spread of the subgrid CDNC and its impact on autoconversion is
justified.

4.2 Indirect radiative effect of aerosols

The aerosol indirect radiative effect (AIE) is estimated as the perturbation in the net cloud
radiative effect (CRE) at the top of the atmosphere (TOA) between the PI and PD simulations.15

This includes the combined effects of changing cloud lifetime, cloud extent and cloud albedo,
but disregards the direct radiative effect of aerosols. The global mean radiation fluxes and cloud
radiative effects for PI and PD are given in Tables 3 and 4, respectively. The global mean
indirect effect for each model configuration is given in Table 5, also separately for longwave
and shortwave radiation.20

As expected based on the results for cloud properties, ACACT promotes weaker global mean
AIE (−1.28Wm−2

:::::::::::::
−1.28 Wm−2) compared to REF (−1.59Wm−2

:::::::::::::
−1.59 Wm−2). Thus, the

subgrid treatment of cloud microphysics reduces the net AIE by 19%
:::::
19 %, with higher than

99%
::::
99 %

:
statistical significance. This reduction stems primarily from the perturbation in the

shortwave cloud radiative effect (SWCRE), as indicated by Table 5. The difference between25

ACT and REF is much weaker, only 5%
::::
5 %, and not significant. The zonal mean net AIE is

shown in Figure 6. The bulk of the difference between REF and ACACT occurs in the midlat-
itudes of the northern hemisphere. It is also noted that the global distribution of AIE follows
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rather tightly the anthropogenic perturbation in LWP, which along with the difference in the
global mean AIE highlights the importance of how autoconversion is calculated in the model.
Nevertheless, subgrid treatment for cloud activation cannot be judged unimportant because it is
essential in considering the subgrid variability in autoconversion rate.

This result is qualitatively similar to a study by Wang et al. (2011), who found that accounting5

for subgrid variability in cloud properties using a multi-scale modelling framework reduced the
aerosol indirect effect, and that this reduction was also related to a weaker response in LWP to
the anthropogenic aerosol increase, compared to a traditional modelling approach.

4.3 Impacts of retuning

A caveat regarding the results presented in Sections 4.1 and 4.2 is that the basic state of10

the model, in particular the climatology of LWP and radiative fluxes, is different. In the
PD simulations, the global-mean LWP for ACT is only 50.3gm−2

::::::::::
50.3 gm−2, as compared

with 65.0gm−2
:::::::::
65.0 gm−2

:
in REF (Table 2), and the SWCRE is weaker (−52.81Wm−2 vs.

−55.92Wm−2
::::::::::::::
−52.81 Wm−2

:::
vs.

:::::::::::::::
−55.92 Wm−2; Table 4). The impacts of the differing basic

states of the model can be partially addressed by analysing the relative differences, but retuning15

of the model is necessary for robust estimation of especially the aerosol indirect radiative ef-
fect. In addition, the global-mean TOA net radiation in ACACT differs significantly from REF,
by 2.67Wm−2

:::::::::::
2.67 Wm−2

:
in the PD simulations and by 2.98Wm−2

:::::::::::
2.98 Wm−2 in the PI

simulations (Tables 3 and 4). If subgrid treatment of cloud microphysics were implemented in
an operational setting, especially in a coupled atmosphere-ocean GCM, such large changes in20

the TOA radiation budget would need to be eliminated through model retuning.
Therefore, the PI and PD runs were repeated with a retuned version of the ACACT configu-

ration, denoted as ACACTRT, whose results are now analysed. The primary target of tuning in
this case is the TOA net radiation in the REF simulation rather than in observations. Specifically,
the scaling parameter for autoconversion was reduced from the value 3.0 used in the original25

experiments to 1.5 in ACACTRT. This yields a substantial increase in LWP as compared with
ACACT, so that the global-mean value for ACACTRT is quite close to REF in the PD simu-
lation (Table 2), and in fact almost identical (within 0.1gm−2

:::::::::
0.1 gm−2) in the PI simulation.
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All global-mean radiative fluxes in Tables 3 and 4 are within 0.3Wm−2
::::::::::
0.3 Wm−2

:
from REF.

Compared to the CERES EBAF satellite dataset (Loeb et al., 2009), the global-mean TOA net
flux both in REF and ACACTRT in PD conditions is more negative by over 2Wm−2

:::::::::
2 Wm−2,

and the magnitude of both shortwave and (to a lesser extent) longwave CRE is overestimated
(see Table 4). Presumably, the overestimated cloud cover present in all our simulations con-5

tributes to these differences.
The PI-to-PD change in CDNC at 890 hPa in ACACTRT is very similar to ACACT in almost

every respect, even though the global mean CDNC in ACACTRT is slightly larger both in
the PI and PD runs (Fig. 4). In comparison, the global-mean PI-to-PD change in LWP in
ACACTRT is 6.15gm−2

:::::::::
6.15 gm−2, which is larger than that in ACACT, but the relative change10

is very similar, both in terms of the meridional distribution (Fig. 5) and the global mean values
(10.7%

::::::
10.7 %

:
for ACACTRT and 10.9%

:::::::
10.9 % for ACACT). Thus, while retuning increases

significantly the global-mean LWP for both the PI and PD conditions, it has little effect on
the relative change between the two. The physical behaviour of cloud processes in ACACTRT
therefore stays quite similar to ACACT, despite the retuning, which is understandable since15

the tuning parameter for autoconversion rate in ECHAM-HAM is a linear scaling coefficient.
Importantly, the LWP change between PI and PD conditions in ACACTRT is substantially
smaller than that in REF, by 19%

::::
19 %

:
both in absolute and relative terms.

Finally, as shown by Figure 6 and Table 5, the net AIE remains significantly lower in ACAC-
TRT than in REF, with a global mean of −1.37Wm−2

::::::::::::
−1.37 Wm−2. This yields a relative20

difference of−14%
::::::
−14 %

:
to REF, which is significant at the 99%

:::::
99 %

:
level. Regionally, the

differences between ACACTRT and REF are highly significant at latitudes 20◦–50◦ N, which is
expected given the distribution of the cloud property perturbations and Fig 6. As a conclusion,
the retuning yields only a limited compensation to the influence that subgrid variability in cloud
microphysics exerts on the aerosol indirect effects. This result is strongly related to the similar25

finding on LWP. The results presented here highlight the non-linearity inherent in the processes
controlling the aerosol-cloud-radiation interactions, which are now more accurately sampled
since the different parameterizations from clouds to radiation are considered using the common
subgrid framework (Tonttila et al., 2013).
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5 Conclusions

In this paper, we used the ECHAM5-HAM2 climate-aerosol model augmented with a stochastic5

subcolumn framework for cloud microphysics and radiation to study the aerosol indirect effects.
Compared to a reference model configuration with GCM grid-scale cloud microphysics and thus
uniform CDNC inside the GCM grid-cells, calculating cloud activation and autoconversion ex-
plicitly in the subcolumn space generally decreased the change in cloud properties between
pre-industrial (PI) and present-day (PD) aerosol emission conditions. The impact of subgrid10

cloud microphysical parameterizations on anthropogenic CDNC change was found moderate,
even though subgrid treatment for cloud activation alone already resulted in a significant de-
crease especially for present-day conditions. Instead, the impact on the anthropogenic LWP
change was found more significant. After retuning the model to account for differences in the
basic state radiation balance between the different model configurations, the use of subgrid pa-15

rameterizations for both cloud activation and autoconversion decreased the PI-PD change of
LWP by 19%. Even though these results highlight the importance of subgrid treatment for au-
toconversion, it is important to note that subgrid treament for cloud activation does significantly
alter the representation of CDNC, and is a key element in order to provide a subgrid treatment
for autoconversion.20

The indirect radiative effect of anthropogenic aerosols was investigated by analysing the per-
turbation in the net cloud radiative forcing between the PI and PD conditions. Interestingly, with
subgrid treatment for cloud droplet activation alone, the difference in the aerosol indirect effect
to the reference simulation was relatively small and not statistically significant. This may

:::::
While

:::::
some

::
of

::::
the

:::::::::
similarity

::::::::
between

::::
the

:::::::::::
experiments

::
is
:::::::::

probably
::::
due

:::
to

:::
the

::::::
small

:::::::::::::
corresponding25

:::::::::
difference

::
in

::::
the

:::::
LWP

:::::::
change,

::
it
:::::
may

::::
also

:
be, in part, related to a minimum value of CDNC

(40cm−3
::::::::
40 cm−3) imposed in the radiation calculations.

:
,
:::::
which

::
is
:::::::
applied

:::::
both

::
in

:::
the

:::::::
default

::::::
version

:::
of

:::
the

:::::::::::::::::
ECHAM5-HAM2

::::::
model

::::
and

::
in

::::
the

::::::::::::
experimental

:::::::
version

:::::
used

::
in

::::
this

::::::
study.

::
It

:
is
::::::::::::

conceivable
::::
that

:::
the

::::::::
impacts

::::
due

::
to

:::::
using

::::::::
subgrid

:::::::
CDNC

::::::
rather

::::
than

::::::::::
grid-mean

:::::::
CDNC

::
in

::::::::
radiation

:::::::::::
calculations

::::::
would

::
be

::::::::
slightly

:::::::
stronger

::
if
::::::::::
constraints

:::
on

:::
the

:::::::::
minimum

:::::
value

::::::
would

:::
be

::::::::::
eliminated.

:::::
This

:::::
could

:::::::::::
potentially

::::::
impact

::::
the

:::::::::::::
representation

::
of

::::
the

:::::::
aerosol

:::::::
indirect

:::::::
effects

::
as
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::::
well,

:::::
both

::
in

:::
the

:::::::
default

::::
and

::::::::::::
experimental

::::::
model

:::::::::::::
configurations.

:

When both cloud droplet activation and autoconversion were considered in the subcolumn5

space, the anthropogenic perturbation in cloud radiative forcing was reduced by approximately
19%

:::::
19 % in the untuned model configuration as compared to the reference with grid-scale

parameterizations. Retuning the model so that the difference in the basic state radiation budget
was essentially eliminated partially compensated for this reduction, but nevertheless, the indi-
rect effect remained 14%

:::::
14 % weaker than in the reference. Giving a single best estimate for10

the impact of subgrid parameterizations on the aerosol indirect effect is somewhat difficult, on
one hand due to the strong modulation of the model basic state caused by the subgrid treatment
and on the other hand due to the fact that the impact of subgrid parameterizations can not be
isolated if the model is retuned. It is concluded, that the results above provide the range from
the direct impact of subgrid cloud microphysical parameterizations (without retuning) to what15

more closely resembles an operational setup (with retuning).
Given that the vertical velocity for cloud activation in ECHAM5.5-HAM2 is in general quite

high, reflecting to the high value of σw used with the PDF of vertical velocity for the compar-
isons in this paper, it is possible that reducing σw to more realistic values would produce an
even larger reduction in the model estimate of the indirect effect (West et al., 2014). Another20

aspect that possibly restricts the differences in the aerosol indirect effect between the analysed
model configurations is the minimum CDNC, which is also appplied in cloud microphysical
calculations. This potentially has a strong effect on e.g. the autoconversion rate. It has been
documented that climate models in general tend to overestimate the magnitude of the indirect
radiative effects of anthropogenic aerosols (Quaas et al., 2009), especially the interaction be-25

tween the amount of aerosols and the cloud liquid water path. The results of this paper provide
tangible evidence that omitting subgrid variability in the model representation of cloud micro-
physical processes significantly contributes to this overestimation.
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Table 1. Experimental setup indicating whether the parameterized components marked on the top row
are calculated in the GCM-scale (–) or in the subcolumn-space (+).

Experiment Radiation cloud activation autoconversion

REF + – –
ACT + + –

ACACT + + +
ACACTRT + + +

Table 2. Present-day global mean values in each model configuration for (from top to bottom) total cloud
cover (Ctot), liquid water path (LWP), ice water path (IWP) and CDNC burden.

REF ACT ACACT ACACTRT

Ctot 73.5 73.8 72.8 73.5
LWP [gm−2] 65.0 67.4 50.3 63.4
IWP [gm−2] 7.1 7.0 7.0 7.0
CDNC burden [cm−2] 3.96×106 3.77×106 2.86×106 3.22×106

Table 3. Pre-industrial global mean values in each model configuration for (from top to bottom) the net
radiation balance, net shortwave (SW) radiation, net longwave radiation (LW), SW cloud radiative effect
(SWCRE) and LW cloud radiative effect (LWCRE) in Wm−2.

REF ACT ACACT ACACTRT

Net 0.75 −0.13 3.42 0.49
SW 232.22 231.52 235.23 231.96
LW −231.47 −231.65 −231.81 −231.47
SWCRE −54.10 −54.76 −51.26 −54.39
LWCRE 27.51 27.29 27.20 27.50
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Fig. 1. Zonal mean cloud properties for present-day conditions for different model configurations (sum-
marized in Table 1) and observations from ISCCP. (a) Vertically integrated total cloud fraction, (b) liquid
water path (LWP) sampled over continents, (c) LWP over oceans, (d) CDNC sampled over continents
at the 890 hPa level, (e) CDNC over oceans, (f) cloud optical depth (τ ) over continents and (g) τ over
oceans. Note that the ISCCP simulator was used to obtain the model estimates for (a), (f) and (g).
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Table 4. Present-day global mean values in each model configuration for (from top to bottom) the net
radiation balance, net shortwave (SW) radiation, net longwave radiation (LW), SW cloud radiative effect
(SWCRE) and LW cloud radiative effect (LWCRE) in Wm−2.

REF ACT ACACT ACACTRT CERES-EBAF

Net −1.36 −2.21 1.62 −1.42 0.79
SW 229.83 229.09 233.16 229.80 240.51
LW −231.20 −231.30 −231.54 −231.22 −239.72
SWCRE −55.92 −56.62 −52.81 −56.01 −47.26
LWCRE 27.74 27.63 27.47 27.76 26.18

Table 5. Global mean aerosol indirect radiative effect in each model configuration given in terms of the
shortwave (AIESW ), longwave (AIELW ) and net (AIENet) radiative forcing in Wm−2.

REF ACT ACACT ACACTRT

AIESW −1.82 −1.86 −1.55 −1.62
AIELW 0.23 0.35 0.27 0.25
AIENet −1.59 −1.51 −1.28 −1.37
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Fig. 2. (a) Autoconversion rate for PI and PD conditions in s−1 at 890 hPa and (b) the relative anthro-
pogenic change for each model configuration.
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Fig. 3. (a) Cloud droplet nucleation rate for PI and PD conditions in cm−3s−1 at 890 hPa and (b) the
relative anthropogenic change for each model configuration.
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Fig. 4. (a) CDNC at the 890 hPa pressure level for PI and PD conditions in cm−3, and (b) the absolute
and (c) relative anthropogenic changes in CDNC.
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Fig. 5. (a) LWP for PI and PD conditions in gm−2, and (b) the absolute and (c) relative anthropogenic
changes in LWP.
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Fig. 6. The net aerosol indirect effect (AIE) for each model configuration in Wm−2.
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