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Abstract. Heterogeneous reactions in the Antarctic strato-
sphere are the cause of chlorine activation and ozone deple-
tion, but the relative roles of different types of PSCs in chlo-
rine activation is an open question. We use multi-year simu-
lations of the chemistry-climate model EMAC to investigate5

the impact that the various types of PSCs have on Antarctic
chlorine activation and ozone loss.

One standard and three sensitivity EMAC simulations
have been performed. In all simulations a Newtonian re-
laxation technique using the ERA-Interim reanalysis was ap-10

plied to simulate realistic synoptic conditions. In the three
sensitivity simulations, we only changed the heterogeneous
chemistry on PSC particles by switching on and off the
chemistry on liquid, NAT and ice particles. The results
of these simulations show that the significance of heteroge-15

neous reactions on NAT and ice particles for chlorine acti-
vation and ozone depletion in Antarctic winter and spring
is small in comparison to the significance of heterogeneous
reactions on liquid particles. Liquid particles alone are suffi-
cient to activate almost all of the available chlorine, with the20

exception of the upper PSC regions between 10 and 30 hPa,
where temporarily ice particles show a relevant contribution.
Shortly after the first PSC occurence, NAT particles con-
tribute a small fraction to chlorine activation.

Heterogeneous chemistry on liquid particles is responsi-25

ble for more than 90 % of the ozone depletion in Antarctic
spring in the model simulations. In high southern latitudes
heterogenous chemistry on ice particles causes only up to
5 DU of additional ozone depletion in the column and het-
erogeneous chemistry on NAT particles less than 0.5 DU.30

The simulated HNO3, ClO and O3 results agree closely
with observations from the Microwave Limb Sounder on-
board NASA’s Aura satellite.
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1 Introduction35

Polar Stratospheric Clouds (PSCs) consist of supercooled
ternary solution (STS, type 1b PSC), nitric acid trihydrate
(NAT, type 1a PSC) and ice particles (type 2 PSC). An
accurate representation of PSCs and sulphuric acid back-
ground/water (binary) aerosol is essential for the correct sim-40

ulation of chlorine activation and polar ozone depletion in
chemistry-climate-models (CCMs). The liquid (cold binary
aerosols and STS particles) and solid particles (NAT and ice
particles) allow heterogeneous reactions to proceed, which
cause the activation of chlorine reservoirs (Solomon et al.,45

1986) and the production of chlorine radicals leading to
ozone destruction. In addition, NAT particles cause deni-
trification of the stratosphere, resulting in a delay in the de-
activation of active chlorine in polar spring (e.g., Toon et al.,
1986; Lowe and MacKenzie, 2008).50

Here we revisit the question of the importance of differ-
ent types of PSC and stratospheric aerosol for heterogeneous
chlorine activation and ozone depletion in Antarctic winter
and spring using the submodel PSC (Kirner et al., 2011) of
the chemistry-climate model ECHAM5/MESSy for Atmo-55

spheric Chemistry (EMAC, Jöckel et al., 2006).
Over the last years a discussion developed about the dif-

ferent contribution of cold binary aerosols, STS, NAT and ice
particles to chlorine activation. Drdla and Müller (2012) have
raised the question of the necessity of NAT and ice particles60

for reaching the full polar stratospheric chlorine activation.
They further argue that even the heterogeneous reactivity on
cold binary aerosol is sufficient to explain the major frac-
tion of polar stratospheric chlorine activation. In contrast,
Solomon et al. (2014) have argued that in sunlit air in the po-65

lar stratosphere, deactivation, i.e. the reformation of HCl and
ClONO2, increases the rate at which heterogeneous reactions
must proceed to keep pace with deactivation.

Wegner et al. (2012) examined the importance of the cold
binary aerosols for chlorine activation in the Arctic winters70



2 O. Kirner et al.: Contribution of liquid, NAT and ice particles to chlorine activation

2004/2005 and 2009/2010 with the help of in-situ observa-
tions. They concluded that the surface area provided by PSCs
did not significantly impact chlorine activation rates in these
both winters. Wohltmann et al. (2013) showed, based on sim-
ulations of the Arctic winter 2009/2010 with the Lagrangian75

model ATLAS, that liquid aerosols alone allow to explain
the observed mixing ratios of active chlorine and ozone from
MLS, ACE-FTS and in-situ measurements.

However, in these Arctic studies the contribution of ice
particles to chlorine activation was not investigated and there80

is still the question if liquid particles are also sufficient to ac-
tivate the complete inorganic chlorine during Antarctic win-
ters. Therefore, we performed a standard EMAC simulation
from 2000 to 2012 and three additional sensitivity simula-
tions from 2005 to 2012 with different assumptions for het-85

erogeneous chemistry on stratospheric aerosol and PSC par-
ticles. By comparing the results of the EMAC standard and
sensitivity simulations it is possible to determine the contri-
bution of liquid particles (in EMAC the cold binary aerosols
and STS particles are not distinguished, see Kirner et al.,90

2011), NAT particles and ice particles to chlorine activation
in polar winter and to determine the corresponding ozone de-
pletion in polar spring.

For comparison of our model results with observations we
choose the Earth Observing System (EOS) Microwave Limb95

Sounder (MLS) (Waters et al., 2006) onboard NASA’s Aura
satellite.

2 The EMAC model

The ECHAM/MESSy Atmospheric Chemistry (EMAC)
model is a numerical chemistry and climate simulation sys-100

tem that includes submodels describing tropospheric and
middle atmosphere processes and their interaction with
oceans, land and human influences (Jöckel et al., 2006).
It uses the Modular Earth Submodel System (MESSy) to
link multi-institutional computer codes (Jöckel et al., 2005).105

The core atmospheric model is the 5th generation Euro-
pean Centre Hamburg general circulation model (ECHAM5,
Roeckner et al., 2006). For the present study we applied
EMAC (ECHAM5 version 5.3.01, MESSy version 1.10) in
the T42L39MA-resolution, i.e. with a spherical truncation110

of T42 (corresponding to a quadratic Gaussian grid of ap-
proximately 2.8◦ by 2.8◦ in latitude and longitude) with 39
vertical hybrid pressure levels up to 0.01 hPa (approximately
80 km) and with a time step of 10 min. The approximate ver-
tical resolution in the stratosphere is between 1.5 and 2.5 km115

decreasing with altitude.
Besides the submodel MECCA1 (Sander et al., 2005) for

the calculation of gas-phase chemistry and the submodel PSC
for the simulation of polar stratospheric clouds (Kirner et al.,
2011) among others the following submodels have been used120

in our study: OFFLEM for offline emissions of trace gases
and aerosols, TNUDGE for tracer nudging (both Kerkweg et

al., 2006), JVAL for the calculation of photolysis rates (Land-
graf and Crutzen, 1998), CONVECT for the parameterisa-
tion of convection (Tost et al., 2006), H2O for stratospheric125

water vapour, RAD4ALL for the radiation calculation, and
HETCHEM for calculating reaction rate coefficients of het-
erogeneous reactions on aerosols (see Jöckel et al., 2006, and
references therein).

Reaction rate coefficients for gas phase reactions and ab-130

sorption cross sections for photolysis are taken from Atkin-
son et al. (2007) and Sander et al. (2011).

A Newtonian relaxation technique for the prognostic vari-
ables temperature, vorticity, divergence and the surface pres-
sure is implemented in EMAC to reproduce realistic synoptic135

conditions. We applied this nudging technique in our simula-
tions above the boundary layer and below 1 hPa with nudg-
ing strengths as recommended in van Aalst (2005) using the
ERA-Interim reanalysis (Dee et al., 2011) from the European
Centre for Medium-range Weather Forecasts (ECMWF).140

3 The submodel PSC

The submodel PSC is based on the “Mainz Photochemi-
cal Box Model” (Crutzen et al., 1992; Müller et al., 1994;
Grooß, 1996; Meilinger, 2000) and was improved and ex-
tended by Buchholz (2005) and Kirner (2008). The sub-145

model PSC simulates the number densities, mean radii and
surface areas of liquid sulphuric acid aerosols, STS, NAT
and ice particles. Different sedimentation schemes for these
particles are included (the trapezoid scheme is used in our
simulations (Buchholz, 2005)). Together with the submodels150

HETCHEM and MECCA1 the reaction rate coefficients and
reaction rates of all heterogeneous reactions are calculated,
which are important for the ozone depletion in polar spring.

Heterogeneous reaction rates and their temperature depen-
dencies on NAT were calculated according to the parametri-155

sation of Carslaw and Peter (1997) based on the measure-
ments of Hanson and Ravishankara (1993). Carslaw and
Peter (1997) also developed a parametrisation for heteroge-
neous reactions on NAT based on the measurements of Ab-
batt and Molina (1992). Using the latter parametrisation re-160

sults in substantially lower (by a factor of more than 50) het-
erogeneous reactivity on NAT and in a significantly reduced
chemical ozone loss (Carslaw et al., 1997); therefore this lat-
ter parametrisation was not considered here.

The heterogeneous reaction rate coefficients on liquid par-165

ticles are taken from Hanson and Ravishankara (1994) and
Hanson et al. (1994). An alternative parametrisation for re-
actions on liquid particles was reported by Shi et al. (2001),
which results however in a heterogeneous reactivity very
close to the one employed here (e.g., Wegner et al., 2012).170

The heterogeneous reactivity of ice particles is much
larger than that of other types of PSCs because of the much
larger surface area of ice PSCs; the uptake coefficients and
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reaction probabilities for ice particles are taken from Sander
et al. (2011).175

The formation of STS (HNO3-H2SO4-H2O) in the model
is based on Carslaw et al. (1995) and occurs through up-
take of nitric acid (HNO3) by liquid sulphuric acid (binary)
aerosols (H2SO4-H2O) (described in detail in Kirner et al.
(2011)).180

The formation of ice particles in the model is based on the
thermodynamic approach of Marti and Mauersberger (1993)
with:

H2O(ice)=

(
eH2O(total)−Eice

H2O

)
p

(1)

The ratio of ice phase to dry air (H2O(ice) in mol mol−1)185

depends on the difference of the total partial pressure of H2O
(eH2O(total) in Pa) and the saturation vapour pressure of H2O
over ice particles (Eice

H2O
in Pa). For the ice nucleation 50 %

H2O supersaturation is assumed to be necessary (Tabazadeh
et al., 1997; Peter and Grooß, 2012).190

With the help of H2O(ice) the total mass of ice particles
(mICE) as well as their total volume (VICE in m3) is calcu-
lated. The total number density (NICE) and the mean ra-
dius (rICE) of ice particles is caluclated with the help of a
minimum ice radius (rmin) and a maximum number density195

of ice particles (Nmax). In our simulations we assumed for
rmin = 1× 10−5 cm and for Nmax = 0.042 cm−3 (Höpfner et
al., 2006).

With NICE and rICE is it possible to calculate the surface
area density of ice (AICE) important for the calculation of the200

heterogeneous reaction rates on ice particles.
There are two parameterisations for the formation of NAT

particles included in the PSC submodel. It is possible to
choose either a “thermodynamical NAT parameterisation”
assuming instantaneous thermodynamical equilibrium (Han-205

son and Mauersberger, 1988) or the new “kinetic growth
NAT parameterisation” based on the efficient growth and
sedimentation algorithm of Carslaw et al. (2002) and van
den Broek et al. (2004) implemented into the submodel by
Kirner et al. (2011). In both cases, NAT formation takes210

place below the NAT existence temperature (TNAT, depend-
ing on the pressure and on the partial pressures of HNO3

and H2O) with the assumption of a necessary super cooling
of 3 K (Schlager and Arnold, 1990; Dye et al., 1992).

We used the kinetic growth NAT parameterisation for this215

study. Hence, also homogeneous NAT nucleation is possible
in our simulations.

The time-related growth of the NAT particles in the kinetic
growth NAT parameterisation is based on the calculation of
the surface growth factor (G in m2s−1):220

G =
D∗HNO3

MNAT

ρNATRgasT

(
eHNO3 − ENAT

HNO3

)
(2)

G is depending on the temperature (T in K), the differ-
ence between the partial HNO3 vapour pressure (eHNO3 in

Pa) and the saturation vapour pressure of HNO3 over NAT
(EHNO3 in Pa), as well as on the diffusion coefficient of225

HNO3 in air (D∗HNO3
in m2 s−1). For negative G, the parti-

cles size decreases through evaporation.
With the help of this surface growth factor it is possible

to simulate the growth of NAT particles. For integration of
this growth concept in EMAC, which is an Eulerian model,230

it is necessary to split the NAT particles into different size
bins. In the kinetic growth NAT parameterisation of the sub-
model PSC consequently a separation into eight size bins is
implemented (see Table 1). The minimum and maximum
NAT radii in the different size bins, as well the maxima of235

the NAT number densities are assumed based on Fahey et al.
(2001).

The total number density of NAT (NNAT) is calculated
as the sum over all eight size bins. The mean NAT radius
(rNAT) is calculated from the NAT radii of each size bin,240

weighted with the corresponding NAT number density. With
NNAT and rNAT is it possible to calculate the surface area
density of NAT (ANAT) important for the calculation of the
heterogeneous reaction rates on NAT particles.

A comprehensive description of the submodel PSC is245

given by Kirner et al. (2011).

4 Performed simulations

Four different EMAC simulations were performed using the
submodel PSC: a standard simulation (Standard) from 2000
to 2012 with heterogeneous chemistry on liquid, NAT and250

ice particles and three additional sensitivity simulations from
2005 to 2012. In the three sensitivity simulations, we only
changed the heterogeneous chemistry on PSC particles by
switching on and off the chemistry on liquid, NAT and ice
particles. We performed one sensitivity simulation with-255

out heterogeneous chemistry (NoHet), one sensitivity simu-
lation with heterogeneous chemistry only on liquid particles
(Liquid) and one sensitivity simulation with heterogeneous
chemistry only on liquid and NAT particles, but excluding
heterogeneous chemistry on ice particles (LiquidNAT) (see260

also Table 2).
Assumptions on the formation and distribution of the PSC

particles are the same for the four simulations. Also the den-
itrification caused by the sedimentation of NAT particles is
simulated in all simulations consistently. Only the assump-265

tions regarding the heterogeneous chemistry on liquid, NAT
and ice particles are different.

Through the assumptions made here in the sensitivity sim-
ulations we only test the impact of the heterogeneous reac-
tivity of the different PSC particle types. An alternative sce-270

nario would be to make assumptions on the formation of PSC
(especially NAT) and test the combined effect of heteroge-
nous chemistry and particle setting.

The chemistry of the standard simulation is initialized
from a previously completed climatological simulation, the275



4 O. Kirner et al.: Contribution of liquid, NAT and ice particles to chlorine activation

meteorological conditions from ERA-Interim reanalysis. For
initialization of the three sensitivity simulations the rerun
files of the standard simulation are used. Boundary condi-
tions for greenhouse gases are in all four EMAC simulations
from the IPCC-A1B scenario (IPCC, 2007). Boundary con-280

ditions for ozone depleting substances (CFCs and halons) are
from the WMO-Ab scenario (WMO, 2007). We increased
the CH3Br boundary condition by a constant value of 5 pptv
(WMO, 2007), because very short lived bromine species are
not included in our simulations.285

The simulation includes a comprehensive chemistry setup
with 104 gas phase species, 234 gas phase reactions, 67 pho-
tolysis reactions, and 11 heterogeneous reactions on liquid
aerosols, NAT and ice particles (Jöckel et al., 2006).

5 The MLS observations290

The Earth Observing System (EOS) Microwave Limb
Sounder (MLS) (Waters et al., 2006) onboard NASA’s Aura
satellite launched on 15 July 2004. It observes in a sun-
synchronous orbit (98◦ inclination) temperature and trace gas
profiles between 82◦S and 82◦N by scanning the Earths limb295

and measuring the microwave emission. The MLS verti-
cal resolution depends on the considered species and usually
ranges between 3-4 km in troposphere/stratosphere and 8 km
in the mesosphere (Livesey et al., 2011).

In this study we are using MLS Level-2 data (Version 3.3)300

to evaluate HNO3, ClO, and O3. In the stratosphere the pre-
cision of the HNO3 profile is about 0.7 ppbv with a verti-
cal resolution between 3 to 5 km (Sect. 3.11, Livesey et al.,
2011). The precision of ClO is between 0.1 and 0.3 ppbv
with a vertical resolution between 3 to 5 km. (Santee et al.,305

2008). In the uppermost troposphere and stratosphere the
precision of MLS O3 data is between 0.04 and 0.5 ppm with
a vertical resolution of about 3 km (Froidevaux et al., 2008).

For comparison with the EMAC results we analysed the
MLS observations of the year 2007 (Figs. 1, 4, and 6).310

6 Mean development of liquid, NAT and ice particles in
EMAC and simulated denitrification

The formation and distribution of PSCs are simulated in
EMAC very reasonably. For example, in Fig. 1 (first to third
row) the simulated denitrification in 46 hPa due to NAT par-315

ticles from the standard simulation is presented. After the
temperature has dropped below 192 K, and thus the neces-
sary temperature threshold is reached for NAT formation,
the first NAT particles are formed on 12 May 2007 over
Antarctica. Due to the continued cooling from 12 May 2007320

to 31 May 2007 the number density of NAT increases to
2.4×10−4 cm−3. Simultaneously, the NAT PSCs are ex-
panding into a larger area. The first hint of denitrification due
to sedimentation of NAT is visible on 19 May 2007. Ongoing
NAT formation and sedimentation of NAT particles leads in325

EMAC to reduced HNO3 in the area in which NAT particles
are present.

The MLS mesurements of HNO3 in 46 hPa (Fig. 1, bottom
row) show almost the same spatial and temporal evolution of
denitrification as in the EMAC simulation. The MLS HNO3330

mixing ratios are in general higher than simulated in EMAC,
but the first hint of denitrification occurs about at the same
time as in the standard simulation and the time development
of HNO3 is similar.

In addition to NAT particles, also ice particles and liquid335

particles are calculated with the submodel PSC. In Fig. 2
the time development of liquid particles, NAT and ice par-
ticles is shown as an average over the latitudes from 80◦ S to
90◦ S and over the five years from 2005 to 2009. The results
shown in Fig. 2 are valid for the standard and for all three340

sensitivity simulations, i.e. the formation and development
of stratospheric aerosol and PSCs are identical for all simu-
lations. NAT is visible from mid-May until October in the
EMAC simulations. The relatively slow increase of the num-
ber density to values of more than 2×10−4 cm−3 by end of345

May is caused by differences in the timing of the first NAT
appearances in the individual years of 2005 to 2009. The
decrease of NAT number densities between June to Septem-
ber is caused by the sedimentation of larger NAT particles
and the related denitrification. Ice particles exist mainly from350

June to September with mean maxima of number densities of
over 0.04 cm−3. In comparison to liquid and NAT particles
they have the largest surface area densities with values up to
38 µm2 cm−3. The liquid particles have the second largest
surface area densities with values up to 6.8 µm2 cm−3, the355

NAT particles the smallest with maxima of 0.11 µm2 cm−3.

7 Contribution of NAT, ice and liquid particles to
stratospheric chlorine activation and ozone depletion

The contribution of heterogeneous reactions on liquid, NAT
and ice particles to chlorine activation and the correspond-360

ing ozone depletion in polar spring is determined by compar-
ing the standard and the sensitivity simulations. The impact
of the liquid particles is assessed by subtracting the results
of the simulation NoHet from the results of the simulation
Liquid. The absolute contribution of additional NAT chem-365

istry is calculated by subtracting the results of the simula-
tion Liquid from the simulation LiquidNAT, and the contri-
bution of additional heterogeneous chemistry on ice particles
by subtracting the results of the simulation LiquidNAT from
the simulation Standard.370

In Figs. 3 to 7 we examine the chlorine activation and
ozone depletion of the different EMAC simulations and com-
pare the results of the standard simulation with MLS observa-
tions. For a better statistics we averaged the simulated ClOx

and O3 results from EMAC over the southern high latitudes375

from 80◦ S to 90◦ S and over the five year time period from
2005 to 2009 (Figs. 3 and 5) and the ozone columns as zonal
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mean over the same five years (Fig. 7). For the comparison
of the EMAC results with MLS observations the year 2007
is chosen (Figs. 4 and 6).380

In Fig. 3, the evolution of ClOx in the standard simula-
tion and the contributions of liquid, NAT and ice particles are
shown. It is obvious that the simulated ClOx development
with maximum values of about 2.9 ppbv is mainly caused
by the heterogeneous chemistry on liquid particles with con-385

tributions up to 2.6 ppbv. There is almost no extra chlorine
activation due to the additional heterogeneous chemistry on
NAT particles with a contribution below 0.1 ppbv and only
a slight additional chlorine activation due to heterogeneous
chemistry on ice particles. Ice particles only show a relevant390

contribution in the upper PSC region in which only few liq-
uid particles are simulated (see Fig. 2). A maximum of about
0.33 ppbv additional ClOx is present in the region between
10 and 30 hPa from end of June until mid-September due to
additional heterogeneous chemistry on ice.395

Liquid particles contribute more than 90% to chlorine ac-
tivation for most of the time in Antarctic winter and spring
in the performed EMAC simulations. The contribution is
almost 100 % from June to August in the region between
30 hPa and 100 hPa. The heterogeneous chemistry of ad-400

ditional ice particles is only relevant in the upper PSC re-
gion, as mentioned above, with maximum contributions in
the range of 10 % to 15 % of the total chlorine activation.
The NAT particles show only a relevant contribution to chlo-
rine activation during the initial PSC occurrence in Mid-May405

in the region between 20 hPa and 50 hPa, with contributions
of up to 10 %.

The MLS measurements of ClO in 79.5◦ S in Antarctic
winter and spring (Fig. 4) compare well with the ClO de-
velompment of the EMAC standard simulation. In EMAC410

and MLS increased ClO mixing ratios are visible between
mid-August and end of September in the middle and upper
stratosphere. In the middle stratosphere maximum values
over 1 ppbv are reached in early September both in the mea-
surements and in the simulation. In the upper stratosphere415

the simulated ClO development is also close to the MLS ob-
servations.

The evolution of ozone in the different EMAC simulations
is shown in Fig. 5. The ozone depletion is highest from mid-
September to late October, resulting in the formation of the420

ozone hole (e.g., Grooß et al., 2011). The largest contribu-
tion to the ozone depletion comes from chlorine activated
on liquid particles with values of more than 2500 ppbv. In
contrast, the contribution that can be attributed to additional
chemistry on ice particles reaches values of only 170 ppbv425

in the upper PSC region between 10 to 30 hPa. A contribu-
tion of NAT particles is visible in the region between 20 to
40 hPa in September and October, but the values are close to
zero.

The comparison of the EMAC ozone evolution with MLS430

in 79.5◦ S in Antarctic winter and spring (Fig. 6) is very rea-
sonable. The observed ozone hole is represented in EMAC,

even if the O3 decrease is slightly smaller than in MLS. In
general, the O3 mixing ratios are slightly higher in EMAC
than in the observations, but the time evolution of O3 agree435

closely with MLS.
Fig. 7 shows the total effect that heterogeneous chemistry

on different PSC particles has on the time development of
the ozone column. The ozone column shows a decrease of
more than 130 DU by early October in high southern lati-440

tudes. Chlorine activation on liquid particles is mainly re-
sponsible for this decrease. The contribution of liquid parti-
cles to the simulated ozone depletion is at least 95 % during
September to October at southern high latitudes.

The contribution of additional heterogeneous chemistry on445

ice particles to Antarctic ozone depletion only reaches 5 DU
and is always less than 5 %. The contribution of additional
heterogeneous chemistry on NAT particles is less than 0.5
DU and thus almost negligible. On the other hand, the NAT
particles are essential for the denitrification in polar spring450

and thus have an additional indirect influence on the forma-
tion of the ozone hole.

8 Conclusions

The significance of heterogeneous reactions on NAT and ice
particles with respect to chlorine activation and ozone deple-455

tion in Antarctic winter and spring is small compared to re-
actions on liquid particles in our simulations performed with
the EMAC model. The simulated heterogeneous chemistry
on liquid particles is sufficient to activate at least about 90 %
of the chlorine.460

Liquid particles alone are sufficient to activate almost all
of the available chlorine, with the exception of the upper PSC
regions between 10 and 30 hPa, where temporarily ice par-
ticles show a relevant contribution when few other types of
PSCs are present. Shortly after the first PSC occurence, NAT465

particles contribute a very small fraction to chlorine activa-
tion.

Heterogeneous chemistry on liquid particles is mainly re-
sponsible for the ozone depletion in polar spring in our
EMAC simulations. In high southern latitudes heterogenous470

chemistry on ice particles causes only up to 5 DU of ad-
ditional ozone depletion in the column and heterogeneous
chemistry on NAT particles less than 0.5 DU.

It might be surprising that the enormous increase of het-
erogeneous reactivity provided by the frequent occurrence of475

ice PSCs has rather little impact on chlorine activation in the
simulations presented here. However, a stronger heteroge-
neous reactivity does not necessarily translate into stronger
chlorine activation. Frequently, chlorine activation through
heterogeneous chemistry is rate limited by the gas phase for-480

mation of reaction partners for heterogeneous reactions (e.g.,
Crutzen et al., 1992; Müller et al., 1994). This is in particu-
larly true for the time period after the initial activation step
when HCl and ClONO2 are titrated against each other on
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the first occurrence of heterogeneous reactivity when tem-485

peratures sink below the threshold for chlorine activation. If
under such circumstances, likely in polar night, ice particles
form days or weeks after the initial activation step, they will
have very little impact on chlorine activation.

The MLS measurements of HNO3, ClO and O3 in Antarc-490

tic winter and spring of 2007 are close to the EMAC simula-
tions. The observed time evolution of these three substances
is represented very reasonably in EMAC, even though the
HNO3 mixing ratios are slighly smaller and O3 mixing ra-
tios slightly higher than in MLS.495

An open question that remains is the influence of our as-
sumed NAT number densities and size distribution based on
Fahey et al. (2001). In other studies (e.g., Northway et al.,
2002; Voigt et al., 2005; Pitts et al., 2011) different NAT
number densities and particle size distributions are observed.500

But the current estimates of NAT number densities are rather
low and in the range of Fahey et al. (2001). In comparison to
the surface area densities of liquid particles and ice parcticles
the NAT surface area densities are low in all studies. There-
fore, the influence of the assumed NAT number densities and505

size distribution should be small.
Here, we have confirmed the dominant role of liquid par-

ticles to polar chlorine activation for Antarctic conditions.
This finding should be taken into account in studies of fu-
ture polar ozone development when the stratospheric halogen510

loading declines. Regarding the future polar ozone evolution
it will be crucial how strong the future cooling in the lower
and middle stratosphere will be in polar winters and how
strong this will affect the occurrence and heterogeneous re-
activity of PSCs (e.g., Butchart et al., 2010; Bohlinger et al.,515

2014). The future increase of the background stratospheric
aerosol, as discussed by Solomon et al. (2011), could also
lead to an altered distribution of liquid particles with impli-
cations for the polar chlorine activation.
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Jöckel, P., Tost, H., Pozzer, A., Brühl, C., Buchholz, J., Ganzeveld,
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Table 1. The eight size bins in submodel PSC used for the kinetic growth NAT parameterisation.

Size bin 1 2 3 4 5 6 7 8

Minimum NAT radius (µm) 0.0 0.2 1.0 2.0 6.0 9.0 12.0 16.0
Maximum NAT radius (µm) 0.2 1.0 2.0 6.0 9.0 12.0 16.0 20.0
Mean NAT radius (rNATbin in µm) 0.1 0.6 1.5 4.0 7.5 10.5 14.0 18.0
Maximum of NAT number density 3.28 3.28 3.28 3.28 3.28 3.28 1.64 1.64
(NNATbin in 10−5 particles cm−3)

Table 2. The four performed EMAC simulations with different as-
sumptions for heterogeneous chemistry.

Simulations Time period Heterogeneous chemistry

Standard 2000–2012 on liquid, NAT and ice particles
NoHet 2005–2012 none
Liquid 2005–2012 on liquid particles
LiquidNAT 2005–2012 on liquid and NAT particles
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Fig. 1. Denitrification in the standard simulation and from MLS – time series of simulated temperature in K (top row) and the simulated
distribution of NNAT in cm−3 (second row) and HNO3 in ppbv from EMAC (third row) and HNO3 in ppbv from MLS (bottom row) for
southern polar latitudes on 46 hPa approximately 21.6 km) for the dates 12 May 2007, 19 May 2007, and 31 May 2007. In the temperature
plots the isothermes of 195 K (white) and 192 K (light blue) are marked.
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Fig. 2. Stratospheric temperature, liquid and solid particles – time series averaged from 80◦ to 90◦ S and over the years 2005 to 2009 for
temperature in K (top left), number densities of NAT (NNAT ) and ice particles (NICE) in cm−3 (top center and right), as well as surface
area densities of liquid particles (ALIQ), NAT (ANAT ) and ice particles (AICE) in µm2 cm−3 (bottom left to right). The results shown are
valid for the standard and for all three sensitivity simulations.
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Fig. 3. Chlorine activation – time series of ClOx in ppbv in the standard simulation during Antarctic winter and spring averaged over
80◦ to 90◦ S and the years 2005 to 2009 (top left) and contribution of liquid particles (top right), additional contribution by activation
on NAT particles (bottom left) and additional contribution by activation on ice particles (bottom right). ClOx is defined as the sum of
ClO + OClO + HOCl + 2Cl2 + 2Cl2O2. Note that the color bars have different units.

Fig. 4. Comparison of ClO from EMAC with MLS observations – time series of ClO in ppbv from MLS (left) and from the standard EMAC
simulation (right) during Antarctic winter and spring of 2007 in 79.5◦ S.



O. Kirner et al.: Contribution of liquid, NAT and ice particles to chlorine activation 13

Fig. 5. Ozone depletion – time series of O3 in ppbv in the standard EMAC simulation during Antarctic winter and spring averaged over
80◦ to 90◦ S and the years 2005 to 2009 (top left) and contribution of liquid particles (top right), additional NAT particles (bottom left) and
additional ice particles (bottom right). Note that the color bars have different units.

Fig. 6. Comparison of O3 from EMAC with MLS observations – time series of O3 in ppbv from MLS (left) and from the standard EMAC
simulation (right) during Antarctic winter and spring of 2007 in 79.5◦ S.
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Fig. 7. Ozone columns – development of ozone column in DU in the standard simulation during Antarctic winter and spring in the Southern
Hemisphere averaged over the years 2005 to 2009 (top left) and contribution of liquid particles (top right), additional NAT particles (bottom
left) and additional ice particles (bottom right) to ozone depletion. Note that the color bars have different units.


