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Anonymous Referee #1 
 
1 General comments 
Overall a good paper, well structured and written, which proposes a useful analysis 
of the constrains brought by future remote-sensing CO2 measurements with high spa- 
tiotemporal resolution on regional-scale CO2 fluxes. It also presents an interesting 
discussion about the target and threshold requirements to answer key carbon cycle 
questions (Section 4). One concern is that while the authors point out the limitations 
of the method used, and in particular the impact of assuming perfect boundary con- 
ditions or incorrect prior error statistics, they do not try to assess (at least partially) 
the sensitivity of their results to those assumptions. This would be especially interest- 
ing here since the high spatiotemporal density of the ASCENDS observations could 
actually result in the inversion being only weakly sensitive to the prior information. In 
addition, the explanations for the difference in posterior errors obtained with the global 
inversion and the regional one are not always well explained. This question of inversion 
technique, while interesting, is somewhat tangential to the main question of instrument 
design, and seems to raise more questions than answers, so the authors might con- 
sider removing section 3.2 and saving the topic for more complete treatment at a later 
date. 
 We thank the referee for the detailed and constructive comments.  We now report results of 
sensitivity tests addressing the issues of boundary conditions and prior uncertainty assumptions 
(Section 4.2).  A simple test inversion in which b.c. are added as solved-for parameters suggests that 
flux uncertainty reductions decrease slightly when b.c. uncertainties are accounted for; however, we 
acknowledge that the exact magnitude of the effect could very much depend on the experimental 
setup.  Another new sensitivity test demonstrates that the posterior uncertainty in many locations is 
not very sensitive to the prior uncertainty and is strongly influenced by the observations.  (Note that we 
have moved the material on the a priori error correlation sensitivity test from the original Sections 3.1 
and 3.3 to the new Section 4.2.) 
 Also, in light of this reviewer's opinion together with that of the second reviewer, we have 
decided to greatly abbreviate the material comparing the regional OSSE results with the global OSSE's 
(Section 3.2) and combine it with the material in the original Section 3.3.  We now show the global 
inversion results only aggregated to the biome level (as well as the results of Gourdji et al. [2012]), 
mainly to provide context for our regional inversion results rather than to quantitatively analyze effects 
of various methodological differences. 
 Note that we have revised the global inversion results to correct an error in the calculation of 
observation uncertainties and also an error in the boundary layer vertical mixing in the transport model 
(both of these errors were specific to the global inversion and not to the regional inversion).  The 
corrected results, shown in the new Figure 10, are not drastically different from the original results, and 
the difference does not affect our conclusions. 

 
2 Detailed comments 
• 
p. 12823, l. 6-8: I don’t follow this explanation. In both the Eulerian and the 
Lagrangian simulations interpolated meteorological fields are used. The ability of 
the Lagrangian model to better simulate filamentation processes compared to the 
Eulerian one stems from the strong diffusion/dilution effects when using Eulerian 
simulations with coarse resolution. 
Our original explanation was indeed inaccurate.  The comparison should be between particle 
dispersion models and gridded transport models rather than between Lagrangian and Eulerian models.  



 

We have modified the explanation, as well as mentioning the diffusion effects of gridded models that 
the reviewer points out. 
 

• 
p. 12822, l. 18: Also, Deng et al., ACP, 2014. 
Done. 

• 
p. 12823, l. 12-16: Articles from Brioude et al. (2011, 2012) (maybe some others 
from the same author) should be cited here. 
We now cite those two papers as well as Brioude et al. [2013]. 

• 
p. 12824, l. 14:"...uncertainty levels in constraining the fluxes that ASCENDS 
observations..." 
Done (with a slight modification to the reviewer's suggested wording). 
 

• 
p. 12826, l. 10-11: It is not very clear what "...the measurements errors at each 
location are scaled to two possible performance levels: 0.5 ppm and 1.0 ppm 
error..." means. Do you use only those constant error values in this study (with 
differences only due to the number of observations within each pixel)? It seems 
like from the reading of the next sections, but it should be better clarified here. 
No, the error for each observation is not constant, but a function of OD and surface backscatter data, 
as described in the preceding sentences.  Those values are scaled to reference 10-s average error 
levels for a particular set of conditions:  OD = 0 and surface reflectivity equal to that at Railroad Valley, 
Nevada.  We have now improved the text to clarify that. 

• 
p. 12830, l. 16: Not clear over what the average is done here. 
We now provide additional explanation:  the footprints are averaged for all the 5-km receptor locations 
that fall within a 10-s averaging period along the satellite track.  In an earlier section (2.2), we’ve also 
added the distance corresponding to that interval:  67 km. 

• 
Section 3.1: I think this section should be simplified a bit. The posterior error 
reduction always results from the combined effects of the observation sensitiv- 
ities (Jacobian), observational errors, and prior errors. Here the authors focus 
on describing the relative contribution of each of them to explain the uncer- 
tainty patterns observed. I would rather put more emphasis on the implication 
of the error reduction spatial distributions in term of constraints on specific CO2 
sources/sinks sectors for instance. 
We have now simplified this section, and de-emphasized statements identifying the contributors to 
uncertainty reduction, given that that knowledge is already well established.  Regarding specific 
sources and sinks, in the following section (3.2), we do discuss the implications of the error reductions 
for constraining fluxes from particular biomes, such as tundra or Eastern temperate forest.  Also, we 
compare flux constraints for different seasons in both this section and the next.   
 

• 
p. 12831, l.6: The recent satellite-based regional CH4 inversion by Wecht et al. 
(JGR, 2014) discusses and treats the issue of boundary conditions explicitly. This 
aspect is a critical factor in the derivation of regional constraints for CH4, and thus 
one must assume that it is an even greater factor for CO2. That the issue is only 
raised here as part of the discussion of uncertainty in 4.2, but not factored into the 
actual results, is of considerable concern. At the very least, this potentially large 
limitation should be mentioned in the abstract to qualify the estimated inversion 
performance. 
We have now added a sensitivity test for b.c.  (See response to general comments above.)  We now 
also mention the sensitivity of our results to b.c. and other assumptions in the abstract. 

• 
p. 12833, l. 27-28: I don’t agree with this statement: " The reason for this is 
that longer a priori error correlation lengths result in fewer “unknowns” to be con- 
strained by the observations". Longer error correlations essentially better transfer 



 

the observational information throughout the control vector elements (the fluxes 
here), which results in stronger constraints for each flux in average. Although it 
mechanically results in fewer "unknowns" to be solved for, saying the latter is the 
cause for the larger uncertainty reduction is confusing I think. 
We have removed that sentence.  We keep the sentence that followed that one, which is consistent with 
the reviewer's preferred explanation. 
 
• 
p. 12834, l.18: Please specify what model is used here. 
We’ve now specified the model, PCTM [Kawa et al., 2004], in Section 3.2, 2

nd
 paragraph. 

• 
p. 12834, l.26-28: Are you using the method described in Chevallier et al. (2012) 
(Appendix B)? If yes, please explicitly refer to this paper. 
No, our method for aggregating variances is based on general statistical methods, not specifically a 
method described in a particular paper. 
 

• 
p. 12835, l.10: It would be good to explain what is the basic principle of this 
(estimate-truth) statistics methodology. 
Now that we have de-emphasized the comparison of the regional OSSE with the global one, we do not 
feel that it is appropriate to include too much text describing the global OSSE methodology.  We do, 
however, include in the new section, “Results Aggregated to Biomes and Continent, and Compared 
with Other Inversion Systems” (3.2), a reference to the paper by Baker et al. [2010] that provides the 
methodological details. 

• 
p. 12835, l.12: "in results"<–>"in error reductions" 
We have deleted most of the section containing this sentence. 

• 
p. 12835, l. 11-28: The explanations given for the higher error reductions ob- 
tained with the global inversion compared to the regional one are not clear. Are 
the models/meteorological fields used in both simulations the same (could have 
a great impact)? How much might the different means of calculating (Lagrangian) 
versus estimating (variational) the uncertainties play a role? Assuming the same 
model is used, and that only the resolution is different from the two inversions, 
the only scale-dependent errors I can see are the aggregation errors (the au- 
thors should cite and refer to Bocquet et al. (2011) here for the definition of this 
concept). Assuming the observation information is the same (i.e. same errors), 
an increase in uncertainty reduction could happen if the aggregated prior errors 
are higher than those at fine resolution for instance. I think the authors need 
to substantially expand upon their explanations here, or consider removing this 
section. 
As described above in our response to the general comments, we have now deleted much of this 
section, and we now show the global inversion results only aggregated to the biome level, mainly to 
provide context for our regional inversion results rather than to quantitatively analyze effects of 
various methodological differences.   
As the referee suggested, we have added a citation of Bocquet et al. [2011] in discussing aggregation 
error (in the Introduction section rather than in the text on the global inversion that no longer exists). 

• 
p. 12836, l. 15 -17: Not necessary. 
We have deleted that sentence. 

• 
p. 12837, l.23: "... the comparison is not totally consistent..." 
We’ve made that change. 

• 
p. 12838, l.23-end: That’s a good point. However, it would be useful to quantify 
explicitly the relative contribution of the observational information to the meeting 
of the target requirement (i.e. where is the prior error already very close to the 
target level?). A map showing this relative contribution might be useful here. 



 

We’ve added a plot in the current Figure 10 (panel e) that shows the fractional uncertainty reduction 
necessary for each biome to meet the target requirement.  This is one way to quantify the contribution 
of the observations to meeting the target, ranging from 0 for desert (where the prior uncertainty is 
already at the target) to 85% for eastern temperate, with most of the amounts being greater than 50%.  
We do not feel that a map is necessary, given that this is a biome-scale target rather than a grid-scale 
target. 

• 
Section 4.2: Given the high spatiotemporal density of the ASCENDS data, it 
would be interesting to assess how much the uncertainty reduction depend on 
the prior errors , which are often incorrectly specified. I think it is a key question 
in general for such inversions to understand how much we depend on our prior 
information. 
We have now added a sensitivity test for prior uncertainties.  (See response to general comments 
above.) 

• 
p. 12842, l. 7: for all wavelengths? 
Yes, this quantity is an average over the two wavelengths.  We’ve added text that explains this 
explicitly. 

• 
p. 12842, l.11-12: "... it has fever unknowns to be solved for...". Again, this 
argument is not clear. 
Most of the text on the comparison of the regional and global inversions, including this paragraph, has 
been deleted. 

• 
p. 12842, l.24-28: Although this could be left for future investigations, I think 
testing at least 2 different sets of boundary conditions as well as two different 
prior error scenarios would strengthen this study. 
We’ve added sensitivity tests on b.c. and prior uncertainties, as described above. 

• 
Figure 3: What is F here? One could think F is the flux and therefore σF/F 
unitless. Please clarify. 

We’ve now added the definition, F ≡ flux, in the caption. 
 
Anonymous Referee #2 
 
This study used Observation System Simulation Experiments to assess impacts from 
the ASCENDS observations on top-down regional flux estimates. In particular, it high- 
lighted the potential for inferring flux estimates at high temporal and spatial resolutions 
from dense space-borne XCO2 observations. It is well written, and I recommend it for 
publication after some modifications. 
 
We thank the referee for the constructive comments.   

 
Major comments: 
1. Instead of the complete flux inversions, only the error reductions have been calcu- 
lated in this study. So, it did not fully assess the ability for their flux inversion system 
to recover the ’true’ regional fluxes by assimilating ASCENDS observations. For ex- 
ample, the possible adverse effects from errors in boundary conditions and errors in 
model transport have not been quantitatively investigated, although they have provided 
some interesting discussions in Section 4. 
We do acknowledge in the manuscript that we did not conduct complete inversions and chose to focus 
on uncertainty reduction brought about by the measurements, assumed to be free of systematic errors.  
This type of analysis can be accomplished without the use of a complete inversion, and can be 
considered separately from the effect of transport errors, which are a type of systematic error.  (We 
qualitatively discuss systematic errors in Section 4.3.)  Furthermore, related studies have 
demonstrated the ability to recover “true” fluxes from observations.  For example, Gourdji et al. [2010] 
conducted a full inversion over North America at the same spatial resolution for fluxes as our study 
and using the same transport model, WRF-STILT, although they used a different data set (tower 

http://www.atmos-chem-phys-discuss.net/14/C6328/2014/acpd-14-C6328-2014-print.pdf#page=1
http://www.atmos-chem-phys-discuss.net/14/C6328/2014/acpd-14-C6328-2014-print.pdf#page=1


 

network).  As another example, a global OSSE that is a companion to our regional OSSE involved a full 
inversion using synthetic ASCENDS observations.  Regarding boundary condition errors, we have now 
added a sensitivity test on b.c. in Section 4.2. 
 

2. I am not sure whether the comparisons with the error reductions in global flux in- 
version experiments have significantly enhanced the main discussions. Instead I’d like 
to see, to which extent the global flux inversions based on ASCENDS measurements 
could reduce boundary condition errors as discussed in Section 4.2. 
We have de-emphasized the comparison of the regional and global OSSE results, as described in our 
response to the general comment of Referee #1 above.  As for the suggestion to demonstrate the 
ability of a global ASCENDS inversion to reduce boundary condition errors for a regional inversion, we 
agree that that would be an informative analysis.  However, we see it as lying outside the focus area of 
our regional OSSE, and worthy of presentation in a separate paper.  What is more directly relevant for 
our paper is how b.c. errors translate to regional flux errors.  We have addressed this issue to a certain 
extent through a new sensitivity test in Section 4.2.  Assessing the impact of systematic errors in b.c. 
would require additional analysis. 

 
Minor Comments: 
1. Page 12824, Line 21: ’Kx=c, where x is the vector of fluxes, and c denotes concen- 
trations’, 
This statement is not accurate as the definition of the Jacobian, as the concentrations 
also have contributions from background or in-flows etc. 
Good point.  We have changed the definition so that it no longer contains that misleading equation and 
instead refers to the sensitivity of concentrations to changes in the state vector elements. 
 

2. Page 12826, line 13: ’The errors for 5km (0.74s) individual CALIPSO ...’, 
What is the footprint size for the aggregated 10s observations ? 
We’ve added that piece of information:  67 km. 
 

3. Page 12834, line 23:’, and the assumption of zero a priori correlation ...’, 
Are the temporal error correlations of apriori flux estimates set to be zero as well ? 
Yes, temporal error correlations are zero.  We have now removed the parenthetical about the coarser 
spatial scale that led to the reviewer’s question. 
 

4. Page 12835, line 16: ’Thus in our inversion, less information is available ...’. 
The phrase of ’less information’ can be misleading. 
We have actually deleted most of the material in this section (comparison of regional and global OSSEs 
at grid scale), including that sentence. 

 
5. Page 12852, Caption: (10−6 ppmv−1 hPa−1) 
Is this unit (ppmv−1) right ? 
Yes, it’s right.  We’ve added the phrase “per ppmv of CO2” after the term “Vertical weighting functions”. 
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Abstract  23 

Top-down estimates of the spatiotemporal variations in emissions and uptake of CO2 will benefit 24 

from the increasing measurement density brought by recent and future additions to the suite of in 25 

situ and remote CO2 measurement platforms.  In particular, the planned NASA Active Sensing of 26 

CO2 Emissions over Nights, Days, and Seasons (ASCENDS) satellite mission will provide 27 

greater coverage in cloudy regions, at high latitudes, and at night than passive satellite systems, 28 

as well as high precision and accuracy.  In a novel approach to quantifying the ability of satellite 29 

column measurements to constrain CO2 fluxes, we use a portable library of footprints (surface 30 

influence functions) generated by the WRF-STILT Lagrangian transport model in a regional 31 

Bayesian synthesis inversion.  The regional Lagrangian particle dispersion model framework is 32 

well suited to make use of ASCENDS observations to constrain fluxes at high resolution, in this 33 

case at 1° latitude x 1° longitude and weekly for North America.  We consider random 34 

measurement errors only, modeled as a function of mission and instrument design specifications 35 

along with realistic atmospheric and surface conditions.  We find that the ASCENDS 36 

observations could potentially reduce flux uncertainties substantially at biome and finer scales.  37 

At the 1° x 1°,grid scale and weekly resolution scale, the largest uncertainty reductions, on the 38 

order of 50%, occur where and when there is good coverage by observations with low 39 

measurement errors and the a priori uncertainties are large.  Uncertainty reductions are smaller 40 

for a 1.57 µm candidate wavelength than for a 2.05 µm wavelength, and are smaller for the 41 

higher of the two measurement error levels that we consider (1.0 ppm vs. 0.5 ppm clear-sky error 42 

at Railroad Valley, Nevada).  Uncertainty reductions at the annual, biome scale range from ~40% 43 

to ~75% across our four instrument design cases, and from ~65% to ~85% for the continent as a 44 

whole.  Tests suggest that the quantitative results are moderately sensitive to assumptions 45 



 

regarding a priori uncertainties and boundary conditions.  Our uncertainty reductions at various 46 

scales are substantially smaller than those from a global ASCENDS inversion on a coarser grid, 47 

demonstrating how quantitative results can depend on inversion methodology.  The a posteriori 48 

flux uncertainties we obtain, ranging from 0.01 to 0.06 Pg C yr
-1

 across the biomes, would meet 49 

requirements for improved understanding of long-term carbon sinks suggested by a previous 50 

study.   51 

 52 

53 



 

1.  Introduction 54 

 Quantification of surface fluxes of CO2 and other greenhouse gases (GHG) over a range 55 

of spatial and temporal scales is of critical importance for understanding the processes that drive 56 

source/sink variability and climate-biogeochemistry feedbacks.  The need to monitor GHG 57 

fluxes also follows from climate policy initiatives such as the Kyoto Protocol and possible 58 

follow-on agreements, along with their implementation (e.g., emissions trading and treaty 59 

verification). While direct “bottom-up” (inventory) approaches are considered accurate to within 60 

10% in the annual mean for fossil fuel CO2 emissions in North America [Gurney et al., 2009], 61 

“top-down” (inverse) methods are the tool of choice to infer CO2 sources and sinks from the 62 

terrestrial biosphere and oceans on a range of scales [Peters et al., 2007]. In the top-down 63 

approach, fluxes are inferred from atmospheric CO2 measurements by means of an atmospheric 64 

transport model linking the measurements to fluxes upwind. The availability of abundant and 65 

accurate measurements and realistic transport models is key to the success of this approach [e.g. 66 

Enting et al., 1995]. Consequently, large investments have been made in establishing reliable 67 

measurement networks, including in situ measurements of CO2 concentrations from the surface, 68 

towers, and aircraft (e.g. the NOAA ESRL Carbon Cycle Cooperative Global Air Sampling 69 

Network [Dlugokencky et al., 2013], and the Earth Networks Greenhouse Gas Network, 70 

http://ghg.earthnetworks.com/), and satellite missions dedicated to measurement of CO2 column 71 

amounts.  The last include the Greenhouse gases Observing SATellite (GOSAT) launched in 72 

January, 2009 [Yokota et al., 2009], the Orbiting Carbon Observatory 2 (OCO-2) to be launched 73 

in 2014 [Crisp et al., 2008; Eldering et al., 2012], and the planned Active Sensing of CO2 74 

Emissions over Nights, Days, and Seasons (ASCENDS) mission recommended by the U.S. 75 

National Academy of Sciences Decadal Survey [NRC, 2007]. 76 



 

 The objective of our study is to quantify the ability of ASCENDS column measurements 77 

to constrain CO2 fluxes top-down at relatively high resolution.  The ASCENDS active 78 

measurement concept offers unique capabilities compared with passive satellite systems that rely 79 

on thermal emission or reflected sunlight [Kawa et al., 2010].  These capabilities will enhance 80 

spatial and temporal coverage while providing high precision and accuracy.  ASCENDS will 81 

extend coverage through its ability to sample in small cloud gaps and through thin clouds 82 

without interference.  In addition, since a lidar-based system does not require the presence of the 83 

sun, it allows for observations of high-latitude regions during winter.  Measurements can be 84 

made both night and day, thereby reducing sampling bias due to (and potentially providing 85 

constraints on) diurnal variations in CO2 fluxes driven by ecosystem respiration and primary 86 

production.    87 

 Global studies of the impact of satellite measurements on top-down estimates of CO2 88 

fluxes, beginning with the study of Rayner and O’Brien [2001], have established the benefit of 89 

using satellite measurements for constraining CO2 fluxes at a precision level similar to or better 90 

than that provided by existing in situ networks. At present, these approaches estimate the 91 

reduction of flux uncertainties stemming from the availability of satellite data using an inverse 92 

solution for relatively coarse grid boxes or regions at weekly to monthly resolution [e.g. 93 

Houweling et al., 2004; Chevallier et al., 2007; Feng et al., 2009; Baker et al., 2010; Kaminski et 94 

al., 2010; Hungershoefer et al., 2010; Basu et al., 2013; Deng et al., 2014]. The present study 95 

extends these global studies to the regional scale using simulated ASCENDS data.  Regional 96 

trace gas inversions are well-suited for making use of high-density satellite observations to 97 

constrain fluxes at fine scales.  Regional transport models are less computationally expensive to 98 

run than global transport models for a given resolution, so it is more tractable to run a regional 99 



 

model at high resolution.  The more precise determination of source-receptor relationships 100 

allows one to solve for fluxes at a finer resolution.  This reduces potential “aggregation error” 101 

resulting from assuming fixed fine-scale flux patterns when optimizing scaling factors on a 102 

coarser scale [Kaminski et al., 2001; Engelen et al., 2002; Gerbig et al., 2003; Bocquet et al., 103 

2011]. 104 

 We use a novel approach for our inversions that facilitates high-resolution evaluation of 105 

satellite column measurements. The approach relies on a Lagrangian, (or airmass-following,) 106 

transport model (as opposed to an Eulerian, or fixed-frame-of-reference, model), run backward 107 

in time from the observation points (receptors) using ensembles of particles, to generate 108 

footprints describing the sensitivity of satellite CO2 measurements to surface fluxes in upwind 109 

regions.  Lagrangian particle dispersion modelsThis approach enables more precise simulation of 110 

transport in the near field than gridded transport modelsrunning source pulses through an 111 

Eulerian (with fixed frame of reference) transport model, since, in the former, particle locations 112 

are not restricted to a grid and meteorological fields are interpolated to the subgrid-scale 113 

locations of particles.  Thus, filamentation processes, for example, can be resolved [Lin et al., 114 

2003], artificial diffusion over grid cells is avoided, and representation errors [Pillai et al., 2010] 115 

are minimized.  The Lagrangian approach, implemented in the backward (receptor-oriented) 116 

mode, offers a natural way of calculating the adjoint of the atmospheric transport model.   The 117 

utility of Lagrangian particle dispersion models is well established for regional trace gas flux 118 

inversions involving in situ observations [e.g. Gerbig et al., 2003; Lin et al., 2004; Kort et al., 119 

2008, 2010; Zhao et al., 2009; Schuh et al., 2010; Göckede et al., 2010a; Brioude et al., 2011, 120 

2012, 2013; Gourdji et al., 2012; Miller et al., 2012, 2013; McKain et al., 2012; Lauvaux et al., 121 

2012].  A convenient feature of Lagrangian footprints is their portability—they can be shared 122 



 

with other groups and readily applied to different flux models, inversion approaches, and 123 

molecular species, thus enabling comparisons based on a common modeling component.  In 124 

addition, footprints for different measurement platforms can be merged easily in an inversion. 125 

In this observing system simulation experiment (OSSE), we utilize the Stochastic Time-126 

Inverted Lagrangian Transport (STILT) particle dispersion model [Lin et al., 2003] driven by 127 

meteorological fields from the Weather Research and Forecasting (WRF) model [Skamarock and 128 

Klemp, 2008] in a domain encompassing North America, in a Bayesian inversion.  The WRF-129 

STILT [Nehrkorn et al., 2010] footprints are used to compute weekly flux uncertainties over a 1° 130 

latitude x 1° longitude grid.  This study focuses on land-based biospheric fluxes.  We report 131 

results based on realistic sampling and observation errors for a set of ASCENDS instrument 132 

designs and other input data fields for year 2007.  Section 2 provides details on our inputs and 133 

inversion methods, and presents examples of observation uncertainties, a priori flux 134 

uncertainties, and WRF-STILT footprint maps.  Section 3 presents posterior flux uncertainty 135 

results at various spatial and temporal scales, as well as comparisons with other studies, 136 

including preliminary results from a companion global ASCENDS OSSE.  Section 4 discusses 137 

target and threshold requirements for instrument design parameters with respect to addressing 138 

key scientific questions.  It also discusses sensitivity to additional sources of uncertainty and 139 

limitations of our analysis, as well as other considerations regarding ASCENDS.  Section 5 140 

contains concluding remarks. 141 

 142 

 143 

2.  Methods 144 

2.1.  Inversion Approach 145 
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We use a Bayesian synthesis inversion method, which optimizes the agreement between 146 

model and observed CO2 concentrations and a priori and a posteriori flux estimates in a least-147 

squares manner [e.g. Enting et al., 1995].  Since we focus on random uncertainty error levels in 148 

estimating constraining the constraint on fluxes that using ASCENDS observations will provide, 149 

we did not perform a full inversion and computed only the a posteriori flux error covariance 150 

associated with the inversion solution.  The a posteriori flux error covariance matrix is given by 151 

111
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 153 

We directly solve for Ŝ , the square roots of the diagonal elements of which provide the estimates 154 

of the a posteriori flux uncertainties. 155 

We solve for flux uncertainties in each land cell on a 1° x 1° grid across North America 156 

(from 10°N to 70°N and from 170°W to 50°W).  The time span is 5 weeks in each of the 4 157 

seasons in 2007 (the first 4 weeks of January, April, July, and October plus the week preceding 158 

each of those months).  We focus on weekly flux resolution in this study, rather than daily or 159 

higher resolution, for computational efficiency.  In addition, the Decadal Survey called for a 160 

satellite mission that can constrain carbon cycle fluxes at weekly resolution on 1° grids [NRC, 161 

2007].  The ASCENDS observations would likely also provide significant constraints on fluxes 162 

at higher resolutions such as daily, as suggested by test inversions not reported here.  163 

We solve Eq. (1) using the standard matrix inversion function in the Interactive Data 164 

Language (IDL) software package.  We verified the solution using the alternative singular value 165 



 

decomposition approach [Rayner et al., 1999], again in IDL.  Given the large dimensions of the 166 

matrices-- more than 15,000 10-s average observations each month and 13,205 weekly flux 167 

elements over each 5-week period, the procedure requires large amounts of computer memory 168 

but a modest amount of processing time--several hours per monthly inversion on the NASA 169 

Center for Climate Simulation high-performance computing system.  170 

 171 

2.2.  Observational Sampling and Simulated Measurement Uncertainties 172 

 We consider candidate lidar wavelengths near 1.57 µm and 2.05 µm [Caron and Durand, 173 

2009].  These have peak sensitivities in the mid- and lower troposphere, respectively (Figure 1).  174 

Other candidate wavelengths with different vertical sensitivities and error characteristics are 175 

possible and could be assessed with the same inversion methodology.  We derive the 176 

temporal/spatial sampling and random error characteristics for ASCENDS pseudo-data based on 177 

real cloud/aerosol and surface backscatter conditions for year 2007 in a method similar to that of 178 

Kawa et al. [2010].  Observation locations are taken from Cloud-Aerosol Lidar and Infrared 179 

Pathfinder Satellite Observation (CALIPSO) satellite orbit tracks.  We use only locations that fall 180 

within the domain used in the WRF runs (Section 2.4), excluding those within 400 km of the 181 

boundaries to provide adequate WRF coverage to simulate back trajectory calculations inside the 182 

domain (Figure 2).  The errors are calculatedions useas a function of CALIPSO optical depth 183 

(OD) measured by CALIPSOdata, together withand surface backscatter calculated from 184 

Moderate Resolution Imaging Spectroradiometer (MODIS) satellite reflectance over land or glint 185 

backscatter, calculated using 10-m analyzed wind speeds [Hu et al., 2008] interpolated to the 186 

sample locations, over ocean.  Samples with total column cloud plus aerosol OD > 0.7 are 187 

rejected.  For each wavelength case, the measurement errors at each location are scaled to two 188 



 

possible performance levels:  0.5 ppm and 1.0 ppm error (10 s average) under clear-sky 189 

conditions (cloud/aerosol OD = 0) with for a reflectivity equal to that found at a reference site, 190 

Railroad Valley (RRV), Nevada.  The errors for each 5 km (0.74 s) individual CALIPSO 191 

observation point are aggregated over 10- s (67 km) intervals to increase signal-to-noise for the 192 

pseudo-data, using the formula          
        

  
   

  , where N is the number of valid 5 km 193 

observations across the 10-s span. Such a 10-s, conditionally-sampled measurement is expected 194 

to represent the basic ASCENDS CO2 data granule.  The uncertainties in the series of 10-s 195 

pseudo-data are assumed to be uncorrelated, i.e. the observation error covariance matrix Sε is 196 

diagonal.   197 

 Examples of the coverage of ASCENDS observations available for analysis and their 198 

associated uncertainties (for a reference uncertainty at RRV of 0.5 ppm) are shown in Figure 2 199 

over seven-day periods in January and July for the two candidate wavelengths.  ASCENDS 200 

provides dense coverage over the domain with few large gaps, especially in July.  A large 201 

majority of the 10 second-average observations have uncertainties of < 2 ppm in all four cases 202 

except for 2.05 µm in January.  The uncertainties are especially small over land areas, which is 203 

helpful for constraining terrestrial fluxes.  The uncertainties are generally larger for 2.05 µm than 204 

for 1.57 µm (by a factor of 1-1.6 over snow-free land and a factor of 1.6-1.8 over snow-/ice-205 

covered areas) except in ice-free oceanic areas, where the uncertainties are similar (Figure 2e and 206 

2f).   207 

 208 

2.3.  A Priori Flux Uncertainties 209 

 We derived a priori flux uncertainties at 1° x 1° resolution from the variability of net 210 

ecosystem exchange (NEE) in the Carnegie-Ames-Stanford-Approach (CASA) biogeochemical 211 



 

model coupled to version 3 of the Global Fire Emissions Database (GFED3) [Randerson et al., 212 

1996; van der Werf et al., 2006; 2010].  CASA-GFED is driven with meteorological data from 213 

the Modern-Era Retrospective Analysis for Research and Applications (MERRA) [Rienecker et 214 

al., 2011].  In the version of CASA used here, a sink of ~100 Tg C yr
-1

 is induced by crop 215 

harvest in the U.S. Midwest that is prescribed based on National Agriculture Statistics Service 216 

data on crop area and harvest.  We neglected uncertainties in fossil fuel emissions, assuming like 217 

most previous inversion studies that those emissions are relatively well known.  We ignored 218 

oceanic fluxes as well for this study, since their uncertainties are also relatively small [e.g. Baker 219 

et al., 2010].   220 

 The a priori flux uncertainties were specifically derived from the standard deviations of 221 

daily mean CASA-GFED NEE over each month in 2007, divided by √7 to scale approximately 222 

to weekly uncertainties.  This approach assumes that the more variable the model fluxes are in a 223 

particular grid cell and month, the larger the errors tend to be; the same reasoning has been 224 

applied in previous inversion studies to the estimation of model-data mismatch errors [e.g. Wang 225 

et al., 2008].  We enlarged the resulting uncertainties uniformly by a factor of 4 to approximate 226 

the magnitude of those used in the global ASCENDS OSSE described in Section 3.2 of this 227 

paper; these are, in turn, essentially the same as the standard ones of Baker et al. [2010], based 228 

on differences between two sets of bottom-up flux estimates.  In addition to allowing for better 229 

comparison of the two OSSEs, the enlargement by a factor of 4 is consistent with suggestions by 230 

biospheric model intercomparisons that the true flux uncertainty is greater than that based on a 231 

single model’s variability [Huntzinger et al., 2012]. 232 

 Off-diagonal elements of the a priori flux error covariance matrix are filled using spatial 233 

and temporal error correlations derived from an isotropic exponential decay model with month-234 



 

specific correlation lengths (Table 1) estimated from ground-based and aircraft CO2 data in a 235 

North America regional inversion by Gourdji et al. [2012].  Although these correlation lengths 236 

are not strictly applicable to our study, which has a different setup from that in the geostatistical 237 

inverse modeling system of Gourdji et al., they are nonetheless reasonable estimates in general 238 

for the purposes of this study.  Note that Gourdji et al. used a 3-hourly flux resolution, so the 239 

temporal correlation lengths may be too short for the coarser weekly resolution of our study. 240 

Chevallier et al. [2012] show that aggregation of fluxes to coarser scales increases the error 241 

correlation length.  The analysis by Chevallier et al. [2012] using global flux tower data found a 242 

weekly-scale temporal error correlation length of 36 days, longer than the values we use.  They 243 

found a spatial correlation length of less than 100 km at the site scale (~1 km), increasing to 500 244 

km at a 300 km-grid scale; our correlation lengths (100 km-grid) mostly fall within that range.  245 

In a test, we used alternative values for the spatiotemporal correlation lengths derived from the 246 

Chevallier et al. study, and found that the inversion results are moderately sensitive (Section 247 

43.21).   248 

 Our CASA-GFED-based a priori flux uncertainties, scaled to approximate the values 249 

used by Baker et al. [2010], are shown in Figure 3.  The largest uncertainties occur generally 250 

where the absolute value of NEE is highest, e.g., in the “Corn Belt” of the U.S. in summer.  The 251 

spatial and seasonal variations exhibit similarities to those of Baker et al.   252 

 253 

2.4.  WRF-STILT Model, Footprints, and Jacobians 254 

 The STILT Lagrangian model, driven by WRF meteorological fields, has features, 255 

including a realistic treatment of convective fluxes and mass conservation properties, that are 256 

important for accurate top-down estimates of GHG fluxes that rely on small gradients in the 257 



 

measured concentrations [Nehrkorn et al., 2010].  In the present application of STILT 258 

(www.stilt-model.org, revision 640), hourly output from WRF version 2.2 is used to provide the 259 

transport fields at a horizontal resolution of 40 km with 31 eta levels in the vertical, over a North 260 

American domain (Figure 2a). Meteorological fields from the North American Regional 261 

Reanalysis (NARR) at 32-km resolution are used to provide initial and boundary conditions for 262 

the WRF runs. To prevent drift of the WRF simulations from the analyses, the meteorological 263 

fields (horizontal winds, temperature, and water vapor at all levels) are nudged to the NARR 264 

analysis every 3 hours with a 1-hour relaxation time and are reinitialized every 24 hours (at 00 265 

UTC). Simulations are run out for 30 hours, but only hours 7-30 from each simulation are used 266 

to avoid spin-up effects during the first 6 hours. The WRF physics options used here are the 267 

same as those described by Nehrkorn et al. [2010]. 268 

 A footprint quantitatively describes how much surface fluxes originating in upwind 269 

regions contribute to the total mixing ratio at a particular measurement location; it has units of 270 

mixing ratio per unit flux. This is to be distinguished from a satellite footprint, the area of earth 271 

reflecting the lidar signal. In the current application, footprints are computed for each 5-km 272 

simulated observation that passes the cloud/aerosol filter in January, April, July, and October 273 

2007 at 3-hour intervals back to 10 days prior to the observation time. Separate footprint maps 274 

have been computed for 15 receptor positions above ground level for the purpose of vertically 275 

convolving with the lidar weighting functions and producing one weighted-average footprint per 276 

measurement. (The receptors are spaced 1 km apart in the vertical from 0.5 to 14.5 km AGL.) 277 

This procedure results in ~90,000 footprint calculations per day, placing stringent demands on 278 

our computational approach. In this study, STILT simulates the release of an ensemble of 500 279 

particles at each receptor in the column. 280 

http://www.stilt-model.org/


 

 It is important to note that although a footprint is defined for each of the 15 vertical 281 

levels, the footprint expresses the sensitivity of the mixing ratio measured at the receptor point 282 

located at that vertical level to the surface fluxes upwind, not the fluxes upwind at the same 283 

level. So intuitively, the footprints defined for receptor points located at high altitudes (e.g. 12.5, 284 

13.5, 14.5 km) are often zero, indicating that a receptor at that upper level is not influenced by 285 

surface fluxes inside the domain (within the 10 day span examined here). Conversely, receptor 286 

points located at the lowest levels (e.g. 0.5, 1.5, 2.5 km) tend to have large footprints (with 287 

values of the order of 10
-3

 ppm/(μmol/m
2
/s) or higher), being most influenced by nearby surface 288 

fluxes.  289 

 Figure 4 shows the vertically-weighted footprints of a selected column measurement 290 

location (in southern Canada) over 10 days for the 1.57 and 2.05 µm wavelengths.  Non-zero 291 

footprints occur wherever air observed at the receptor site has been in contact with the surface 292 

within the past 10 days.  Patterns of vertical and horizontal atmospheric motion explain the 293 

somewhat unexpected spatial patterns of the footprints in this particular example, with very high 294 

values occurring at a significant distance upwind of the receptor (in the vicinity of Texas and 295 

Oklahoma) as well as immediately upwind.  Vertical mixing lifts the signature of surface fluxes 296 

to higher levels, so that it can be detected by receptors at multiple levels, resulting in a higher 297 

value for the vertically-convolved footprint, while slower winds in a particular area, such as 298 

Texas and Oklahoma, can result in a larger time-integrated impact of fluxes on the observation.  299 

The footprint values are larger for 2.05 µm due to the higher sensitivity of that measurement near 300 

the surface, as previously discussed.   301 

 To construct the Jacobians, K, that enter Eq. (1), we averaged the footprints of all the 5-302 

km receptor locations within a given 10-s intervalaveraging period along the satellite track, 303 



 

including only the land cells.  We arranged the averaged footprints in a two-dimensional 304 

Jacobian, running across flux time intervals and grid cells in one direction and across 305 

observations in the other.  (The 3-hour flux intervals associated with each transport run are 306 

defined relative to fixed UTC times and not relative to the observation times.)  We then 307 

aggregated the Jacobian elements to the final flux resolution, e.g., weekly.  For any particular 308 

month, we solved only for fluxes occurring in the week prior to the beginning of the month and 309 

in the first 4 weeks of that month.  310 

 Figure 5 shows the overall influence of the surface fluxes on the observations during each 311 

month (i.e. the average weekly Jacobian values for the 1.57 µm weighting function).  Values 312 

tend to decrease from west to east, reflecting the general westerly wind direction, which 313 

transports CO2 influences out of the domain more quickly for fluxes occurring closer to the 314 

eastern edge than for those farther west.  Values also tend to decrease towards the north and 315 

northwest and in the southernmost part of the continent:  these areas lie close to the edges of the 316 

domain shown in Figure 2a.  Areas with smaller average footprint values are generally not as 317 

well constrained by the observations, as will be discussed later in this paper; thus, our domain 318 

boundaries artificially limit flux constraints in certain parts of the continent.  Previous regional 319 

inversion studies may not have highlighted this issue because they used ground-based 320 

observations, whose sensitivities are more confined to near-field fluxes than those of satellite 321 

column measurements.  We will quantify the impact of the boundaries on average footprint 322 

gradients in future work, providing guidance for future studies on optimal sizes and shapes of 323 

domains (e.g. shifted eastward) for avoiding large gradients while controlling computational 324 

cost.   325 



 

 Footprint values are largest in summer, again due to horizontal and vertical motions—326 

winds during this season are relatively light and allow the fluxes to stay inside the domain for a 327 

long time, maximizing their integrated influence on observations in the domain, and vertical 328 

mixing across the deep boundary layer brings particles over a large portion of the column into 329 

contact with the surface. 330 

 Although WRF-STILT provides the capability to generate and optimize boundary 331 

condition influences on observed concentrations, this was not available at the time of this study 332 

and, consequently, we neglect uncertainties in the influence of boundary conditions in this our 333 

standard inversionanalysis (discussed further in Section 4.21).  Similarly, we neglect 334 

uncertainties due to the influence of North American fluxes occurring more than 10 days before 335 

a particular observation.  Note that fluxes are often transported out of the domain within 10 days, 336 

so that these fluxes can only influence the observations via the boundary conditions.  337 

 338 

 339 

3.  Results 340 

 In the following, we present results for four cases involving different combinations of 341 

measurement wavelength and baseline error level:  1.57 µm and 0.5 ppm RRV error (Case 1), 342 

1.57 µm and 1.0 ppm (Case 2), 2.05 µm and 0.5 ppm (Case 3), and 2.05 µm and 1.0 ppm (Case 343 

4). 344 

 345 

3.1.  A Posteriori Flux Uncertainties at the Grid Level 346 

 A posteriori uncertainties (Figure 6) are smaller than the a priori values (Figure 3), an 347 

expected result of the incorporation of observational information.  The reduction in uncertainty is 348 



 

often larger in areas that have higher a priori uncertainties, as can be seen more clearly in the 349 

maps of percentage reduction in uncertainty in Figure 7.  Uncertainty reductions are relatively 350 

large year-round in places such as southern Mexico, adjacent parts of Central America, and the 351 

Pacific Northwest of the U.S.; in April and October in the southeastern U.S.; and in July in the 352 

U.S. Midwest, southern Quebec, areas with forest fire emissions in central Canada (appearing as 353 

hot spots of uncertainty reduction), and Alaska and western Canada.  A priori uncertainties are 354 

relatively high in these areas, so that there is more room for observations to tighten the 355 

constraint.  In contrast, The dependence of uncertainty reductions on the assumed priors can be 356 

understood thus:  where a priori uncertainties are already small, observations are not able to 357 

provide a much tighter constraint, while in areas where a priori uncertainties are large, there is 358 

more room for observations to tighten the constraint.   359 

 Of course, tThe uncertainty reductions are not dependent simply on the prior 360 

uncertainties though.  For example, the highest uncertainty reductions, up to 50%, occur in 361 

southern Mexico in October, where a priori uncertainties are not especially large.  The high 362 

uncertainty reductions here can be explained by the large Jacobian values (Figure 5) combined 363 

with the low uncertainties of nearby observations (not shown).  (Although a priori uncertainties 364 

and Jacobian values in July in this area are similar to those in October, observation uncertainties 365 

are higher, resulting in lower uncertainty reductions.)  In general, The tendency of uncertainty 366 

reductions tend to be higher where average Jacobian values are larger; can also be seen in 367 

observe the similarity of the spatial patterns in the January maps in Figures 5a and 7a, for 368 

example.  As described in Section 2.4, fluxes in western and central areas of the continent are 369 

captured by more observations in the domain than fluxes in the east and close to the other edges; 370 

thus, the former can be better constrained in this inversion.   371 



 

 Another feature is that iIn July, the largest uncertainty reductions occur in northern 372 

Alaska and northwestern Canada, which have much smaller a priori uncertainties than places 373 

such as the Midwest.  This is an effect of the smaller grid cells at higher latitudes:  the a priori 374 

errors are correlated over larger numbers of cells at these latitudes given the spatially uniform 375 

correlation lengths we specify, so that the average flux over each cell is more tightly constrained 376 

than that for an otherwise comparable cell at lower latitudes.  This is a less important issue when 377 

results are aggregated to the larger scales dealt with in later sections of this paper.   378 

 Uncertainty reductions are smallest in January, for several reasons:  1) a priori flux 379 

uncertainties are smallest during the dormant season, 2) observation errors are largest in winter 380 

due to the low reflectance of snow and ice cover at the measurement wavelengths, and 3) there is 381 

fast dispersion of fluxes in winter by strong winds, transporting fluxes out of the domain and out 382 

of detection by observations in the domain and thus reducing the average Jacobian values in 383 

January relative to the other months (Figure 5).  The ratio of the average of the Jacobian 384 

elements over the domain for January to that for July is 0.51 for the 1.57 µm wavelength.   385 

 Inversions for the 2.05 µm wavelength, with its higher sensitivity near the surface, result 386 

in greater uncertainty reduction, despite the larger observation errors over land (Figure 8c vs. 8a, 387 

and 8d vs. 8b).  Inversions assuming 1.0 ppm instead of 0.5 ppm error at RRV result in less 388 

uncertainty reduction (Figure 8b vs. 8a, and 8d vs. 8c) as expected, with maximum uncertainty 389 

reduction of ~30% vs. ~40%, for 1.57 µm.  These cases are compared further in the section 390 

below on biome-aggregated results.  391 

The inversion results are sensitive to the assumed a priori error correlation lengths, with 392 

longer correlation lengths leading to more smooth uncertainty reduction patterns and larger 393 

uncertainty reductions.  The reason for this is that longer a priori error correlation lengths result 394 



 

in fewer “unknowns” to be constrained by the observations.  Rodgers [2000] shows that the 395 

inclusion of a priori correlations can result in more “degrees of freedom for signal,” i.e. more 396 

information provided by the measurements on the unknowns.  We carried out a test with 397 

alternative values for the correlation lengths derived from the study by Chevallier et al. [2012]—398 

a shorter spatial correlation length of 200 km and a longer temporal correlation length of 35 399 

days, for all months.  (We estimated these values from Figure 5a and b of Chevallier et al. for the 400 

~100 km and 7-day aggregation of our inversion.)  The resulting uncertainty reductions are 401 

smaller everywhere than those in our standard inversion at the grid scale, with values of up to 402 

40% in July and up to 15% in January for Case 1 (compared to 45% and 25%, respectively, in 403 

the standard inversion).  Apparently, the decrease in the spatial correlation length relative to the 404 

standard inversion has a larger effect than the increase in the temporal correlation length.  We 405 

conclude that our inversion results vary moderately given two reasonable sets of estimates for the 406 

a priori spatiotemporal error correlation lengths.  407 

 408 

3.2.  Comparison with Global Inversion 409 

 We compare our regional OSSE results with those from a companion global OSSE to 410 

assess effects of methodological differences.  The global OSSE uses the same ASCENDS dataset 411 

sampling and underlying observation error model as the regional OSSE.  Among the primary 412 

differences are the global domain of the analysis and the coarser spatial resolution of the 413 

transport and flux solution, 4.5° latitude x 6° longitude.  Other differences include the 414 

mathematical technique of the inversion (variational data assimilation, as in an earlier study 415 

[Baker et al., 2010]), the Eulerian transport model, the spatial patterns of the a priori flux 416 

uncertainties (the overall magnitudes are not different, as described in Section 2.3), and the 417 



 

assumption of zero a priori correlation among fluxes (which can be justified by the coarser 418 

spatial scale).  Comparison of our inversion results with results from the global study yields 419 

insight into the effect of inversion resolution on estimated flux uncertainties. 420 

To aggregate our flux uncertainties to 4.5° x 6° resolution (in units of µmol m
-2

 s
-1

) for 421 

comparison with the global inversion, we computed the variance of the average of the 1° x 1° 422 

land fluxes within each coarse grid cell, accounting for the error correlations between the fine-423 

scale cells and accounting for fractional overlap of some of the 1° x 1° cells with a 4.5° x 6° cell.  424 

Aggregating our a priori and a posteriori uncertainties in this manner, we find that our fractional 425 

uncertainty reductions over the 4 months are substantially smaller overall than those of the global 426 

inversion (Figure 9).  The differences in spatial distribution can be attributed in part to the 427 

different a priori uncertainty patterns.  Reductions greater than 55% cover large areas of North 428 

America in the global inversion, reaching values of over 75%, whereas only a few 4.5° x 6° cells 429 

exhibit values greater than 55% in the regional inversion.  Note that we are not comparing 430 

exactly the same quantity, as the variational inversion method does not directly compute a full a 431 

posteriori error covariance matrix; rather, it uses (estimate - truth) statistics as a proxy for 432 

uncertainty, which is accurate for a sufficiently large sample [Baker et al., 2010].  One possible 433 

reason for the difference in results is that information from the observations is used to optimize 434 

the fine-scale patterns in addition to the coarse-scale magnitudes in our inversion, in contrast to 435 

the global inversion in which a flat spatial distribution of flux is assumed inside each coarse grid 436 

box, providing an additional constraint on the fluxes.  Thus, in our inversion, less information is 437 

available to reduce the uncertainties of the coarse-scale magnitudes, causing our uncertainty 438 

reductions to be smaller than those of the global inversion when compared at the same scale.  439 

(Note however that our imposing of a priori flux error correlations provides an additional 440 
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constraint on fluxes and reduces the difference in effective flux resolution between the two 441 

studies.)  On the other hand, the coarser global inversion is affected by larger aggregation errors 442 

[Kaminski et al., 2001; Engelen et al., 2002; Gerbig et al., 2003], which are not accounted for in 443 

the uncertainty reduction values.  Another factor that likely contributes to the larger uncertainty 444 

reductions in the global inversion is that it allows fluxes to be constrained by observations both 445 

outside and inside a particular region.  This can be especially important for fluxes close to the 446 

regional edges, as was discussed in Section 3.1.  We do not attempt to quantify the individual 447 

impacts of the two main methodological differences or the various other differences.    448 

 449 

3.23.  Results Aggregated to Biomes and Continent, and Compared with Other Inversion 450 

Systems 451 

 For assessing large-scale changes in carbon sources and sinks, it is useful to aggregate 452 

high-resolution results to biomes and the entire continent, and to seasons and years.  We use the 453 

biome definitions in Figure 9 taken from Olson et al. [2001] with modifications by Gourdji et al. 454 

[2012].  To aggregate the flux uncertainties, we summed up the variances within each biome and 455 

over each month and then the year (in units of (Pg C yr
-1

)
2
) as well as the error covariances 456 

between grid cells and weeks.  We used a similar approach for aggregating our results here to the 457 

one we used to aggregate results to a coarser grid (Section 3.2).   458 

 We compare our results with those from two other inversion systems:  a global inversion 459 

using ASCENDS observations (companion study to this one), and a North America regional 460 

inversion using the same WRF-STILT Lagrangian model as ours but with a network of ground-461 

based observation sites [Gourdji et al., 2012].  The global OSSE uses the same ASCENDS 462 

dataset sampling and underlying observation error model as the regional OSSE.  Among the 463 
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primary differences are the global domain of the analysis (and thus the use of observations 464 

outside of the N. American domain as well as inside) and the coarser spatial resolution of the 465 

transport and flux solution, 4.5° latitude x 6° longitude.  Other differences include the 466 

mathematical technique of the inversion (variational data assimilation, as in an earlier study 467 

[Baker et al., 2010]), the Eulerian transport model (PCTM; Kawa et al. [2004]), the spatial 468 

patterns of the a priori flux uncertainties (the overall magnitudes are not different, as described in 469 

Section 2.3), the assumption of zero a priori error correlations, and the use of (estimate - truth) 470 

statistics as a proxy for flux uncertainty [Baker et al., 2010], given that the variational method 471 

does not directly compute a full a posteriori error covariance matrix.  In addition, wWe 472 

aggregated the global inversion results to the same biomes for comparison, summing the 473 

(estimate - truth) values and accounting for fractional biome coverage in each of the coarse grid 474 

cells.  Gourdji et al. used a set of ground-based and aircraft measurements and a geostatistical 475 

inverse model to solve for biospheric fluxes and their uncertainties at a 1° x 1°, 3-hourly 476 

resolution in 2004.  We present these comparisons mainly to provide context for our results, 477 

rather than to quantitatively analyze effects of various methodological differences.  In addition, 478 

we aggregated the global inversion results to the same biomes for comparison, summing the 479 

(estimate - truth) values and accounting for fractional biome coverage in each of the coarse grid 480 

cells. 481 

 Uncertainty reductions are largest in July and smallest in January, at the continental scale 482 

(Table 2).  The uncertainty reductions for the 1.57 µm wavelength are on average 8% smaller 483 

than those for 2.05 µm.  The uncertainty reductions for the 1.57 µm wavelength with 0.5 ppm 484 

error are larger than those for 2.05 µm with 1.0 ppm error.  The uncertainty reductions for 0.5 485 

ppm error are on average 16% larger than those for 1.0 ppm error.  (Note that there is no reason 486 



 

to expect direct proportionality between measurement uncertainties and a posteriori flux 487 

uncertainties (Eq. 1), nor is there reason to expect proportionality between uncertainty reduction 488 

and a posteriori uncertainty.)  The uncertainty reduction for the inversion with alternative a priori 489 

error correlation lengths, aggregated to the continent and month, is less than that for the standard 490 

inversion for all months except July, for which the uncertainty reduction is marginally larger.  491 

For July, the impact of the much longer temporal correlation length relative to the standard 492 

inversion on the aggregated result more than offsets that of the slightly shorter spatial correlation 493 

length.  The annual uncertainty reduction for the alternative inversion is slightly larger than that 494 

for the standard inversion, because of the disproportionate influence of July, with its large a 495 

priori uncertainty. 496 

 At the annual, biome scale, our uncertainty reductions range from 50% for the desert 497 

biome (averaged across the cases) to 70% for the temperate grassland/shrubland biome (Figure 498 

101c).  The reductions scale with increasing a priori uncertainty (Figure 101a) and observation 499 

quality and density, as before, and now also with biome area (Figure 101d).  We find a modest 500 

correlation between uncertainty reduction and area in the set of biomes here, with a linear 501 

correlation coefficient of 0.5.  In addition, the uncertainty reduction is higher on the continental 502 

scale than on the biome scale.  The a posteriori uncertainty increases with increasing area more 503 

slowly than does the a priori uncertainty since many of the a posteriori error covariance terms 504 

that are summed in the aggregation to biome are negative, whereas all of the a priori error 505 

covariance terms are positive or zero.  This explains why uncertainty reduction tends to increase 506 

with increasing area.   507 

 Our a posteriori uncertainties range from 0.12 to 0.33 Pg C yr
-1

 at the monthly, 508 

continental scale across all four cases (Table 2), from 0.04 to 0.08 Pg C yr
-1

 at the annual, 509 



 

continental scale (Figure 101a), and from 0.01 to 0.06 Pg C yr
-1

 at the annual, biome scale 510 

(Figure 101a).  To put these numbers into perspective, the estimated current global terrestrial 511 

sink is roughly 2.5 Pg C yr
-1

 [Le Quéré et al., 2012].  Our uncertainties are generally similar to 512 

those from the North American regional inversion of Gourdji et al. [2012] (Figure 101a) and the 513 

global inversion (Figure 101b), a notable exception being the overall continental result of 514 

Gourdji et al.  Gourdji et al. used a set of ground-based and aircraft measurements and a 515 

geostatistical inverse model to solve for biospheric fluxes and their uncertainties at a 1° x 1°, 3-516 

hourly resolution in 2004.  Our a posteriori uncertainty for N. America is small compared to 517 

Gourdji et al., likely because of the greater spatial coverage of ASCENDS as compared to the in 518 

situ network; some of the biomes are not well constrained by the in situ network (i.e. the ones for 519 

which Gourdji et al. did not report aggregated results).  Note that the comparison is not totally 520 

consistenta precise one, given the methodological differences.  The global inversion’s method for 521 

estimating uncertainties based on (estimate - truth) statistics cannot provide an annual 522 

uncertainty estimate for the one-year inversion and produces somewhat noisy results for 523 

individual months.  Therefore, to compare the regional and global inversions, we took the RMS 524 

of the four monthly uncertainties.  Our The uncertainty reduction for our regional inversion is 525 

smaller thansimilar on average to that of the global inversion across all biomes and also for the 526 

continent as a whole for Case 1 (Figure 101c), with continent-level values of 78% and 72%, 527 

respectively.  despite There are larger differences between the regional and global inversions for 528 

particular biomes.  Although differences in prior uncertainty (Figure 10b) could possibly explain 529 

the differences in uncertainty reduction for some of the biomes (subtropical/tropical, eastern 530 

temperate, temperate coniferous, desert), they do not for the others (boreal, tundra, temperate 531 

grassland/shrubland), suggesting that prior uncertainties are not the only factor producing the 532 



 

spatial pattern in the comparison.  the prior uncertainties being of similar magnitude on average 533 

(Figure 11b).  However, the continent-level uncertainty reductions are similar, at 78% and 83%, 534 

respectively, suggesting that there are larger negative correlations in the posterior errors among 535 

biomes in our analysis. 536 

 537 

 538 

4.  Discussion 539 

4.1.  Target and Threshold Requirements 540 

 We now discuss the implications of our analysis for the ASCENDS design.  541 

Hungershoefer et al. [2010] suggested levels of posterior flux uncertainty on different 542 

spatiotemporal scales that global CO2 measurement missions should strive for to allow for 543 

answering key carbon cycle science questions.  In the following, we evaluate our results relative 544 

to those requirements, the only such specific guidelines for CO2 satellite missions in the 545 

scientific literature.  546 

 Hungershoefer et al. suggested that to determine where the global terrestrial C sink is 547 

occurring and whether C cycle feedbacks are occurring requires annual net carbon flux estimates 548 

with a precision better than 0.1 Pg C yr
-1

 (threshold) or 0.02 Pg C yr
-1

 (target) at a scale of 2000 549 

x 2000 km, similar to the biomes we consider.  These precision levels are based on the range of 550 

estimated fluxes across various biomes.  The proposed A-SCOPE active CO2 measurement 551 

mission defined a similar target requirement—0.02 Pg C yr
-1

 at a scale of 1000 x 1000 km 552 

[Ingmann et al., 2008].  According to our results (Figure 101a), all tested ASCENDS cases 553 

would meet the minimum threshold requirement across all biomes easily, with a posteriori 554 

uncertainties ranging from 0.01 to 0.06 Pg C yr
-1

.  In addition, the two cases with 0.5 ppm error 555 



 

would meet the more stringent target requirement for a majority of biomes, while the two cases 556 

with 1.0 ppm error would meet it for 3 out of 7 biomes.  The meeting of the target requirement is 557 

a consequence of the information provided by the observations and not merely an effect of the 558 

specified a priori uncertainty, given that the a priori uncertainty is higher than the target level for 559 

all of the biomes with the exception of desert, the prior uncertainty for which is already at the 560 

target level.  One measure of the contribution of the observations to meeting the target is shown 561 

in Figure 10e, which is a plot of the fractional uncertainty reduction necessary for different 562 

biomes to meet the target.  The amounts are mostly greater than 50%, ranging up to 85% for 563 

eastern temperate.   564 

 565 

4.2.  Sensitivity Tests:  Boundary Conditions, Uncertainties A Priori Uncertainties, and 566 

Correlation Lengths 567 

 A simplifying assumption in this analysisour standard inversion is the neglect of 568 

uncertainties in the boundary conditions (b.c.).  It is especially important in a regional inversion 569 

(Eulerian or Lagrangian) to accurately account for the influence of lateral boundary inflow on 570 

concentrations within the domain [Göckede et al., 2010b; Lauvaux et al., 2012; Gourdji et al., 571 

2012].   Because we neglect b.c. uncertainties, we essentially assume that all of the information 572 

in the ASCENDS observations can be applied to reducing regional flux uncertainties rather than 573 

the combination of b.c. and flux uncertainties.  Thus, the amount of flux uncertainty reduction 574 

reported here for our standard inversion is likely may be higher than it would be if we accounted 575 

for b.c. uncertainties.   576 

 We conducted a test inversion for July (1.57 µm and 0.5 ppm error case) in which b.c. are 577 

added as parameters (specifically, weekly average CO2 mixing ratios over each of the four lateral 578 Formatted: Subscript



 

walls of the domain) to be estimated in the state, with corresponding elements added to the 579 

Jacobian.  Given that the actual Jacobian values are not available, we prescribed values that are 580 

somewhat realistic:  0.5 ppm ppm
-1

 if an observation occurs in the same week as or after a b.c., 581 

and 0 if an observation occurs before a b.c.  We assumed a priori uncertainties of 1 ppm for the 582 

b.c., with no correlations among b.c. uncertainties or between b.c. and flux uncertainties.  As 583 

expected, the reductions in flux uncertainty are smaller than the ones reported above, although 584 

the differences are only a factor of 0.01 or less.  Weekly uncertainties for the b.c. are reduced by 585 

7-13%.  A different experimental setup (e.g. larger Jacobian values for the b.c. or a larger 586 

number of disaggregated b.c. parameters) could potentially result in a much larger effect on the 587 

flux uncertainty reductions. 588 

 The magnitude of b.c. errors can be substantial.  In addition to containing random errors, 589 

b.c. can also be a source of systematic errors.  For example, Gourdji et al. [2012] found that two 590 

plausible sets of b.c. around North America generated inferred fluxes that differed by 0.7-0.9 Pg 591 

C/yr on the annual, continental scale (which is a very large amount compared to the annual a 592 

posteriori uncertainties for North America of 0.04-0.08 Pg C yr
-1

 that we estimated in our OSSE 593 

(Figure 101a)).  They concluded that b.c. errors may be the primary control on flux errors in 594 

regional inversions at this coarse scale, while other factors such as flux resolution, priors, and 595 

model transport are more important at sub-domain scales.   596 

 Sparseness of observations has been a major cause of uncertainty in the boundary 597 

influence in previous regional inversions.  Lauvaux et al. [2012], who conducted mesoscale 598 

inversions for the U.S. Midwest using tower measurements, found b.c. errors to be a significant 599 

source of uncertainty in the C budget over 7 months.  They estimated that a potential bias of 0.55 600 

ppm in their b.c. translates into a flux error of 24 Tg C over 7 months in their 1000 km x 1000 601 



 

km domain.  Although they applied corrections to the model-derived b.c. using weekly aircraft 602 

profiles at four locations near their domain boundaries, they stated that the b.c. uncertainties 603 

were still large given the limited duration (a few hours per week) and spatial extent of the 604 

airborne observations, and concluded that additional observations would be necessary to reduce 605 

the uncertainties.  ASCENDS is promising in this respect, as it (along with other satellites) will 606 

provide more frequent and widespread observations of concentrations at regional boundaries, 607 

possibly lowering lessening the role of b.c. in the overall C budget uncertainty to a minor one.  608 

ASCENDS observations could specifically be used in a global CO2 data assimilation system to 609 

provide accurate b.c. for the regional flux inversion.  610 

 Posterior uncertainties are generally sensitive to the assumed prior uncertainties, although 611 

one might expect the sensitivity to not be so great in the case of a dense observational data set 612 

such as the one examined here.  We test this hypothesis with an alternative prior uncertainty 613 

estimate, one that is uniformly larger than that for the standard inversion by a factor of 2.  Figure 614 

11a-d shows the ratio of the posterior uncertainty for the large-priors inversion to that for the 615 

standard inversion, normalized by a factor of 2.  Large areas of the domain have ratios 616 

significantly less than 1, especially in July and October.  Where the ratio is close to 1, the 617 

posterior uncertainty is sensitive to the prior, indicating that the observations have a relatively 618 

weak influence; where the ratio is significantly less than 1, the posterior uncertainty is not so 619 

sensitive to the prior.  The test demonstrates that the posterior uncertainty in many areas is not 620 

highly sensitive to the prior uncertainty and is strongly influenced by the observations.  621 

However, the sensitivity is high in the tundra and the desert, due to the tight (small) prior 622 

constraints in those regions (Figure 3).   623 



 

 Although the posterior uncertainty is not highly sensitive to the prior in all areas, it still 624 

increases everywhere in the large-priors inversion relative to the standard inversion, implying 625 

that our findings regarding whether or not the observations meet the target requirement (Section 626 

4.1) are dependent on the assumed priors.  However, our standard priors are already enlarged 627 

uniformly by a factor of 4 relative to one set of prior uncertainty estimates, and they would have 628 

to be enlarged further over large areas to substantially increase biome-level posterior 629 

uncertainties.  In addition, the larger the prior uncertainties are, the larger the uncertainty 630 

reductions are in general.  Wherever the posterior uncertainty increases by a smaller factor than 631 

does the prior uncertainty (e.g. where the ratio is less than 1 in Figure 11), the uncertainty 632 

reduction increases.  Altogether, the results of this sensitivity test suggest that it is important to 633 

consider different measures of the impact of observations on flux estimates, such as posterior 634 

uncertainty and uncertainty reduction, as we have done in this OSSE, given that different 635 

measures can be affected differently by assumptions such as prior uncertainties.  636 

The inversion results are potentially sensitive to the assumed a priori flux error 637 

correlation lengths, with longer correlation lengths leading to more smooth uncertainty reduction 638 

patterns and larger uncertainty reductions.  Rodgers [2000] shows that the inclusion of a priori 639 

error correlations can result in more “degrees of freedom for signal,” i.e. more information 640 

provided by the measurements on the unknowns.  We carried out a test with alternative values 641 

for the correlation lengths derived from the study by Chevallier et al. [2012]—a shorter spatial 642 

correlation length of 200 km and a longer temporal correlation length of 35 days, for all months.  643 

(We estimated these values from Figure 5a and b of Chevallier et al. for the ~100 km and 7-day 644 

aggregation of our inversion.)  The resulting uncertainty reductions are smaller everywhere than 645 

those in our standard inversion at the grid scale, with values of up to 40% in July and up to 15% 646 
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in January for Case 1 (compared to 45% and 25%, respectively, in the standard inversion).  647 

Apparently, the decrease in the spatial correlation length relative to the standard inversion has a 648 

larger effect than the increase in the temporal correlation length.  Aggregated to the continent 649 

and month, the uncertainty reduction is less than that for the standard inversion for all months 650 

except July, for which the uncertainty reduction is marginally larger (Table 2).  For July, the 651 

impact of the much longer temporal correlation length relative to the standard inversion on the 652 

aggregated result more than offsets that of the slightly shorter spatial correlation length.  The 653 

annual uncertainty reduction for the alternative inversion is slightly larger than that for the 654 

standard inversion, because of the disproportionate influence of July, with its large a priori 655 

uncertainty.  We conclude that our inversion results vary moderately given two reasonable sets 656 

of estimates for the a priori spatiotemporal error correlation lengths.  657 

 658 

4.3.  Other Sources of Error 659 

 This analysis did not evaluate the impact of potential systematic errors (biases) in the 660 

observations or the transport model, which are not well represented by the Gaussian errors 661 

assumed in traditional linear error analysis [Baker et al., 2010].  Chevallier et al. [2007] 662 

demonstrated that potential biases in OCO satellite CO2 measurements related to the presence of 663 

aerosols can completely negate the improvements to prior uncertainties provided by the 664 

measurements for the most polluted land regions and for ocean regions.  In another OCO OSSE, 665 

Baker et al. [2010] found that a combination of systematic errors from aerosols, model transport, 666 

and incorrectly-assumed statistics could degrade both the magnitude and spatial extent of 667 

uncertainty improvements by about a factor of two over land, and even more over the ocean.  668 

Thus, it will be important to control systematic errors in ASCENDS observations and the 669 



 

transport model as well as minimizing random errors.  Note that systematic observation errors 670 

can be expected to decrease over the course of the mission as adjustments are made to the 671 

measurement system and to the retrieval algorithms in calibration/validation activities.   672 

 673 

4.4.  Other Considerations in Evaluating ASCENDS 674 

 The potential combined use of multiple wavelengths in the ASCENDS measurements, 675 

e.g., various offsets from 1.57 µm, could provide additional information on surface fluxes given 676 

the sensitivities to concentrations at different levels of the atmosphere.  Furthermore, other CO2 677 

datasets will certainly be available alongside the ASCENDS data (e.g. from in situ networks), 678 

and the combination of datasets will provide stronger constraints on fluxes than any individual 679 

dataset [Hungershoefer et al., 2010].   680 

 Our comparison of the results for the 1.57 and 2.05 µm wavelengths over North America 681 

may be less applicable to other parts of the world.  The global OSSE study by Hungershoefer et 682 

al. [2010], which compared various observing systems, including a satellite lidar system similar 683 

to ASCENDS, A-SCOPE, found that the 1.6 µm wavelength results in larger uncertainty 684 

reductions over South America while performing less well than 2.0 µm over temperate and cold 685 

regions.  They attribute the better performance of 1.6 µm over South America to the strong 686 

vertical mixing of air there, which lessens the disadvantage of that wavelength’s having weaker 687 

sensitivity to the lower troposphere.  (However, they used a simpler error formulation.)  On the 688 

other hand, in our global inversion, 2.05 µm results in larger uncertainty reductions than 1.57 µm 689 

throughout the world, by 8% on average (for RRV error of 0.5-1.0 ppm). 690 

  691 

 692 



 

5.  Conclusions  693 

 We have conducted an observing system simulation for North America, using projected 694 

ASCENDS observation uncertainty estimates and a novel approach utilizing a portable footprint 695 

library generated from a high-resolution Lagrangian transport model, to quantify the surface CO2 696 

flux constraints provided by the future observations.  We consider four possible configurations 697 

for the active optical remote sensing instrument covering two weighting functions and two 698 

random error levels.  We find that the ASCENDS observations potentially reduce flux 699 

uncertainties substantially at fine and biome scales.  At the 1° x 1° grid scale, weekly uncertainty 700 

reductions up to 30-45% (averaged over the year) are achieved depending on the presumed 701 

instrument configuration.  Relatively large uncertainty reductions occur year-round in southern 702 

Mexico and the U.S. Pacific Northwest and seasonally in the southeastern and mid-western U.S. 703 

and parts of Canada and Alaska, when and where there is good coverage by observations with 704 

low uncertainties and a priori uncertainties are large.   Uncertainty reductions at the annual, 705 

biome scale range from ~40% to ~75% across the four experimental cases, and from ~65% to 706 

~85% for the continent as a whole.  The uncertainty reductions for the 1.57 µm candidate 707 

wavelength are on average 10% smaller than those for 2.05 µm across the biomes and the two 708 

RRV reference error levels, and for 0.5 ppm RRV reference error are on average ~25% larger 709 

than those for 1.0 ppm error across biomes and the two wavelengths.   710 

 Our uncertainty reductions are substantially smaller than those of a global ASCENDS 711 

inversion at the 4.5° x 6° scale of the latter’s model grid and at the biome scale.  The global 712 

inversion benefits from the use of observations located around the world rather than in a limited 713 

region, and it has fewer unknowns to be solved for within North America.  On the other hand, 714 

inversions at higher resolution enable investigation of biospheric and other processes at the finer 715 



 

scales that are needed to understand the mechanisms for inferred CO2 flux variability and trends.  716 

In addition, by reducing aggregation error, higher-resolution inversions can produce flux 717 

estimates with less systematic error than those of lower-resolution inversions when aggregated to 718 

the same scale. 719 

 Based on the flux precision on an annual, biome scale suggested by Hungershoefer et al. 720 

[2010] for understanding the global carbon sink and feedbacks, ASCENDS observations would 721 

meet a threshold requirement for all biomes within the range of measurement designs considered 722 

here.  The observations constrain a posteriori uncertainties to a level of 0.01-0.06 Pg C yr
-1

, and 723 

could thus help pin down the location and magnitude of long-term C sinks.  With regards to the 724 

more stringent target requirement, a subset of the instrument designs would meet the target for a 725 

majority of biomes.  726 

 The results we have presented may be optimistic, as uncertainties in boundary conditions 727 

and potential systematic errors in the observations, boundary conditions, and transport model that 728 

we have neglected would degrade the flux estimates. Modifications to the size and location of 729 

our regional domain, however, e.g. an eastward shift, could improve the constraints by satellite 730 

observations on North American fluxes.  In addition, our consideration of different measures of 731 

the impact of observations on flux estimates, such as posterior uncertainty and uncertainty 732 

reduction, strengthens the study, given that different measures can be affected differently by 733 

assumptions such as prior uncertainties. 734 

 In future work, inversions in various regions (including, for example, South America) 735 

with a more comprehensive treatment of error sources could more definitively establish the 736 

usefulness of ASCENDS observations for constraining fluxes at fine and large scales and 737 

answering global carbon cycle science questions. 738 
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Table 1.  Spatiotemporal Correlation Parameters Used. 948 

Month Spatial correlation e-

folding length (km) 

Temporal correlation e-

folding length (days) 

January 481 17.2 

April 419 7.2 

July 284 6.9 

October 638 1.6 

 949 

Table 2.  Flux Uncertainties Aggregated to Entire Continent and Month or Year (Pg C yr
-1

). 950 

 January April July October Annual 

Standard inversion      

A priori 0.42 0.78 1.26 0.82 0.24 

A posteriori (uncertainty 

reduction) 

     

Case 1 0.24 (43%) 0.17 (78%) 0.15 (88%) 0.2 (76%) 0.05 (78%) 

Case 2 0.33 (21%) 0.28 (65%) 0.26 (80%) 0.31 (61%) 0.08 (66%) 

Case 3 0.18 (57%) 0.13 (83%) 0.12 (91%) 0.15 (81%) 0.04 (83%) 

Case 4 0.28 (35%) 0.22 (72%) 0.2 (84%) 0.25 (69%) 0.07 (73%) 

Inversion with alternative correl. lengths (200 km, 35 days) 

A priori 0.23 0.59 1.27 0.59 0.21 

A posteriori (uncertainty 

reduction) 

     

Case 1 0.17 (25%) 0.15 (74%) 0.14 (89%) 0.16 (73%) 0.04 (80%) 



 

 951 

952 



 

Figure Captions 953 

Figure 1.  Vertical weighting functions per ppmv of CO2 (10
-6

 ppmv
-1

 hPa
-1

) for two candidate 954 

ASCENDS wavelengths.  These relate differential optical depth lidar measurements (on-line 955 

minus off-line) to column-average CO2 mixing ratios.  The precise on-line wavelengths used 956 

here are 1.571121 µm, which is 10 picometers (pm) offset from line center, and 2.051034 µm. 957 

Figure 2.  Examples of measurement locations (individual 10-s averages) and 10-s uncertainties 958 

(1σ) for the 0.5 ppm RRV random error case, across 7 day spans for a) the 1.57 µm wavelength 959 

in January and b) in July; and for c) the 2.05 µm wavelength in January and d) in July.  960 

Locations with OD > 0.7 are rejected.  e) Ratio of uncertainty for 2.05 µm to 1.57 µm in January 961 

and f) in July.  The WRF domain for the runs utilized in this study is indicated by the bold, black 962 

lines in a). 963 

Figure 3.  A priori weekly flux uncertainty for a) January, b) April, c) July, and d) October.  964 

Average fractional flux uncertainties over the domain are given in each panel (F ≡ flux).  1 µmol 965 

m
-2

 s
-1

 = 1.037 g C m
-2

 d
-1

 = 4.4 × 10
-8

 kg CO2 m
-2

 s
-1

. 966 

Figure 4.  Footprint maps for one simulated ASCENDS measurement location (marked by black 967 

star) on January 1, 2007 at 18 UTC, integrated over 10 days and convolved over the 500-14500 968 

m AGL range with two candidate ASCENDS weighting functions: for the CO2 laser lines at 2.05 969 

µm (top) and 1.57 µm (bottom). Units are ppm/(μmol/m
2
/s). Note that the native temporal 970 

resolution of the footprints is 3 hours; the 10-day integral in this figure is for illustrative purposes 971 

only.  Only footprints over land are used in the analysis.   972 

Figure 5.  Jacobian values averaged over all observations and weekly flux intervals for a) 973 

January, b) April, c) July, and d) October, for the 1.57 µm weighting function. 974 
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Figure 6.  A posteriori weekly flux uncertainty over a) January, b) April, c) July, and d) October, 975 

for Case 1 (1.57 µm and 0.5 ppm RRV error).  Shown here are RMS values from the first 4 976 

weeks of each month.  1 µmol m
-2

 s
-1

 = 1.037 g C m
-2

 d
-1

 = 4.4 × 10
-8

 kg CO2 m
-2

 s
-1

. 977 

Figure 7.  Weekly fractional flux uncertainty reduction over a) January, b) April, c) July, and d) 978 

October, for Case 1 (1.57 µm and 0.5 ppm RRV error).  Shown here are results from the first 4 979 

weeks of each month. 980 

Figure 8.  Weekly fractional flux uncertainty reduction (RMS over the 4 months) for a) Case 1 981 

(1.57 µm and 0.5 ppm RRV error), b) Case 2 (1.57 µm and 1.0 ppm), c) Case 3 (2.05 µm and 0.5 982 

ppm), and d) Case 4 (2.05 µm and 1.0 ppm).   983 

Figure 9.  a) Reduction in weekly flux uncertainty (RMS over 4 months) of the regional 984 

inversion, aggregated to 4.5° x 6° resolution, and b) the global inversion results, which include 985 

ocean grid cells as well as land.  Results in both panels are for the 1.57 µm wavelength and 0.5 986 

ppm error case. 987 

Figure 910.  Biomes used, taken from Olson et al. [2001] with modifications by Gourdji et al. 988 

[2012]. 989 

Figure 101.  Results aggregated to biomes and continent, and compared with other studies.  a) A 990 

priori and a posteriori uncertainties for the year, including results from Gourdji et al. [2012].  b) 991 

RMS of the four monthly uncertainties, including results from the global inversion.  c) Fractional 992 

uncertainty reductions.  d) Land area of the biomes.  Gourdji et al. reported results for only the 993 

three biomes that were well constrained by their in situ observation network, along with results 994 

aggregated over the full continent; we show the approximate average of their "Simple" and 995 

"NARR" inversions.  The figure does not include a priori uncertainties for Gourdji et al. since 996 



 

their method does not rely on a priori estimates.  e) Fractional uncertainty reduction necessary to 997 

meet the target requirement. 998 

Figure 11.  Ratio of the posterior uncertainty for the 2× priors inversion to that for the standard 999 

inversion, normalized by a factor of 2, for Case 1 in a) January, b) April, c) July, and d) October.  1000 
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