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Abstract 15 

Biogenic volatile organic compounds (BVOCs) emitted by the vegetation play an important role 16 

for the aerosol mass loadings since the oxidation products of these compounds can take part in 17 

the formation and growth of secondary organic aerosols (SOA). The concentrations and 18 

properties of BVOCs and their oxidation products in the atmosphere are poorly characterized, 19 

which leads to high uncertainties in modeled SOA mass and properties. In this study the 20 

formation of SOA has been modeled along an air mass trajectory over the northern European 21 

boreal forest using two aerosol dynamics box models where the prediction of the condensable 22 

organics from the gas-phase oxidation of BVOC is handled with schemes of varying complexity. 23 

The use of box model simulations along an air mass trajectory allows us to compare, under 24 

atmospheric relevant conditions, different model parameterizations and their effect on SOA 25 
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formation. The result of the study shows that the modeled mass concentration of SOA is highly 1 

dependent on the organic oxidation scheme used to predict the oxidation products. A near-2 

explicit treatment of organic gas-phase oxidation (Master Chemical Mechanism version 3.2) was 3 

compared to oxidation schemes that use the volatility basis set (VBS) approach. The resulting 4 

SOA mass modeled with different VBS-schemes varies by a factor of about 7 depending on how 5 

the first generation oxidation products are parameterized and how they subsequently age (e.g. 6 

how fast the gas-phase oxidation products react with the OH-radical, how they respond to 7 

temperature changes and if they are allowed to fragment during the aging process). Since the 8 

VBS approach is frequently used in regional and global climate models due to its relatively 9 

simple treatment of the oxidation products compared to near-explicit oxidation schemes; better 10 

understanding of the abovementioned processes are needed. Based on the result from this study, 11 

fragmentation should be included to get a realistic SOA formation. Furthermore; compared to the 12 

most commonly used VBS-schemes, the near-explicit method produces less - but more oxidized - 13 

SOA. 14 

 15 

1 Introduction 16 

Secondary organic aerosols (SOA), formed through gas-to-particle partitioning in the 17 

atmosphere, constitute a large part of the global organic aerosol load (Crippa et al., 2014; 18 

Hallquist et al., 2009; Jimenez et al., 2009) and affect the climate by absorbing or scattering 19 

radiation and acting as cloud condensation nuclei (CCN) (Scott et al., 2014). Over boreal forests, 20 

with little anthropogenic influences, most particles are comprised of organic constituents 21 

(O’Dowd et al., 2002; Tunved et al., 2006; Yttri et al., 2011), formed when biogenic volatile 22 

organic compounds (BVOCs), such as terpenes, are oxidized to form less volatile compounds. 23 

Despite the importance of SOA as climate forcer, large uncertainties remain about the formation 24 

mechanisms and properties.  25 

A lot of effort has been put into gaining better knowledge of how SOA is formed (Hallquist et al., 26 

2009) and how it can grow nucleation mode particles into CCN (Kerminen et al., 2012). There 27 

are still large uncertainties remaining in the SOA formation process, mostly due to the vast 28 

number of known – but especially unknown – oxidation products of BVOCs. It has therefore 29 

been common practice in global model studies to simplify the gas-phase oxidation using only two 30 
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hypothetical oxidation products with laboratory constrained equilibrium partitioning coefficients 1 

to estimate the formation of SOA (Kroll and Seinfeld, 2008), based on the two-product model 2 

developed by Odum et al. (1996). This method does not account for continuous oxidation in the 3 

gas or particle-phase and atmospheric models that use this method generally underestimate the 4 

organic aerosol mass (e.g. Heald et al., 2005; Spracklen et al., 2011; Volkamer et al., 2006). To 5 

reduce these limitations, Donahue et al. (2006) proposed a volatility basis set (VBS) approach, 6 

where the oxidation products are sorted into logarithmically spaced volatility bins, making it 7 

possible to represent a wider range of organic compounds in the atmosphere. The gas-phase aging 8 

(i.e.; the continuous gas-phase oxidation of the products) can be taken into consideration by 9 

moving the oxidation products in the volatility space. To account for the reduction in volatility 10 

when functional groups are added during oxidation, these schemes typically move the products 11 

down one volatility bin per oxidation step (Bergström et al., 2012; Lane et al., 2008). Oxidation 12 

might however also lead to fragmentation, and models that only consider functionalization of 13 

biogenic compounds tend to overestimate the SOA mass concentration (Lane et al., 2008; 14 

Murphy and Pandis, 2009). A two-dimensional volatility basis set can be used to keep track of 15 

the oxygen to carbon (O:C) ratio during the aging process (Donahue et al., 2011; Jimenez et al., 16 

2009), making it possible to also include fragmentation. Studies that have included fragmentation 17 

indicate that it is an important process to consider (Chen et al., 2013; Murphy et al., 2012; 18 

Shrivastava et al., 2013). The abovementioned approaches are however empirical or semi-19 

empirical and thus rely on experimental studies conducted under environmental conditions that 20 

resemble those in the atmosphere; conditions which might change during the SOA formation 21 

process and during future climate warming.  22 

Another way to represent SOA formation is to use a gas-phase mechanism that explicitly predicts 23 

the condensable oxidation products. While this process makes it possible to predict growth under 24 

conditions and timescales beyond those conducted in laboratory studies, it is computationally 25 

heavy and needs to be simplified in order to be applicable (Hallquist et al., 2009). Additionally; 26 

the lack of knowledge of the properties of many oxidation products leads to uncertainties in these 27 

explicit schemes. A number of studies have modeled the SOA formation in chamber experiments 28 

using explicit – or near explicit – gas-phase chemistry (e.g Camredon et al., 2010; Capouet et al., 29 

2008; Jenkin, 2004; Roldin et al., 2014; Valorso et al., 2011). The discrepancies between the 30 

modeled and measured SOA formation in many of these studies indicate that there exist 31 
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knowledge gaps that need to be filled in order to better understand the processes behind SOA 1 

formation. 2 

In this study uncertain parameters regarding the evolution of the biogenic oxidation products are 3 

identified using two aerosol dynamics box models coupled to different gas-phase oxidation 4 

schemes. The following processes are specifically studied: 5 

1. The volatility- and oxygenation distribution of stable products formed in the first 6 

oxidation step of α-pinene oxidation. 7 

2. The gas-phase aging rate of the abovementioned products with the OH-radical. 8 

3. The temperature response of the oxidation products. 9 

4. Fragmentation reactions during the aging process. 10 

The aim is to investigate the implementation of different gas-phase oxidation schemes and 11 

condensation schemes of various complexities, and what effect they have on the modeled 12 

evolution of SOA at atmospheric conditions. SOA formation is modeled along an air mass 13 

trajectory over the northern European boreal forest using two aerosol dynamics box models: an 14 

updated version of the Aerosol Dynamics, gas-phase CHEMistry and radiative transfer model 15 

(ADCHEM) (Roldin et al., 2011a) and MALTE-BOX (Boy et al., 2013), which is the zero-16 

dimensional model version of MALTE (Model to predict new Aerosol formation in the Lower 17 

TropospherE) (Boy et al., 2006). Both models are coupled to the near-explicit Master Chemical 18 

Mechanism version 3.2 (MCMv3.2) (Jenkin et al., 1997; Saunders et al., 2003) which is used 19 

when predicting the oxidation products of the BVOCs (here represented by α-pinene). Different 20 

VBS approaches, which have all been applied in previous modeling studies, are compared with 21 

near-explicit modeling of SOA formation to get an indication of the uncertainties involved and 22 

the importance of different processes in the VBS regarding SOA formation.  23 

 24 

2 Method 25 

For all simulations in this study, the models were implemented along an air mass trajectory 26 

retrieved from the HYSPLIT-model (Draxler and Rolph, 2013) with meteorological data from the 27 

Global Data Assimilation System (GDAS), downloaded from NOAA Air Resource Laboratory 28 

Real-time Environmental Application and Display sYstem (READY) (Rolph, 2013), linearly 29 

interpolated from 3 hours to 1 min (the main time step used in the simulations). 30 
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2.1 Model descriptions 1 

2.1.1 ADCHEM 2 

The two-dimensional trajectory model ADCHEM was primarily developed to be used for urban 3 

plume studies in the atmosphere (Roldin et al., 2011b). In order to capture the vertical and 4 

horizontal dispersion of urban plumes, ADCHEM solves the atmospheric diffusion equation 5 

perpendicular to the air-mass trajectory. However, in this study we will only use ADCHEM as a 6 

box model (zero-dimensional). The aerosol dynamics scheme in ADCHEM includes 7 

homogeneous nucleation, dry deposition, Brownian coagulation and detailed 8 

condensation/evaporation. ADCHEM also contains a radiative transfer model which calculates 9 

the spectral actinic flux (for more detailed information about ADCHEM, see Roldin et al. 10 

(2011a)). Different gas-phase oxidation schemes can be coupled to ADCHEM; for more 11 

information about these, and also how the pure-liquid saturation vapor pressures of the 12 

condensing species are estimated, see Sect. 2.3.  13 

The condensation/evaporation module in ADCHEM can be combined either with the non-14 

equilibrium 2DVBS approach, as described in Roldin et al. (2011a), or with a detailed particle-15 

phase chemistry and kinetic multilayer model (Roldin et al., 2014). The saturation vapor 16 

pressures for each particle size bin are corrected with Raoult’s law, taking into account the non-17 

ideal interactions between compounds in the organic particle phase (activity coefficients) and the 18 

Kelvin effect. In this study we will treat the SOA as a well-mixed liquid, and neglect any 19 

heterogeneous chemistry. 20 

2.1.2 MALTE-BOX 21 

MALTE-BOX is a zero-dimensional model based on the one-dimensional column model 22 

MALTE (Boy et al., 2006). The box version is described in Boy et al. (2013) and Wang et al. 23 

(2013). The model consists of modules for gas-phase chemical reactions and photochemistry 24 

together with aerosol dynamics. In this study, emissions of inorganic trace gases and α-pinene are 25 

treated as explained in Sect. 2.2.1, while the chemistry and the saturation vapor pressures used 26 

are explained in Sect. 2.3.3. The aerosol dynamics in MALTE-BOX is solved by UHMA, which 27 

is described in detail in Korhonen et al. (2004). The model includes Brownian coagulation, 28 
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condensation/evaporation, dry deposition and several nucleation schemes, however; only 1 

condensation/evaporation was considered in this study. The model uses sectional methods and a 2 

Runge-Kutta solver to solve the general dynamic equation for aerosols. 3 

The main difference between UHMA and ADCHEM lies in the various vapor property 4 

parameterizations and additional mechanisms for the activity coefficients in the condensation 5 

algorithm. The densities of the condensing pure organic compounds in UHMA are estimated 6 

based on their molecular weights and atomic volumes, taking into consideration the changes in 7 

volume due to intramolecular bonding (Girolami, 1994). In ADCHEM, on the other hand, the 8 

densities are assumed to be 1400 kg/m
3
 for all condensing organic species (Hallquist et al., 2009). 9 

The models also calculate the molecular diffusion coefficients of the vapors differently; 10 

ADCHEM uses a method described in Jacobson (2005), whereas MALTE-BOX derives them 11 

from Fuller et al. (1966). 12 

2.2 Model setup 13 

All model simulations start over the Atlantic Ocean (74º34ˊN, 10º19´W) the 28 July 2005, 18 14 

UTC. The air mass then passes close to three remote research stations: first Abisko (68º52ˊN, 15 

18º30ˊE, 360 m above sea level (asl)) on 31 July 2005 at 03 UTC, then Pallas (67º56´N, 24º22ˊE, 16 

565 m asl) on 31 July 2005 at 18 UTC and finally Värriö (67º45´N, 29º38ˊE, 395 m asl) on 2 17 

August 2005 at 00 UTC, see Fig. 1. The three stations are located on a west-to-east line roughly 18 

200 km apart from each other. Description of the stations and the instrumentation can be found in 19 

Väänänen et al. (2013). Even though the Pallas station is located on a hill top, all three stations 20 

are considered as ground level sites in this study. Since the boundary layer is assumed to be well-21 

mixed, the air arriving to the stations represents the boundary layer on a larger scale. The specific 22 

trajectory was chosen by analyzing hourly HYSPLIT trajectories (Draxler and Rolph, 2013) from 23 

years 2005-2007 arriving at Värriö at the altitude of the station. The analysis was limited to 24 

trajectories arriving from the Atlantic Ocean and passing over Scandinavia between latitude 25 

parallels 67º6´ N and 69º N within 1000 m above ground level in order to ensure similar source 26 

areas and clear transport route between the stations. Furthermore, the trajectories had to pass over 27 

Abisko and Pallas within 25 km from the respective station during its path. This is in line with the 28 

general 10-30% uncertainty of trajectories (Stohl, 1998). The aerosol particle number size 29 

distributions at the three stations were analyzed at the times when the trajectories passed them. A 30 
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trajectory that had a low particle number concentration in Abisko which increased between the 1 

stations was chosen. Additionally, this trajectory had to remain in the boundary layer between the 2 

stations with no precipitation along its path. The data from Abisko were used as the initial 3 

particle size distribution in the model by using the automatic lognormal fitting algorithm DO-4 

FIT, version 4.20 (Hussein et al., 2005). Due to the low particle concentration and the origin of 5 

the air mass, it was assumed to have a chemical composition of marine aerosol. O’Dowd et al. 6 

(2004) measured the physical and chemical properties of aerosols at the research station Mace 7 

Head originating from the North Atlantic Ocean during periods of both high and low biological 8 

activity in 2002. The chemical information from their study during periods of high biological 9 

activity (here assumed to represent summer conditions) was used to estimate the particle size 10 

dependent organic fraction. The initial concentrations of the inorganic compounds, not set to 11 

zero, are estimated based on average background concentrations and listed in Table 1. 12 

2.2.1 Emissions 13 

The inorganic gas emissions (SO2, NOX and CO) along the air mass trajectory were retrieved 14 

from the emission database for the year 2005 from EMEP (European Monitoring and Evaluation 15 

Programme). The BVOC emissions, assumed to include only α-pinene, were estimated using a 16 

method described in Tunved et al. (2006) where the flux of α-pinene is dependent on the 17 

emission potential of coniferous trees, the biomass density of these species along the trajectory 18 

(estimated to 950 g/m
2
 (Lindfors et al., 1999)) and the ambient temperature. Since the simulations 19 

are done with zero-dimensional models, the α-pinene emissions were assumed, as in the study by 20 

Tunved et al. (2006), to be confined in a well-mixed boundary layer of a constant height of 1000 21 

meters.  22 

2.3 Description of base case simulations 23 

In all simulations MCMv3.2 is used to model the gas phase, i.e.; the inorganic chemistry and the 24 

first oxidation step of α-pinene. However, the resulting oxidation products from this step, and 25 

their subsequent gas-phase evolution, are modeled with varying complexity. The three schemes 26 

used to model the evolution of these condensable organic oxidation products are listed in Table 2 27 

(1DVBS, 2DVBS and MCM) and used throughout this study as base case simulations. MCM 28 

model the organic oxidation products near-explicitly with MCMv3.2, while the two VBS-29 
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approaches, after the first oxidation step of α-pinene, distribute the products into groups with 1 

different volatility based on chamber measurements. After the products in the VBS simulations 2 

have been distributed in their respective VBS-space due the gas-phase reactions, their 3 

temperature dependent saturation vapor pressures are calculated. These pressures, no longer 4 

bound to the VBS-grid, are used in the condensation/evaporation module. The 2DVBS simulation 5 

is based on the two-dimensional VBS described in Jimenez et al. (2009) and 1DVBS is based on 6 

the one-dimensional VBS scheme used in the EMEP model (Bergström et al., 2012). The 7 

simulations are described in the sections below and, if not otherwise mentioned, coupled to 8 

ADCHEM.  9 

2.3.1 1DVBS 10 

The 1DVBS scheme distributes all organic oxidation products between 9 volatility classes 11 

separated by powers of 10 in saturation vapor concentration,   , ranging from 10
-5

 to 10
3
 µg/m

3
. 12 

The scheme is based on how SOA are treated in the EMEP chemical transport model (Bergström 13 

et al., 2012). The first generation products from the oxidation of α-pinene and ozone are 14 

distributed according to a 4-product basis set parameterization based on chamber studies (Lane et 15 

al., 2008), see Table 2. The products continue to react with the OH-radical with a reaction rate of 16 

                     . At a reference temperature of 298 K, each reaction leads to a 17 

reduction in    by one order of magnitude and a 7.5 % increase in mass due to the added oxygen. 18 

The Clausius Clapeyron equation (see Eq. (A2) in Appendix A) is used to calculate the 19 

temperature dependence with a constant       of 30 kJ/mol. Fragmentation is not considered. 20 

2.3.2 2DVBS 21 

The 2DVBS base case simulation in this study distributes all organic oxidation products across 22 

12 volatility classes separated by powers of 10 in   , ranging from 10
-5

 to 10
6
 µg/m

3
, and 12 23 

discrete O:C-ratios from 0.1 to 1.2, in steps of 0.1. The first generation products from the 24 

oxidation of α-pinene by ozone are distributed in the volatility space according to a 7-product 25 

basis set parameterization based on chamber studies (Donahue et al., 2009), see Table 2. In order 26 

to distribute the products in the second dimension (O:C-ratio), Eq. (A1) is used together with the 27 

assumption that most first generation products have the same number of carbon atoms (  ) as the 28 

parent hydrocarbon: here α-pinene with       (Jimenez et al., 2009). This means that the 29 
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oxidation of α-pinene by ozone is assumed to include no fragmentation. Further oxidation in the 1 

gas-phase is based on Jimenez et al. (2009) where the products are assumed to react with the OH-2 

radical with a reaction rate constant of                      . For more information of 3 

functionalization and fragmentation of the oxidation products, see Appendix A. 4 

2.3.3 MCM 5 

The MCM base case simulation considers the degradation of α-pinene by using the near-explicit 6 

gas-phase kinetic mechanism MCMv3.2, which includes – in the case of α-pinene degradation - 7 

942 reactions involving 293 organic and 19 inorganic gas-phase compounds. The pure liquid 8 

saturation vapor pressures of the 153 most important oxidation products (the non-radicals that 9 

contribute to particle growth in the condensation scheme) are estimated using a group 10 

contribution method described by Nannoolal et al. (2008). In the first oxidation step, α-pinene 11 

can react with ozone and the two radicals OH and NO3. The volatility and O:C-ratio distribution 12 

of the first stable, non-radical generation products formed are compared with the first generation 13 

products derived from chamber experiments (which are used in the VBS simulations). In order to 14 

do this, a simulation was done where the first generation products generated in MCMv3.2 did not 15 

continue to react. A low NOX environment was assumed with a constant OH-radical 16 

concentration of       cm
-3

 (about the average concentration over land in the base case 17 

simulations) and a starting concentration of O3 of        cm
-3

. The starting concentration of α-18 

pinene was       cm
-3

, and the simulation was run for 72 hours to ensure that all α-pinene had 19 

been consumed. The result of this simulation is discussed in Sect. 3.2. 20 

2.4 Processes not investigated in this study 21 

This study explores different ways to model SOA formation through homogeneous gas-phase 22 

reactions and subsequent gas-to-particle partitioning. It is foremost a model comparison study 23 

aimed at investigating the impact that different parameterizations regarding homogeneous gas-24 

phase reactions have on modeled particle growth. Other processes that may influence the growth 25 

(e.g. emissions, boundary layer meteorology etc.) are treated with relatively simple assumptions. 26 

Moreover; SOA formation of course depends on many other complex processes (e.g. nucleation, 27 

coagulation, dry deposition, particle-phase chemistry etc.), some of them included in this study 28 

but not investigated further. The simulations conducted should therefore not be compared to the 29 
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measurements presented, but with each other. The measurements are instead shown as an 1 

indicator for realistic particle mass concentrations in boreal environments. 2 

 3 

3 Results and discussion 4 

The influence of the different gas-phase oxidation schemes, described in Sect. 2.3, on the 5 

distribution and properties of the α-pinene oxidation products is presented in this section. The 6 

subsequent effect on the SOA formation along the chosen air mass trajectory in Fig. 1 is 7 

compared and discussed. Aside from the three base case scenarios listed in Table 2, and described 8 

in Sect. 2.3 above, different sensitivity tests were performed on the 2DVBS to investigate the 9 

impact of different assumptions made in the VBS model setup. Details of these simulations are 10 

listed in Table 3. In all simulations, if not otherwise mentioned, the gas-phase oxidation schemes 11 

were coupled to the aerosol dynamics box model, ADCHEM. First however, the condensation 12 

modules in the two box models ADCHEM and MALTE-BOX will be compared. 13 

3.1 Condensation in ADCHEM and MALTE-BOX 14 

In order to test the sensitivity of the condensation module in ADCHEM, a simulation was done 15 

where the aerosol dynamics box model MALTE-BOX, was coupled to MCMv3.2 instead of 16 

ADCHEM. Condensation was the only aerosol dynamics process included in both box models for 17 

the comparison and the result is shown in Fig. 2. The upper panel shows the volume 18 

concentration of SOA along the trajectory, where the dotted blue line is the result from the 19 

MCM-ADCHEM coupling and the pink, dashed line the result from the MCMv3.2 being coupled 20 

to the MALTE-BOX model. The discrepancy between the modeled mass concentrations is 21 

mainly due to the overall lower densities of condensable organics in MALTE-BOX compared to 22 

those in ADCHEM. These densities are used when the change of particle mass during 23 

condensation (or evaporation) are translated to the corresponding change in particle volume. The 24 

solid blue line in the upper panel in Fig. 2 is the result of using the same method as in MALTE-25 

BOX to parameterize the densities of the condensing organic oxidation products in ADCHEM 26 

(see Sect. 2.1.2 for more details about the parameterizations). The lower panel in Fig. 2 shows the 27 

number size distribution at different times along the trajectory (represented by different colors). 28 

The smaller particles seem to grow faster in MALTE-BOX compared to those in ADCHEM, 29 
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especially during nighttime when the temperature is low. Considering the complexities of both 1 

models, they agree fairly well, with a maximum difference in volume concentration of 14 % at t = 2 

129 hours along the trajectory (3rd of August 03 UTC), corresponding to a maximum difference 3 

in the modeled geometric mean diameter of about 10 %. 4 

The pure-liquid saturation vapor pressures of each organic oxidation product, needed to model 5 

the condensational growth in near-explicit models, can be estimated using different group 6 

contribution methods, both ADCHEM and MALTE-BOX normally use the method described by 7 

Nannoolal et al. (2008) (see Sect. 2.3.3). In Fig. 3, SOA formation modeled with ADCHEM 8 

using this method is compared to a simulation where ADCHEM instead uses the group 9 

contribution method SIMPOL (Pankow and Asher, 2008). The latter method causes slower SOA 10 

formation since it predicts somewhat higher saturation vapor pressures, illustrating that the 11 

estimation of saturation vapor pressures are uncertain and needs to be investigated further. 12 

Moreover; a recent study by Ehn et al. (2014) indicates that the ozonolysis of α-pinene might lead 13 

to products of extremely low volatility that condense irreversibly to form SOA and thus have the 14 

potential to increase the SOA yield significantly. These products are currently not included in the 15 

model simulations in this study but we are planning to implement them in future studies. 16 

3.2 Base case simulations 17 

The growth of SOA along the chosen trajectory, modeled by the three base case scenarios 18 

described in Table 2, is shown in Fig. 4. The figure also includes the calculated mass 19 

concentrations from size distribution measurements in Abisko, Pallas and Värriö at the time the 20 

air mass passed by. The measurements from Pallas and Värriö are further compared with 21 

estimations of particle mass concentrations from two studies: Tunved et al. (2006) and Väänänen 22 

et al. (2013), scaled with the size distribution measurement from Abisko. In both of these studies 23 

the mass concentrations are expressed as a function of time the air mass has spent over land. The 24 

former study bases its expression on measurements conducted during the growing season (April 25 

to September) between 1999 and 2004, and the latter on measurements during the growing season 26 

between 2005 and 2007. Aside from the different measurement periods in the studies, Tunved et 27 

al. (2006) use the same expression to estimate the mass concentration both in Pallas and Värriö, 28 

while Väänänen et al. (2013) generate two separate estimations: one for Pallas and another for 29 
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Värriö. This resulted in lower estimated mass concentrations in the study by Tunved et al. (2006) 1 

compared to Väänänen et al. (2013), especially in the case of Värriö. 2 

Neither the measurements conducted when the air mass passed the site, nor the estimations of the 3 

mass concentration from Tunved et al. (2006) and Väänänen et al. (2013) indicate that the 4 

particle mass concentration should reach the value it does in the 2DVBS simulation. This 5 

simulation also diverges most from the other simulations. In order to understand why the growth 6 

of SOA is higher in the 2DVBS, not only the mass evolution of the particle-phase, but also that of 7 

the gas-phase, needs to be studied. 8 

Since a lot of the oxidation products from α-pinene exist in significant fractions both in the 9 

particle and gas-phase at atmospheric conditions, it is informative to look at how they are 10 

distributed between the two phases depending on the amount of time they have spent over land. 11 

Figures 5b-d show the volatility distribution of the condensable products at the three 12 

measurement sites, modeled by the three base case scenarios. Figure 5a shows the distribution of 13 

the first generation products, i.e.; the first stable, non-radical products from the reaction between 14 

α-pinene and ozone (in MCM, the first oxidation step also includes reaction with the OH-radical 15 

and NO3). The darker colors in each bar in Figs. 5b-d illustrate the portion of products in the 16 

particle-phase; e.g., in Abisko almost all products are in gas-phase in all three scenarios. As the 17 

air mass moves, α-pinene is emitted and its oxidation products are accumulated and oxidized; 18 

leading to an increased portion of products partitioning to the particle phase. In Värriö, where the 19 

SOA mass concentration is in the order of magnitude of 1 µg/m
3
, compounds with saturation 20 

concentration lower than ~10 µg/m
3
 partition substantially to the particle-phase. The 2DVBS 21 

simulation has about 40% more total mass (gas and particle) in this range in Värriö than the other 22 

two base case simulations. The higher mass is partly due to the different first generation 23 

chemistry between the model scenarios: compared to the other two base case simulations, the first 24 

oxidation step in 2DVBS generates more mass, especially compared to 1DVBS – this will be 25 

discussed further in Sect. 3.3. Most of this “extra” mass is located in high volatility bins and 26 

therefore resides in gas-phase; however, if allowed to age it will increase the particle mass.  27 

Here it is also evident that while the evolution of particle mass in the MCM and 1DVBS 28 

simulations in Fig. 4 show similar patterns, the volatility distribution of their oxidation products 29 

does not. The 1DVBS distributes its first generation products more evenly in the volatility space 30 
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and - due to the relatively simple parameterization of the aging process - the distribution remains 1 

even throughout the simulation. Moreover, the 1DVBS only distributes first generation products 2 

in 4 bins, products with higher volatilities are (in this scheme) assumed to have no effect on the 3 

particle growth and are thus ignored. 4 

Gas-phase oxidation does not necessarily lead to products with lower volatility; the more 5 

oxygenated the products are, the higher is the probability that they fragment and form products 6 

with lower carbon number (Kroll et al., 2009). Oxidation does however tend to increase the O:C-7 

ratio of the products (Kroll et al., 2011; Murphy et al., 2011); thus, the O:C ratio can provide 8 

valuable information on the amount of aging the compounds have experienced. O:C ratio in 9 

regional organic aerosol is about 0.7 (Hallquist et al., 2009).  10 

Figure 6 illustrates both the evolution of O:C-ratio and volatility of the oxidation products in the 11 

SOA formation process, where the grey areas represent the state of the first generation oxidation 12 

products (in gas or particle-phase) while the pink ones represent only the particle properties in 13 

Pallas (when the air mass has spent 18 hours over land). The mass-weighted average O:C-ratio of 14 

the first generation products, represented by the stars, are higher in the MCM simulation than in 15 

the 2DVBS. Since the MCM volatility is also higher, this implies that fragmentation could play a 16 

larger role in the MCM in the first oxidation step, which in turn would mean that more oxidation 17 

steps are needed before the products can partition to the particle-phase, causing a higher mass-18 

weighted average of the O:C-ratio of the resulting products in particle-phase. The first generation 19 

products in the 1DVBS simulation have about the same O:C-ratio as the MCM, however; the 20 

1DVBS does not include fragmentation, instead every oxidation step leads to products with lower 21 

volatilies, but the aging rate is so slow that almost no aging takes place. 22 

The time evolution of the mass-weighted average SOA properties along the air mass trajectory 23 

starting from Abisko, modeled by the three base case scenarios, are also shown in Fig. 6. In the 24 

direction of the arrows, the colors indicate how the particle mass concentration changes during 25 

transportation. Except during the first hours, the saturation concentrations in all simulations 26 

slightly increase over time since α-pinene is continuously emitted along the trajectory. The lower 27 

mole fractions of especially the more volatile organic compounds in the particle phase during the 28 

first hours probably cause the initial decrease in saturation concentrations (Raoult’s law). The 29 

MCM and 2DVBS simulations show a stronger diurnal trend in the O:C-ratio due to temperature 30 
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variations compared to the 1DVBS. This is probably the result of the simpler aging mechanism in 1 

the 1DVBS simulation, e.g.; the use of a constant and low enthalpy of vaporization in the 2 

1DVBS. 3 

3.3 2DVBS sensitivity simulations 4 

The results of the sensitivity tests performed on the 2DVBS simulation are presented in this 5 

section. The names and details of these simulations are described in Table 3. The studied 6 

parameters are the first generation chemistry, the aging rate, the enthalpy of vaporization, and the 7 

role of fragmentation in the 2DVBS. The results of these tests are presented in Figs. 7a and 7b.  8 

Figure 7a includes results from simulations where different methods have been used to predict 9 

the distribution of first generation products from the oxidation of α-pinene. The effect of using 10 

the first generation volatility distribution from the 1DVBS base case in the 2DVBS (2DVBS-11 

1DVBS, green line) is small even though the distributions from the two simulations differ from 12 

each other (see Fig. 5a). This does not mean that the volatility distribution of first generation 13 

products have no influence on how the products evolve in the atmosphere. The distribution from 14 

the 1DVBS causes the first generation oxidation products in the 2DVBS-1DVBS to distribute 15 

toward lower saturation concentrations, which should lead to a higher SOA growth in the 16 

2DVBS-1DVBS than in the base case 2DVBS scenario. However; due to the relationship 17 

between carbon number and volatility in the 2DVBS simulation (Eq. A1) and the assumption that 18 

the oxidation of α-pinene by ozone do not include fragmentation (i.e.: most first generation 19 

products will have carbon number 9 or 10), the O: C-ratio of the first generation products will be 20 

higher in 2DVBS-1DVBS than in the base case 2DVBS. This is illustrated in Fig. 8 and 21 

explained as follows: Since the carbon number of the products are known, the O:C distribution of 22 

the products can be calculated based on the known volatility distribution of the first generation 23 

products. Figure 8 illustrates how the O:C-ratio is a function of the volatility when the carbon 24 

number is 10 (black line). The first generation products in the 2DVBS-1DVBS (lower panel, Fig. 25 

8) are distributed towards lower volatilities than the 2DVBS (upper panel, Fig. 8) which explain 26 

their higher O:C-ratios. This will cause a larger fraction of products to fragment in higher 27 

generation oxidation reactions compared to the base case scenario (fragmentation ratio = 28 

O:C
(1/6)

), leading to a smaller SOA growth in the 2DVBS-1DVBS. The overall difference 29 

between the scenarios is very small. 30 
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The solid orange line in Fig. 7a shows the resulting growth of SOA when the O:C-ratio of all first 1 

generation products in the 2DVBS simulation are set to 0.4 (2DVBS-OC=0.4). This further 2 

confirms that higher O:C-ratio of first generation products lead to lower SOA mass due to the 3 

increased fragmentation. This initial O:C-ratio is closer to the O:C-ratio of oxidation products 4 

from α-pinene ozonolysis measured in chamber studies (Chhabra et al., 2010) and also closer to 5 

the corresponding value in the MCM-simulation, implying that fragmentation is important 6 

already in the first oxidation steps.  7 

The distribution of the first generation products in the 2DVBS base case scenario, based on 8 

Donahue et al. (2009), are constrained by chamber measurements for the products in the volatility 9 

bins with saturation concentrations (  ) between 1 and 1000 µg/m
3
. Based on mass balance 10 

calculations, Donahue et al. (2009) concludes that the majority of the mass is unaccounted for 11 

and place the remainder of the mass in bins with higher    
within the VBS. Products in these bins 12 

are too volatile to partition to the particle-phase; through aging they will however eventually 13 

acquire low enough volatility to condense. The dashed orange line in Fig. 7a (2DVBS-4prod) 14 

implies that the aging of these products is an important process since the particle growth is 15 

reduced when they are excluded. The distribution of the high volatility products are however very 16 

uncertain. Explicit or near-explicit modeling may provide a more realistic method to predict these 17 

products, keeping in mind that these approaches also include uncertainties (such as the estimation 18 

of saturation vapor pressures discussed in Sect. 3.1). In the 2DVBS-MCM simulation, the 19 

distribution of first generation products in the two-dimensional VBS is predicted using 20 

MCMv3.2, while further oxidation is modeled with the 2DVBS. The result of this simulation is 21 

represented by the blue line in Fig. 7a (2DVBS-MCM). The reduction in particle growth is 22 

caused by the, on average, higher    and higher O:C-ratio of the first generation products 23 

modeled by MCMv3.2 compared to the chamber-based mass distribution used in 2DVBS base 24 

case scenario. Overall; the different simulations in Fig. 7a vary with about a factor of three, 25 

highlighting the need for more knowledge of the oxidation products, and their distribution, 26 

already after the first oxidation step. 
 

27 

In Fig. 7b, the result of using different aging parameterizations in the VBS is illustrated. The first 28 

generation products are modeled as in the base case 2DVBS. To test how sensitive the 2DVBS 29 

base case scenario is to fragmentation during aging, a simulation without fragmentation (2DVBS-30 

noFrag; dashed black line) and a simulation when all oxidation steps include fragmentation 31 
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(2DVBS-maxFrag; black line) were conducted. Without fragmentation, the mass of SOA 1 

increases to unrealistically high values implying that fragmentation is needed in order to predict 2 

realistic values of SOA growth in environments where aging is important for the mass 3 

concentration. The effect of the other extreme (fragmentation occurring in each oxidation step) is 4 

not as big since compounds in the base case scenario with an O:C-ratio of 0.5 (about the average 5 

O:C ratio of SOA in the 2DVBS base case) already have a 89 % fragmentation probability when 6 

oxidized further.  7 

Compared to the 2DVBS base case, products in the 1DVBS simulation react with the OH-radical 8 

with one order of magnitude smaller rate constant (based on the aging rate of biogenic SOA in 9 

the EMEP model (Bergström et al., 2012)). Using this one order of magnitude smaller aging rate 10 

(2DVBS-agingRate1DVBS; dashed, green line) causes substantial reduction of SOA mass. 11 

However; since the products do not age much in this scenario the average O:C-ratio of the 12 

resulting particles show even lower values (~0.4) compared to the base case (~0.5). Models that 13 

only distribute SOA mass based on their volatilities (one-dimensional VBS) do not usually 14 

include fragmentation, often forcing them to use unrealistically low aging rates, or exclude aging 15 

of biogenic SOA altogether, to keep SOA concentrations at realistic values (Bergström et al., 16 

2012; Murphy and Pandis, 2009). 17 

In the 2DVBS-temp1DVBS simulation (dotted green line in Fig. 7b) the enthalpy of vaporization 18 

has been set to a constant value of 30 kJ/mole (while keeping everything else as in the 2DVBS 19 

base case). The result is a reduced temperature response of the particle growth, as well as a 20 

somewhat smaller growth; this is due to a distribution of the oxidation products towards higher 21 

volatilities compared to the 2DVBS base scenario which uses a       that varies with saturation 22 

concentration (65-129 kJ/mole). Donahue et al. (2006) however argue that models which include 23 

many semi-volatile species should use more realistic values of      , i.e.; values that depend on 24 

the volatility of the products.  25 

The assumptions regarding gas-phase aging made in this study have a high impact on the SOA 26 

formation. Further research is needed in order to make more reliable parameterization, especially 27 

when explicit chemistry cannot be used. 28 

 29 
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4 Conclusions 1 

The main conclusions of this study are summarized in Table 4, in which four processes that have 2 

the potential to affect SOA formation are stated: 1) First generation volatility- and oxygenation 3 

distribution of α-pinene oxidation products, 2) OH reaction rate constant with the gas-phase 4 

oxidation products, 3) Temperature response of the oxidation products and 4) The fraction of 5 

second- and multi-generation reactions that give fragmentation, assuming that fragmentation is 6 

included. The uncertainty and impact these processes have on SOA formation, inferred from the 7 

simulations done, are discussed below and summarized in the table: 8 

1. In this study first generation oxidation products have been modeled explicitly with 9 

MCMv3.2 and compared to two other studies (Bergström et al., 2012; Donahue et al., 10 

2009) where the volatility distributions are parameterized using chamber data. Depending 11 

on which method used, the results differed by about a factor of three, implying that the 12 

volatility distribution of the first generation products can have a high impact on SOA 13 

formation. The amount of products created through oxidation of BVOCs makes their 14 

volatility distribution uncertain; especially the experimentally derived distribution of the 15 

products with high volatility (        µg/m
3
) that do not partition to the particle-phase 16 

at atmospheric conditions, but can nevertheless be important for SOA formation if 17 

allowed to oxidize further. The O:C-ratios of the initial oxidation products are also 18 

uncertain parameters. The 2DVBS simulation, based on Jimenez et al. (2009), assumed no 19 

fragmentation during the first oxidation step, while some first oxidation steps in the MCM 20 

included fragmentation. As a result, the mass-weighted average O:C-ratio of the products 21 

were a little bit higher in simulations using MCMv3.2. The higher O:C-ratio resulted in a 22 

slower particle growth when fragmentation in higher generation gas-phase reactions were 23 

included. 24 

2. The first generation products are further oxidized by reactions in the gas-phase (particle-25 

phase reactions are not considered in this study). In the VBS-simulations, it was assumed 26 

that the products aged by reacting with the OH-radical with a reaction rate that was 27 

independent of where they were located in the VBS-space. Based on previous studies, two 28 

reaction rate constants were used:                       and 29 

                     . The lower rate constant resulted in products with 30 

unrealistically low O:C-ratios and substantially reduced the mass concentration of SOA. 31 
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When the higher reaction rate constant was applied, the aging effect was comparable to 1 

the aging in the MCM simulation where the products are predicted near-explicitly.  2 

3. Temperature will affect the gas-to-particle partitioning. When a VBS-approach is used, 3 

individual product information is lost as they are lumped into bins depending on their 4 

volatility. In the VBS-simulations conducted here, the temperature response was modeled 5 

by either letting all bins respond equally to temperature changes, or respond accordingly 6 

to their saturation concentration. This was controlled by choosing a constant or volatility-7 

dependent enthalpy of vaporization respectively. In the near-explicit modeling of 8 

oxidation products, the temperature response can be modeled in more detail, where each 9 

specific product can have their own response. When a volatility-dependent temperature 10 

response was used in the VBS, as opposed to letting all products respond equally, the 11 

result was in closer agreement with the result from the near-explicit simulation. The 12 

importance of the temperature response regarding SOA formation depends on the 13 

environment. In a boreal environment, there are many organic semi-volatile compounds, 14 

which makes the compound-dependent temperature response more important. 15 

4. The results of this study show that fragmentation is important to include during the aging 16 

process. It has been shown that fragmentation becomes more important the more 17 

oxygenated the compounds are, and a sharp increase in fragmentation going from 18 

products with O:C-ratio of 0 to 0.4 has been observed (Kroll et al., 2009). How to 19 

describe the features of fragmentation, especially in the VBS-approach, is however very 20 

uncertain. Based on the result from this study, fragmentation should be included to get a 21 

realistic SOA formation. 22 

Other uncertainties, beyond the scope of this study, include particle-phase chemistry and aerosol 23 

phase state. Studies have shown that these processes have the potential to affect SOA formation 24 

(Chan et al., 2007; Kroll and Seinfeld, 2008; Perraud et al., 2012; Roldin et al., 2014). The 25 

diurnal trend, caused by temperature variation, of the particle mass concentration in the base case 26 

scenarios in this study might in part be a result of excluding particle chemistry and assuming 27 

equilibrium partitioning. If the condensing gas-phase species are allowed to undergo chemical 28 

reactions in the particle phase to form low volatile products, evaporation and re-condensation of 29 

these species will be inhibited. 30 
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Discrepancies exist between measured and modeled SOA, especially in global model studies, 1 

indicating a lack of knowledge of certain processes involving SOA formation. All processes 2 

cannot be included in large, global models, but important processes need to be parameterized and 3 

included. Box-models with process-based representation of aerosol dynamics and gas- and 4 

particle-phase chemistry are important tools to find these processes and explore how to best 5 

parameterize them. 6 

 7 

Appendix A: Functionalization and fragmentation in the 2DVBS-scheme 8 

Each oxidation step, after the oxidation of α-pinene, in the 2DVBS includes functionalization 9 

where between 1 and 3 oxygen atoms are added, causing a reduction in saturation vapor 10 

concentration (C*) and the O:C-ratio to increase. The increase in O:C-ratio depends on the 11 

number of carbon atoms (  ) in the bin of the reacting compound, which is estimated using a 12 

simple empirical three-parameter group contribution relationship between the pure compound 13 

saturation concentration at a reference temperature of 298 K (         
 ) and the number of 14 

carbon and oxygen atoms (  ) (Eq. (A1)) (Donahue et al., 2011): 15 

         
  (  

    )                (A1) 16 

where   
     represents the reference point, defined as the number of carbon atoms in an 17 

alkane with     
    µg/m

3
.          is the slope in the linear relationship between          

  18 

and   , i.e; the effect of increasing the number of carbon atoms by one is a 0.475 decade 19 

decrease in saturation concentration.       ; resulting in a 1.7 decade decrease in saturation 20 

concentration of each added oxygen. To account for the temperature dependence of the saturation 21 

concentration, the Clausius Clapeyron equation (Eq. (A2)) is used: 22 
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(
 

    
 
 

 
))       (A2) 23 

Where      is the reference temperature and R is the ideal gas constant.       is the enthalpy of 24 

vaporization assumed to depend on     
  (Donahue et al., 2006) (see Table 2). 25 

After the functionalization step, a fraction (f) of the products formed can fragment into at least 26 

two products with lower carbon number. This fraction is an uncertain parameter, but, as 27 

suggested by Jimenez et al. (2009),  treated as a function of the O:C-ratio of the products: f = 28 
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O:C
(1/6)

. Figure A1 illustrates the fragmentation probability as a function of the O:C-ratio, where 1 

the range of O:C-ratios of first generation products in the 2DVBS is represented by the shaded 2 

area. As described in Jimenez et al. (2009), the C-C cleavage is assumed to have equal 3 

probability to take place anywhere along the carbon backbone and the resulting products will 4 

have higher volatility than the reactant. Unlike in Jimenez et al. (2009), we however assume that 5 

the fragmentation does not change the O:C-ratio of the products. 6 
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Table 1. Initial concentrations applied to all model simulations. 1 

Inorganic species NO NO2 SO2 CO O3 H2O2 HNO3 

Concentration [ppb] 0.1 0.2 0.2 100 20 0.1 0.1 

 2 

  3 
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Table 2. Details of the three base case gas-phase schemes investigated in this study 1 

Scenarios Organic oxidation products 1:st generation chemistry Higher order 

generation chemistry 

(aging) 

1DVBS (Simpson 

et al., 2012) 

9 products distributed in a 

1DVBS, with temperature 

dependence explained by: 

     
   

           

(Bergström et al., 2012) 

4-product basis set: 

αmass = [0.072 0.061 0.239 0.405] 

for          
  0 to 3

 

(Lane et al., 2008) 

Aging rate:       
                   

(Bergström et al., 

2012) 

2DVBS (Jimenez 

et al., 2009) 

144 products distributed in a 

2DVBS, with temperature 

dependence explained by: 

                 
  

           (Donahue et al., 

2006) 

7-product basis set:  

αmass = [0.05 0.085 0.125 0.19 0.4     

0.35 0.2] for          
  0 to 6

 

(Donahue et al., 2009) 

Aging rate:       
                   

(Jimenez et al., 2009) 

MCM (Jenkin et 

al., 1997; 

Saunders et al., 

2003)  

153 products with vapor 

pressures estimated  from 

Nannoolal et al. (2008) 

MCMv3.2 MCMv3.2 

 2 

  3 



29 

 

Table 3. Sensitivity test performed on the 2DVBS base case (top row). Changed parameters are 1 

described in bold text, all other parameters are kept unchanged. 2 

Scenario Organic oxidation products First generation chemistry Higher order generation 

chemistry (aging) 

2DVBS 144 products in a 2DVBS, 

with temperature dependence: 

                   
  

           (Donahue et al., 

2006) 

7-product basis set: 

αmass = [0.05 0.085 0.125 0.19 0.4 

0.35 0.2] for          
  0 to 6

 

(Donahue et al., 2009)
 

O:C = f(         
 )

1 

Aging rate:       
                   
(Jimenez et al., 2009) 

Fragmentation ratio = 

O:C
(1/6) 

2DVBS-OC=0.4 See 2DVBS O:C = 0.4 (Chhabra et al., 2010) See 2DVBS 

2DVBS-4prod See 2DVBS 4-product basis set: 

αmass =[0.05 0.085 0.125 0.19] 

(Donahue et al., 2009) but not 

including products in bins with 

   > 10
3
) 

See 2DVBS 

2DVBS-1DVBS See 2DVBS 4-product basis set: 

αmass = [0.072 0.061 0.239 0.405] 

for          
  0 to 3

 

(Lane et al., 2008) 

See 2DVBS 

2DVBS-MCM See 2DVBS First generation product 

distribution from MCMv3.2: 

αmole = [0.0036 0.062 0.0343 

0.0266 0.0975 0.294 0.204 0.368] 

for          
  -1 to 6 

See 2DVBS 

2DVBS-maxFrag See 2DVBS See 2DVBS
 

Fragmentation ratio = 1 

2DVBS-noFrag See 2DVBS See 2DVBS
 

Fragmentation ratio = 0 

2DVBS-

agingRate1DVBS 

See 2DVBS See 2DVBS
 

Aging rate:       
                   

(Bergström et al., 2012) 

2DVBS-

temp1DVBS 
144 products  in a 2DVBS, 

with temperature 

dependence: 

     
   

           

(Bergström et al., 2012) 

See 2DVBS
 

See 2DVBS 

1
Derived from Eq. (A1), using the volatility distribution from the 7-product basis set together with the assumption 3 

that most first oxidation steps do not include fragmentation, i.e.; each first generation product ends up in the O:C-bin 4 

closest to having 10 carbon atoms at its specific saturation concentration. 5 

  6 
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Table 4. Importance of processes that affect particle mass concentration when modeling long-1 

term aging of biogenic SOA in the atmosphere. The uncertainties of the processes are mostly 2 

based on results from this study, where processes placed to the left are the most uncertain. 3 

 Uncertainty of parameterization 

Processes affecting SOA formation Very uncertain  Less uncertain 

First generation volatility- and 

oxygenation distribution of α-pinene 

oxidation products 

Important 
  

OH aging rate constant with the gas-

phase oxidation products 
 Important  

Temperature response of the 

oxidation products 
 Potentially important  

Fragmentation during aging process 

(if included) 
Important   

 4 

  5 
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 1 

Figure 1. The studied air mass trajectory retrieved from the HYSPLIT model. The brown, pink 2 

and blue circles display the location of the measurement stations: Abisko, Pallas and Värriö 3 

respectively. 4 
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 1 

Figure 2. Evolution of particle volume concentration (upper panel) and particle number size 2 

distribution (lower panel) modeled with the aerosol dynamics box model MALTE-BOX or 3 

ADCHEM (modeled with a constant SOA density of 1400 kg m-3 or SOA densities from 4 

MALTE-BOX). The color of each size distribution plot represents the size distribution at a 5 

specific time along the trajectory, indicated by the corresponding color of the vertical line in the 6 

upper panel.  7 
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 1 

Figure 3. Particle mass concentration along the air mass trajectory modeled with ADCHEM using 2 

different methods of estimating the saturation vapor pressures of the organic oxidation products. 3 
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 1 

Figure 4. Modeled evolution of particle mass along the studied airmass trajectory. The SMPS 2 

(Scanning Mobility Particle Sizer) and DMPS (Differential Mobility Particle Sizer) data points 3 

are the measured size distribution at Abisko, Pallas and Värriö at the time the air mass passed. 4 

Also shown are estimated average mass concentrations as function of time the air mass has spent 5 

over land. The rings are based on measurement during the growing season between 1999-2004 6 

(Tunved et al., 2006) and the squares are based on measurements between 2005-2007 (Väänänen 7 

et al., 2013). 8 
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 1 

Figure 5. Volatility distribution of the oxidation products in both gas and particle-phase from the 2 

MCM, 2DVBS and 1DVBS base case simulations. In a) only products from the first oxidation 3 

step are shown, while b)-d) include products from higher generation oxidation as well. The 4 

distributions in b)-d) are at Abisko, Pallas and Värriö respectively, the dark colors represent the 5 

portion of products in the particle phase, and the light colors the portion in the gas phase. 6 
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 1 

Figure 6. The full (gas or particle) first generation distributions of the oxidation products in the 2 

MCM, 2DVBS and 1DVBS base case simulations are shown as grey areas enclosed with lines 3 

representing each model simulation (MCM-blue, 2DVBS-brown and 1DVBS-green). The grey 4 

stars are the corresponding mass-weighted average properties of the first generation products. 5 

The distributions of the products in particle phase in Pallas are shown as pink areas. Also shown, 6 

for all three model simulations, are the time evolution (in the direction of the respective arrows) 7 

of the mass-weighted average particle properties and SOA concentration along the air mass 8 

trajectory starting from Abisko (beige circles) and passing Pallas (pink circles) and Värriö (blue 9 

circles). 10 
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 1 

Figure 7. Particle growth along the air mass trajectory modeled with different versions of 2DVBS 2 

(see Table 3 for more details). In a) different parameterizations of first generation chemistry are 3 

tested and in b) different parameterizations of gas-phase aging are tested.  4 
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 1 

Figure 8. First generation product distribution in the 2-dimensional VBS space modeled with the 2 

2DVBS simulation (upper panel) and the 2DVBS-1DVBS simulation (lower panel). The black 3 

line shows the linear dependence between the O:C-ratio and volatility when a carbon number of 4 

10 is assumed. 5 
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 1 

Figure A1. Fraction of products that undergo fragmentation in the 2DVBS-scheme as a function 2 

of their O:C-ratio. The shaded area shows the range of O:C-ratio of the first generation products 3 

in the 2DVBS. 4 


