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Abstract 29 

The effects of various meteorological parameters such as temperature, wind 30 

speed, absolute humidity, precipitation and mixing height on PM2.5 concentrations 31 

over Europe were examined using a three-dimensional chemical transport model, 32 

PMCAMx-2008. Our simulations covered three periods, representative of different 33 

seasons (summer, winter, and fall). PM2.5 appears to be more sensitive to temperature 34 

changes compared to the other meteorological parameters in all seasons. 35 

PM2.5 generally decreases as temperature increases, although the predicted 36 

changes vary significantly in space and time, ranging from -700 ng m
-3

 K
-1

 (-8% K
-1

) 37 

to 300 ng m
-3

 K
-1

 (7% K
-1

). The predicted decreases of PM2.5 are mainly due to 38 

evaporation of ammonium nitrate, while the higher biogenic emissions and the 39 

accelerated gas-phase reaction rates increase the production of organic aerosol (OA) 40 

and sulfate, having the opposite effect on PM2.5. The predicted responses of PM2.5 to 41 

absolute humidity are also quite variable, ranging from -130 ng m
-3

 %
-1

 (-1.6% %
-1

) to 42 

160 ng m
-3

 %
-1

 (1.6% %
-1

) dominated mainly by changes in inorganic PM2.5 species. 43 

An increase in absolute humidity favors the partitioning of nitrate to the aerosol phase 44 

and increases the average PM2.5 during summer and fall. Decreases in sulfate and sea 45 

salt levels govern the average PM2.5 response to humidity during winter. A decrease 46 

of wind speed (keeping constant the emissions) increases all PM2.5 species (on 47 

average 40 ng m
-3

 %
-1

) due to changes in dispersion and dry deposition. The wind 48 

speed effects on sea salt emissions are significant for PM2.5 concentrations over water 49 

and in coastal areas. Increases in precipitation have a negative effect on PM2.5 50 

(decreases up to 110 ng m
-3

 %
-1

) in all periods due to increases in wet deposition of 51 

PM2.5 species and their gas precursors. Changes in mixing height have the smallest 52 

effects (up to 35 ng m
-3

 %
-1

) on PM2.5. 53 



3 

 

Regarding the relative importance of each of the meteorological parameters in a 54 

changed future climate, the projected changes in precipitation are expected to have the 55 

largest impact on PM2.5 levels during all periods (changes up to 2 µg m
-3

 in the fall). 56 

The expected effects in future PM2.5 levels due to wind speed changes are similar in 57 

all seasons and quite close to those resulting from future precipitation changes (up to 58 

1.4 µg m
-3

). The expected increases in absolute humidity in the future can lead to 59 

large changes in PM2.5 levels (increases up to 2 µg m
-3

) mainly in the fall due to 60 

changes in particulate nitrate levels. Despite the high sensitivity of PM2.5 levels to 61 

temperature, the small expected increases of temperature in the future will lead to 62 

modest PM2.5 changes and will not dominate the overall change. 63 

 64 

1. Introduction 65 

Over the past decades, atmospheric particulate matter (PM) has received 66 

considerable attention due to its impact on human health, climate change, and 67 

visibility. In particular, fine particulate matter with an aerodynamic diameter less than 68 

2.5 µm (PM2.5), has detrimental effects on human health as it is associated with 69 

increases in mortality, as well as respiratory and cardiovascular diseases (Schwartz et 70 

al., 1996; Bernard et al., 2001; Pope et al., 2009). PM2.5 has also been implicated in 71 

various air quality problems such as changes of the energy balance of the planet 72 

(IPCC, 2007), visibility reduction (Seinfeld and Pandis, 2006), and the formation of 73 

acid rain and acid fogs (Burtraw et al., 2007). 74 

Concentrations of PM are strongly influenced by meteorology. For example, 75 

increasing temperature can lead to elevated sulfate concentrations due to increased 76 

rate of SO2 oxidation (Aw and Kleeman, 2003; Dawson et al., 2007; Jacob and 77 

Winner 2009, Lecoeur and Seigneur, 2013). In contrast, semi-volatile organic and 78 
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inorganic aerosols evaporate as temperature increases (Sheehan and Bowman, 2001; 79 

Dawson et al., 2007; Tsigaridis and Kanakidou, 2007; Jimenez-Guerrero et al., 2012). 80 

Temperature has also a significant indirect effect on secondary organic aerosol (SOA) 81 

concentrations. In a warmer climate, secondary organic aerosol can increase due to 82 

higher biogenic VOC emissions (Heald et al., 2008; Jacob and Winner, 2009). 83 

Changes in absolute humidity also affect PM2.5 levels. Increases in humidity favor 84 

nitric acid partitioning to the aerosol phase and therefore can lead to nitrate 85 

concentration increases (Dawson et al., 2007; Galindo et al., 2011; Lecoeur and 86 

Seigneur, 2013). Wet deposition is in most areas the major removal process for PM2.5, 87 

hence changes in precipitation rate or the area extent of precipitation have a 88 

significant impact on aerosol concentrations (Dawson et al., 2007; Lecoeur and 89 

Seigneur, 2013). Changes in wind speed lead to changes in dispersion and transport as 90 

well as to changes in marine and desert aerosol production (Jacob and Winner, 2009; 91 

Aksoyoglu et al., 2011). Finally mixing height determines to a large extend the 92 

dilution of primary and the formation of secondary pollutants (Jimenez-Guerrero et 93 

al., 2012; Pay et al., 2012). 94 

Over the next decades, climate is expected to change and this change will 95 

influence PM2.5 concentrations. Based on IPCC projections for Europe (IPCC, 2013), 96 

temperature is expected to rise from 1 to 5.5 K over the next century. Emissions of 97 

biogenic VOCs are also expected to increase as temperature increases. Forkel and 98 

Knoche (2007) predicted a 30% increase (locally up to 50%) of biogenic VOCs 99 

emissions in Europe due to a predicted 1.7 - 2.4 
o
C temperature increase, under the 100 

IPCC IS92a scenario within the next 30 years. Higher temperatures in a future 101 

climate, will also lead to increases in absolute humidity (IPCC, 2007). Precipitation is 102 

also expected to change over Europe in the future, having large spatial and seasonal 103 
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variations. Based on the IPCC A2 emission scenario, Räisänen et al. (2004) predicted 104 

an increase in mean winter precipitation in northern and central Europe (up to 50%) 105 

and a substantial decrease in southern Europe in the next century. During summer, 106 

precipitation was projected to decrease throughout central and southern Europe. 107 

Similar projections for precipitation were also reported by other modeling studies 108 

(Giorgi and Meleux, 2007; Hedegaard et al., 2008; Kjellström et al., 2010). In 109 

addition, general circulation models (GCMs) and regional climate models (RCMs) 110 

predict changes in both rainfall intensity and frequency (Christensen and Christensen, 111 

2004; Frei et al., 2006; Buonomo et al., 2007; Boe et al., 2009; Argüeso et al., 2012). 112 

Jacob and Winner (2009) suggested that the critical variable that affects PM 113 

concentrations is precipitation frequency rather than precipitation rate. Wind speed is 114 

also predicted to change in a future climate. Andersson and Engardt (2010) predicted 115 

increases in wind speed over northern Europe, and decreases in the southern regions. 116 

Similar projections for wind speed were reported by other model studies (Räisänen et 117 

al., 2004; Kjellström et al., 2010; Katragkou et al., 2011). Hedegaard et al. (2013) 118 

reported increasing mixing height in most of Europe under a future climate (by more 119 

than 100 m in southeastern Europe), but Jimenez-Guerrero et al. (2011) predicted an 120 

average decrease for most continental Europe. 121 

The impact of various climate scenarios on air quality over Europe as well as the 122 

correlation between meteorology and PM concentrations have been the subject of 123 

several studies (Koch et al., 2003; Heald et al., 2008; Hedegaard et al., 2008, 2013; 124 

Jacob and Winner, 2009; Redington et al., 2009; Roustan et al., 2010; Galindo et al., 125 

2011; Im et al., 2012; Manders et al., 2012; Pay et al., 2012; Megaritis et al., 2013). 126 

Carvalho et al. (2010) applied a regional CTM, CHIMERE, over Europe with 127 

downscaled meteorology generated by a global GCM to study the impact of climate 128 
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change on ozone and PM10 levels, using the IPCC A2 scenario, which describes a 129 

very heterogeneous world, with continuously increasing population, self-reliance and 130 

preservation of local identities. Their predicted PM10 concentration changes showed a 131 

strong spatial and temporal variability with increases over the continental regions and 132 

decreases over water. They concluded that the PM10 response was mainly driven by 133 

changes in the boundary layer height and wind speed. Jimenez-Guerrero et al. (2012) 134 

used a regional modeling system, MM5-CHIMERE, over southwestern Europe in 135 

order to study how concentrations of air pollutants respond to a changing climate for 136 

2100 under the IPCC A2 scenario. Their findings suggest that aerosol species are 137 

strongly influenced by the higher future temperatures. They predicted an increase of 138 

sulfate and secondary organic aerosols (SOA) due to faster reactions and higher 139 

emissions of biogenic VOCs, and a decrease of particulate nitrate. In a multi-year 140 

simulation (2000-2008), Lecoeur and Seigneur (2013) used a three-dimensional CTM, 141 

Polyphemus/Polair3D, to investigate the response of PM2.5 species to changes in 142 

meteorology. Their results suggest that wind speed and precipitation have a strong 143 

negative effect on PM2.5 and its components (with sea salt being the only exception, 144 

for which a positive correlation with wind speed was predicted), while the response of 145 

PM2.5 to temperature changes varied significantly among the PM2.5 species 146 

considered. The negative response of PM2.5 to wind speed changes and the variable 147 

effects caused by changes in temperature were also reported by Aksoyoglu et al. 148 

(2011). Additional work has been conducted in several areas over the world with the 149 

majority focused on the United States (Hogrefe et al., 2004; Racherla and Adams, 150 

2006; Dawson et al., 2007, 2009; Tagaris et al., 2007, 2008; Zhang et al., 2008; Avise 151 

et al., 2009; Pye et al., 2009; Mahmud et al., 2010; Day and Pandis, 2011; Singh and 152 

Palazoglu, 2012; Tai et al., 2012; Jeong and Park, 2013). The predicted PM2.5 changes 153 
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due to climate are quite variable in space and time, and there are often conflicting 154 

conclusions about the meteorological variables driving these changes. 155 

Most of the earlier modeling studies have focused on the overall effect of future 156 

climate on PM2.5 concentrations. While this has provided valuable insights, it has 157 

often been difficult to quantify the effects of changes of individual meteorological 158 

parameters and processes. One of the few available studies has focused on the United 159 

States, studying the sensitivity of PM2.5 to different meteorological perturbations 160 

(Dawson et al., 2007). However, this study covered a relatively short simulation 161 

period, and it did not assess how important these meteorological changes are for 162 

individual processes that are related to the formation, transport and removal of PM2.5 163 

components. In addition, to our knowledge, there has been little work trying to 164 

quantify how these individual processes (such as the partitioning of semi-volatile PM 165 

components, the marine aerosol production, etc) can be affected by changes in 166 

meteorology and eventually, how sensitive PM2.5 is to these changes. The goal of this 167 

study is to conduct a detailed sensitivity analysis quantifying how changes in 168 

temperature, wind speed, absolute humidity, precipitation, and mixing height, and 169 

their subsequent effects on different processes, can influence fine particulate matter 170 

(PM2.5) concentrations over Europe. Each of these parameters is studied separately so 171 

that the relative importance of each as well as the subsequent response of PM2.5 can 172 

be quantified. For this purpose we use a three-dimensional CTM, PMCAMx-2008 173 

over Europe. PMCAMx-2008 implements a state-of-the-art organic module for 174 

organic aerosol (OA) modeling based on the volatility basis set framework (VBS) 175 

(Donahue et al., 2006), which has not been used in earlier versions of the model, as 176 

well as in earlier climate-air quality interactions studies. The model uses also updated 177 

inorganic aerosol modules for the simulation of inorganic PM species. In addition, we 178 
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covered a three month-long simulation periods, in order to obtain more representative 179 

results regarding the seasonal dependence of the PM2.5 response to changes in 180 

meteorology.  181 

A brief description of the PMCAMx-2008 along with the characteristics of its 182 

application in the European domain is given in Sect. 2. The PMCAMx-2008 base-case 183 

predictions for PM2.5 concentrations and some information regarding the model 184 

evaluation are given in Sect. 3. The description of each sensitivity simulation 185 

conducted in this study as well as the predicted response of PM2.5 to these 186 

meteorological perturbations are presented in the next sections. Finally the relative 187 

importance of the various meteorological parameters and the main conclusions are 188 

presented. 189 

 190 

2. The PMCAMx-2008 CTM 191 

2.1 Model description 192 

PMCAMx-2008 (Fountoukis et al., 2011; Megaritis et al., 2013) uses the 193 

framework of the CAMx air quality model (Environ, 2003). The chemical mechanism 194 

used in this study to describe the gas-phase chemistry is based on the SAPRC99 195 

mechanism (Environ, 2003; Carter, 2010) and includes 211 reactions of 56 gases and 196 

18 free radicals. For the simulation of the aerosol species, the model uses three 197 

detailed modules: inorganic aerosol growth (Gaydos et al., 2003; Koo et al., 2003), 198 

aqueous phase chemistry (Fahey and Pandis, 2001) and SOA formation and growth 199 

(Murphy and Pandis, 2009). These modules employ a sectional approach using ten 200 

aerosol size sections, spanning the diameter range from 40 nm tο 40 µm. In this study 201 

inorganic aerosol formation was simulated using the “bulk equilibrium approach” 202 

where the bulk inorganic aerosol and gas phase are assumed to be always in 203 
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equilibrium. The organic aerosol treatment in PMCAMx-2008 is based on the 204 

volatility basis set framework (Donahue et al., 2006; Stanier et al., 2008). Primary 205 

organic aerosol is assumed to be semivolatile in PMCAMx-2008, while the model 206 

treats all organic species (primary and secondary) as chemically reactive. Further 207 

details regarding the simulation of inorganic and organic aerosol species in 208 

PMCAMx-2008 can be found in Fountoukis et al. (2011). 209 

For the simulation of wet scavenging the model assumes that the scavenging rate 210 

within or below a cloud due to precipitation is equal to the product of the 211 

concentration of a pollutant and the respective scavenging coefficient (Seinfeld and 212 

Pandis, 2006). Dry deposition, for the gas-phase species, is simulated using the 213 

resistance model of Wesely (1989), while for aerosol species the PMCAMx-2008 uses 214 

the resistance approach of Slinn and Slinn (1980) as implemented in UAM-AERO 215 

(Kumar et al., 1996). More information about the simulation of removal processes can 216 

be found in Fountoukis et al. (2011) and Megaritis et al. (2013). 217 

 218 

2.2 Model application 219 

PMCAMx-2008 was set to simulate the atmosphere over Europe covering a 220 

5400×5832 km region with a 36×36 km resolution grid and 14 vertical layers 221 

extending up to approximately 6 km altitude. Three month-long periods, 222 

representative of different seasons (summer, winter, and fall) were simulated. The 223 

summer simulations were based on a hot late spring period (1-29 May 2008), the fall 224 

modeled period was from 15 September to 17 October 2008, while the winter 225 

simulation covered a cool late winter period (25 February - 23 March 2009). The first 226 

two days from each simulation were used as model initialization days and were 227 

excluded from the analysis. All three periods showed a variety of meteorological 228 
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conditions and pollution levels. The summer period was characterized by a blocking 229 

anticyclone (especially in the first half of May) leading to stable meteorological 230 

conditions and enhanced pollution over Central Europe. In addition, high 231 

temperatures were observed in most of Europe (Pikridas et al., 2010; Hamburger et 232 

al., 2011; Poulain et al., 2011; Mensah et al., 2012), typical for summer conditions. 233 

Fall represented the transition from summer to winter with a moderate temperature 234 

(which was decreasing during this period), less stable atmospheric pressure and 235 

frequent precipitation events (EMEP, 2010; Poulain et al., 2011) while the winter 236 

period was characterized by low temperatures in most of Europe (Hildebrandt et al., 237 

2010b; Freney et al., 2011; Poulain et al., 2011; Mensah et al., 2012). 238 

The necessary inputs to the model included emissions, meteorological conditions, 239 

land use data and initial and boundary conditions of the simulated PM species. 240 

Anthropogenic gas emissions included land as well as international shipping 241 

emissions and were developed by the TNO team as a continuation of the work in 242 

GEMS and MACC (Visschedijk et al., 2007; Denier van der Gon et al., 2010). 243 

Anthropogenic particulate organic and elemental carbon emissions were based on the 244 

EUCAARI Pan-European Carbonaceous Aerosol Inventory (Kulmala et al., 2011). 245 

Biogenic emissions were produced by utilizing the MEGAN (Model of Emissions of 246 

Gases and Aerosols from Nature) model (Guenther et al., 2006). Sea salt emissions 247 

(O’Dowd et al., 2008) as well as wildfire emissions (Sofiev et al., 2009) were also 248 

included. Further details about the emissions data used in this study can be found in 249 

Fountoukis et al. (2011). The meteorological input into the model included hourly 250 

data of temperature, pressure, water vapor, clouds, rainfall, horizontal wind 251 

components and vertical diffusivity generated using the meteorological model WRF 252 

(Weather Research and Forecasting) (Skamarock et al., 2008). For the boundary 253 
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conditions of the major PM species we used the same concentrations as Fountoukis et 254 

al. (2011). The boundary conditions were chosen on the basis of measurements taken 255 

in sites close to the boundaries (e.g., Seinfeld and Pandis, 2006; Zhang et al., 2007). 256 

 257 

3. Base case simulations and model evaluation 258 

The predicted concentrations of total PM2.5 during the three modeled base case 259 

periods are presented in Fig. 1. During the summer period, the domain-average 260 

ground-level concentration of total PM2.5 is 7.7 µg m
-3

. Elevated PM2.5 concentrations 261 

are predicted in most of Western Europe (up to 25 µg m
-3

), due mainly to high 262 

ammonium nitrate levels in this area (maximum concentration of 11 µg m
-3

). In 263 

Central and Northern Europe fine organic matter dominates with biogenic secondary 264 

OA and oxidized primary OA (including OA from IVOCs) contributing the most 265 

(approximately 60% and 25% respectively). PM2.5 concentrations in these areas may 266 

exceed 20 µg m
-3

. Sulfate is predicted to be the dominant PM2.5 species over the 267 

Eastern Mediterranean. The strong photochemical activity in this area favors the 268 

conversion of sulfur dioxide to sulfate and can partly explain the relatively high PM2.5 269 

levels in this area (up to 15 µg m
-3

). 270 

During the winter period the mean predicted ground-level concentration of total 271 

PM2.5 over the domain is 7.1 µg m
-3

. Sulfate and organics are predicted to be the 272 

major components contributing approximately 25% and 28% of total PM2.5 mass. 273 

Peak period-average concentrations of total PM2.5 (mostly over Central and Northern 274 

Europe) exceed 20 µg m
-3

 especially in areas with large industrial activity or large 275 

urban emissions. OA accounts for up to half of total PM2.5 in these areas with fresh 276 

primary OA being the dominant OA component. 277 
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In the fall period the model predicts an average total PM2.5 concentration of 8.3 278 

µg m
-3

 over the domain. The elevated PM2.5 levels are due to a combination of high 279 

ammonium nitrate, sulfate, and organic aerosol. On a domain-average basis organic 280 

aerosol and sulfate are predicted to account for 28% of total PM2.5 mass each, 281 

followed by ammonium (12%), and nitrate (10%). High levels of PM2.5 over the 282 

Balkans and the Mediterranean (up to 22 µg m
-3

), are mainly due to high sulfate 283 

concentrations while ammonium nitrate dominates over the western parts of the 284 

domain. The largest OA concentrations, with a peak of 6.8 µg m
-3

, are predicted in the 285 

Po Valley area. High OA levels are also predicted over the Balkans. 286 

The model performance against high time resolution AMS measurements under 287 

the various meteorological conditions of the three simulated periods was encouraging. 288 

The May period was characterized by the highest average temperatures among the 289 

three simulated periods, the largest average mixing height (the average predicted 290 

mixing height was 550 m in May compared to 380 m in February/March and 440 m in 291 

September/October) and the lowest precipitation rates (Fig. S2). The wind speed and 292 

absolute humidity were quite variable in space and time during all three periods. PM1 293 

organic aerosol was well predicted by the model during the photochemically active 294 

period of May (monthly average measured concentration: 3.3 µg m
-3

, PMCAMx-295 

2008: 3 µg m
-3

). The observed data included ground measurements taken at four sites 296 

in Europe (Cabauw, Finokalia, Mace Head, and Melptiz) (Fountoukis et al., 2011). A 297 

similar model performance was found for the September/October period with the 298 

model reproducing more than 74% of the hourly averaged OA data within a factor of 299 

2, with a fractional bias of -0.1 and a fractional error of 0.48. During the fall period 300 

hourly AMS measurements were performed at several sites in Europe (Hyytiala, k-301 

Puszta, Melpitz, Puy de Dome, Payerne, Puijo, and Vavihill) during an EMEP 302 



13 

 

intensive campaign. The largest discrepancies between model predictions and 303 

measurements for OA were found during the low-temperature period of 304 

February/March (monthly average measured concentration: 2.3 µg m
-3

, PMCAMx-305 

2008: 1.1 µg m
-3

), however, this underprediction of OA was attributed to an 306 

underestimation of wood burning emissions (Fountoukis et al., 2014). The model 307 

performed equally well in reproducing observed PM1 sulfate concentrations during all 308 

periods regardless of the different meteorological conditions. The monthly average 309 

concentration of PM1 sulfate predicted by the model in the four sites during summer 310 

was 2.9 µg m
-3

 compared to the measured value of 2.8 µg m
-3

. In agreement with 311 

observations the model predicts the lowest sulfate concentrations during the winter 312 

period (monthly average measured concentration: 1.0 µg m
-3

, PMCAMx-2008: 0.9 µg 313 

m
-3

) and somewhat higher concentrations (1.4 µg m
-3

 observed and 1.5 µg m
-3

 314 

predicted) during the fall. The model had also a reasonable performance for PM1 315 

nitrate and PM1 ammonium in most studied sites with the exception of sites 316 

characterized by both high levels of sea salt and nitrate (e.g. Mace Head) where the 317 

model significantly overpredicted both fine nitrate and ammonium concentrations. 318 

These errors are mainly due to the assumption of bulk equilibrium that PMCAMx-319 

2008 uses for the inorganic aerosol simulation (Trump et al., 2014). In general, the 320 

model performance was found encouraging for all major PM1 species under the 321 

variable meteorological conditions observed during the 3 seasons. 322 

 323 

4. Sensitivity to Meteorological Variables 324 

For each of the three modeled periods, we performed a suite of individual 325 

sensitivity simulations by perturbing various meteorological parameters, one at a time. 326 
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The sensitivity tests included perturbations in temperature, wind speed, absolute 327 

humidity, precipitation rate, precipitating area and mixing height (Table 1).  328 

Sensitivity to temperature was tested by performing four different simulations. 329 

The impact of temperature on biogenic emissions and PM2.5 levels was examined, 330 

using temperature sensitive biogenic emissions, produced by the MEGAN model, 331 

based on an increase of 2 K. In this simulation the only change was on the biogenic 332 

emissions inventory. The temperatures used by the model (to simulate chemistry, 333 

thermodynamics, etc) were those of the base case scenario. The effect of temperature 334 

on aerosol thermodynamics was tested in another simulation where we increased 335 

temperature by 2 K only for the modules of PMCAMx-2008 that simulate the 336 

partitioning of semi-volatile inorganic and organic PM2.5 species. Similar to the first 337 

simulation, temperatures for the other processes in PMCAMx and all the other 338 

meteorological parameters were the same as in the base case simulation. The third test 339 

studied the sensitivity of PM2.5 to the temperature dependence of the gas-phase 340 

reaction rates. The overall temperature effect on PM2.5 concentrations (using also 341 

temperature-dependent biogenic emissions) was studied in a different simulation 342 

where all surface and air temperatures were increased uniformly over the domain by 2 343 

K, keeping all the other meteorological inputs constant. 344 

The effect of wind speed on PM2.5 concentrations was studied by two different 345 

simulations. We used first a simplified scenario where horizontal wind speed was 346 

decreased uniformly over the entire domain by 10% keeping all other inputs constant. 347 

The vertical wind components were calculated from the perturbed horizontal wind 348 

speeds to ensure mass conservation. In this simulation the only changes were on the 349 

dispersion coefficients, as well as the transport (vertical velocity, advection, dilution) 350 

and removal processes (dry deposition rate), while sea-salt emissions were kept 351 
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constant as in the base case. In the second test, we examined the effect of wind speed 352 

on marine aerosol emissions, recalculating the corresponding emissions inventory for 353 

wind speeds decreased by 10%. This simulation examines only changes in sea salt 354 

emissions, therefore wind speed and all other meteorological data used as input by the 355 

model were those of the base case scenario.  356 

The effect of absolute humidity was tested based on a uniform increase of 5% 357 

over the entire domain. Precipitation intensity was increased uniformly by 10% to 358 

study its effects. Sensitivity to the spatial extent of precipitation was investigated in a 359 

simulation where the area undergoing precipitation was increased by +10%. This was 360 

done by extending the existing precipitating area into non-precipitating but adjacent 361 

cells which were chosen randomly. In addition, the sensitivity of PM2.5 to mixing 362 

height changes was examined in a simulation where the mixing height was increased 363 

by one model layer. This was done by changing the vertical diffusivity in only the 364 

layer immediately above the base case mixing height. The corresponding average 365 

change was an increase in mixing height by approximately 150 m.  366 

Table 1 summarizes the sensitivity simulations imposed in this study and the 367 

processes that were perturbed directly in each change. Initial and boundary conditions 368 

of the modeled PM species did not change compared to the baseline scenario, in all 369 

tests. Emissions of all pollutants were also kept constant as in the base case conditions 370 

in all tests, except for the two simulations using temperature sensitive biogenic 371 

emissions and new sea salt emissions due to wind speed change. Previous work has 372 

shown that the processes that are perturbed in each of these sensitivity runs are well 373 

represented in the model. Inorganic aerosol thermodynamics is simulated through the 374 

ISORROPIA model (Karydis et al., 2010) while organic gas/aerosol partitioning is 375 

simulated with the state-of-the-art volatility basis set framework (Murphy and Pandis, 376 
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2009; Fountoukis et al., 2014). For the gas-phase chemistry, the chemical mechanism 377 

SAPRC99 is used, instead of the older Carbon Bond-IV, increasing the number of 378 

reactions from 100 to 211 (Tsimpidi et al., 2010). Biogenic VOC emisisions as well 379 

as marine aerosol emissions are well represented as described in Fountoukis et al. 380 

(2011). 381 

 382 

5. Sensitivity to Temperature 383 

5.1 Temperature-dependent biogenic emissions 384 

The predicted changes (sensitivity scenario - base case) in average ground-level 385 

concentrations of total PM2.5 due to higher biogenic emissions (based on a 2 K 386 

temperature increase) are shown in Fig. 2. During the modeled summer period, PM2.5 387 

is predicted to increase by 10 ng m
-3

 K
-1

 (0.13% K
-1

) on a domain average basis, with 388 

a maximum increase of 250 ng m
-3

 K
-1

 (2% K
-1

) in France (Fig. 2a). This is mainly 389 

due to an OA increase as higher biogenic emissions lead to increases in biogenic SOA 390 

concentrations which account for almost 90% of the OA increase. The increased 391 

biogenic VOCs, on the other hand result in reductions of OH in several areas. The 392 

reduced OH levels, slow down the gas phase formation of sulfate (through SO2 393 

oxidation), and also lead to decreases of ammonium nitrate. This negative effect of 394 

increased biogenic VOCs on OH levels and hence on inorganics was also noted by 395 

Zhang et al. (2008). However, the predicted decreases of inorganic PM2.5 components 396 

are less than the increases of total OA, thus the net impact is an increase of total PM2.5 397 

levels. 398 

Biogenic emissions have also a positive effect on total PM2.5 concentrations 399 

during the modeled winter and fall periods. PM2.5 is predicted to increase throughout 400 

the domain by 10 ng m
-3

 K
-1

 (0.1% K
-1

) and 20.3 ng m
-3

 K
-1

 (0.25% K
-1

) on average, 401 
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during the winter and fall respectively (Fig. 2b, c). The predicted increases during the 402 

winter period can reach up to 130 ng m
-3

 K
-1

 (1% K
-1

) while during fall are even 403 

higher (up to 200 ng m
-3

 K
-1

 or 1.5% K
-1

). Increases in OA levels dominate the 404 

response of total PM2.5, while inorganic PM2.5 is less sensitive to biogenic emissions 405 

during these seasons. 406 

 407 

5.2 Temperature effects on gas/aerosol partitioning 408 

Increasing temperature by 2 K only for the partitioning of semi-volatile PM 409 

components has a significant effect on total PM2.5 levels in all three periods (Fig. 3). 410 

The predicted response of PM2.5 shows a strong spatial variability, as a result of 411 

competing changes in inorganic species concentrations and, to a lesser extent, in 412 

organic ones. In the modeled summer period, total PM2.5 concentrations decrease by 413 

49 ng m
-3

 K
-1

 (1% K
-1

) on average, although the change is quite variable and ranges 414 

from -700 ng m
-3

 (-5% K
-1

) to 50 ng m
-3

 (1.5% K
-1

). The predicted PM2.5 decrease is 415 

largely due to significant decreases of ammonium nitrate. Rising temperature leads to 416 

increased volatilization of ammonium nitrate, which partitions to the gas-phase 417 

(Seinfeld and Pandis, 2006). As a result, less ammonium nitrate exists in the 418 

particulate phase leading to significant decreases of nitrate which reach up to 600 ng 419 

m
-3

 K
-1

 (14% K
-1

). On the contrary, as particulate nitrate decreases, the cloud pH 420 

increases and the aqueous-phase formation of particulate sulfate accelerates. This 421 

complex effect of temperature changes on partitioning of semi-volatile inorganic 422 

PM2.5 is consistent with the results of other studies (e.g. Dawson et al., 2007; 423 

Aksoyoglu et al., 2011; Jimenez-Guerrero et al., 2012). OA is also sensitive to 424 

temperature mainly due to changes in the levels of secondary OA components and to 425 

a lesser extent on primary OA. Higher temperature leads to evaporation of all OA 426 
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components and subsequently to decreases of their levels. The sensitivity of OA to 427 

temperature, as well as the increased gas-phase partitioning as temperature increases, 428 

have been also reported by earlier studies (Dawson et al., 2007; Megaritis et al. 2013). 429 

During the modeled winter period, total PM2.5 shows also a negative response to 430 

temperature, with an average decrease of 25 ng m
-3

 K
-1

 (0.4% K
-1

) (Fig. 3b) over the 431 

domain. The predicted decrease of PM2.5 is significant in Central Europe, due largely 432 

to decreases in nitrate and in a lesser extent in OA levels. 433 

During the modeled fall period, total PM2.5 decreases by 88 ng m
-3

 K
-1

 (1% K
-1

) 434 

on average over the domain. Significant decreases are predicted mainly over the 435 

central and south western areas of the domain (Fig. 3c). Nitrate is significantly 436 

reduced (its predicted decreases exceed 10% K
-1

), and along with total OA decreases 437 

dominate the response of total PM2.5, despite the predicted increases in sulfate levels. 438 

  439 

5.3 Temperature-dependent gas-phase reaction rates 440 

Changes in gas-phase reaction rates, due to temperature changes, could also 441 

affect total PM2.5 levels (Dawson et al., 2007). At higher temperatures, gas-phase 442 

reactions will accelerate (Dawson et al., 2007; Jacob and Winner, 2009; Day and 443 

Pandis, 2011; Im et al., 2011). In all three modeled periods, PM2.5 is predicted to 444 

increase due to the combined increases on the individual PM2.5 components. In the 445 

modeled summer period, PM2.5 concentrations are predicted to increase by 26 ng m
-3

 446 

K
-1

 (0.3% K
-1

) on a domain average basis. The effect is stronger over continental 447 

Europe, where PM2.5 increases by 50 ng m
-3

 K
-1

 (0.8% K
-1

) on average, while in some 448 

areas in Western Europe, increases in PM2.5 reach up to 400 ng m
-3

 K
-1

 (2% K
-1

) (Fig. 449 

4a). The predicted response of total PM2.5 is mainly driven by increases of nitrate 450 
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levels (approximately 45% of the PM2.5 increase is due to nitrate), followed by 451 

increases in OA (largely attributed to secondary OA) and sulfate. 452 

The lower oxidant availability during the winter leads to a lower increase of 453 

PM2.5 compared to summertime (Fig. 4b). Over continental Europe, the predicted 454 

increases are higher, up to 120 ng m
-3

 K
-1

 (1% K
-1

). Changes in organics and nitrate 455 

dominate (each of these two components accounts for around 40% of the PM2.5 456 

increase), while increases in sulfate tend to be rather small. 457 

The effects are higher during the modeled fall period (an average increase of 47 458 

ng m
-3

 K
-1

 or 0.6% K
-1 

over the domain). The largest changes are in Central and 459 

Western Europe (Fig. 4c). Increases of fine particulate nitrate and organics are driving 460 

the PM2.5 response, while there are moderate increases in sulfate. 461 

 462 

5.4 Overall temperature effects 463 

An increase in temperature by 2 K is predicted to have a negative effect on 464 

average PM2.5 levels for all three modeled periods. On a domain average basis PM2.5 465 

decreases by 25 ng m
-3

 K
-1

 (0.3% K
-1

) in the summer, 7 ng m
-3

 K
-1

 (0.1% K
-1

) in the 466 

winter and 33 ng m
-3

 K
-1

 (0.4% K
-1

) in the modeled fall period. However the overall 467 

effect of temperature on PM2.5 levels is quite variable in space and time (Fig. 5) due to 468 

the different effects on the individual processes as well as the competing responses of 469 

the PM2.5 species. The predicted changes on PM2.5 concentrations range from -720 ng 470 

m
-3

 K
-1

 (-8% K
-1

) to 280 ng m
-3

 K
-1

 (7% K
-1

). Over continental Europe, PM2.5 changes 471 

are dominated by decreases in nitratewhich are mainly due to the evaporation of 472 

ammonium nitrate, leading to a reduction of average nitrate levels by 18%. On the 473 

contrary in several parts of the domain, the higher biogenic VOC emissions and the 474 

increased rate of SO2 oxidation enhance the production of OA and sulfate 475 
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respectively. These increases can reach up to 225 ng m
-3

 K
-1

 (7% K
-1

) for sulfate and 476 

up to 190 ng m
-3

 K
-1

 (4% K
-1

) for OA. These results support the findings from 477 

previous studies that suggest the competing effects of temperature among the different 478 

processes and PM2.5 species (Dawson et al., 2007; Heald et al., 2008; Jacob and 479 

Winner, 2009; Jimenez-Guerrero et al., 2012). Summarizing, the semi-volatile PM2.5 480 

evaporation appears to dominate and determine the overall PM2.5 response to 481 

temperature changes over Europe, during all seasons. The average changes in PM2.5 482 

are higher during the fall. 483 

 484 

6. Wind speed 485 

Decreasing wind speed by 10%, without any change on sea-salt emissions (as 486 

well as on emissions from other sources), affects all PM2.5 components, resulting in 487 

increases of their levels in all three modeled periods (Fig. 6). During summer, total 488 

PM2.5 is predicted to increase by 41 ng m
-3

 %
-1

 (0.6% %
-1

) on average over the entire 489 

domain (Fig. 6a). The effects of wind speed were found to be highest in the more 490 

polluted and populated areas of the domain. For example, in Western Europe, a high 491 

ammonium nitrate area during summer, total PM2.5 increases up to 340 ng m
-3

 %
-1

 492 

(1.5% %
-1

), driven mainly by increases of nitrate. Decreases in wind speed affect 493 

advection, dispersion and mixing as well as lead to changes in dry deposition. 494 

Approximately 7-13% less PM2.5 is dry deposited due to the simulated 10% reduction 495 

in wind speed. 496 

The effects of wind speed on total PM2.5 levels are similar during the other two 497 

periods. During winter, PM2.5 increases by 36 ng m
-3

 %
-1

 (0.5% %
-1

) on average over 498 

the domain. Significant increases are found mainly over North Europe as well as in 499 

Central and Southwestern Europe (Fig. 6b), mainly due to increases of total OA and 500 
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sulfate. In the modeled fall period PM2.5 shows a similar sensitivity. On a domain 501 

average basis, PM2.5 increases by 38 ng m
-3

 %
-1

 (0.5% %
-1

) with a maximum in 502 

Central Europe (Fig. 6c). The predicted PM2.5 response is driven mainly by increases 503 

in particulate nitrate (it accounts for approximately 40% of total PM2.5 increase) and 504 

to a lesser extent in ammonium, sulfate and organics. 505 

Our results, regarding the PM2.5 response to wind speed, are consistent with those 506 

by Dawson et al. (2007), who found a PM2.5 sensitivity to wind equal to 0.77% %
-1

 507 

during summer and 0.56% %
-1

 during winter in the Eastern US. This negative effect 508 

of wind speed on PM2.5 has been also reported in earlier modeling studies over Europe 509 

(Carvalho et al., 2010; Aksoyoglu et al., 2011; Lecoeur and Seigneur, 2013). 510 

 511 

6.1 Wind effects on sea-salt emissions 512 

The predicted changes (sensitivity scenario - base case) in average ground-level 513 

concentrations of PM2.5 using a new sea salt emission inventory (based on a 10% 514 

decrease of wind speed) are shown in Fig. 7. As expected, lower sea salt emissions 515 

result in lower PM2.5 concentrations in all modeled periods, especially over water and 516 

in coastal areas.  The predicted PM2.5 response is as expected not uniform throughout 517 

the domain. During the modeled summer period, the predicted PM2.5 decrease exceeds 518 

60 ng m
-3

 %
-1

 (or 0.5% %
-1

), and may reach up to 170 ng m
-3

 %
-1

 (0.9% %
-1

), mainly 519 

due to decreases in particulate sodium and chloride. The predicted decreases are even 520 

larger (up to 200 ng m
-3

 %
-1

 or 2.7% %
-1

) during the winter modeled period, as sea 521 

salt emissions and the accompanying concentrations of particulate sodium chloride 522 

were higher, while similar results have been obtained for the fall. Over continental 523 

Europe the effects on PM2.5 levels due to lower marine aerosol emissions are small. 524 
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PM2.5 is also reduced, however the predicted decrease does not exceed 20 ng m
-3

 %
-1

 525 

(0.1% %
-1

) in all three periods. 526 

 527 

7. Effects of Absolute humidity 528 

Changes in absolute humidity affect total PM2.5 concentrations, however its 529 

predicted response varies significantly in space (Fig. 8) due to the competing changes 530 

among PM2.5 species. In the modeled summer period, increases of absolute humidity 531 

by 5% result to an average increase of total PM2.5 by 8 ng m
-3

 %
-1

 (0.2% %
-1

) over the 532 

entire domain. This is consistent with the Dawson et al. (2007) study for the Eastern 533 

US who reported a 20 ng m
-3

 %
-1

 increase in summer PM2.5 levels due to increases in 534 

absolute humidity by 5 - 20%. The highest changes are predicted in Western Europe 535 

(Fig. 8a) as a result of significant increases in nitrate. Increases in relative humidity 536 

shift the equilibrium of the ammonia-nitric acid system toward the particles (Seinfeld 537 

and Pandis, 2006). As absolute humidity increases by 5%, approximately 15% more 538 

HNO3 is predicted to move to the aerosol phase, leading to higher particulate nitrate 539 

concentrations. These changes in nitrate, along with increases in ammonium and OA 540 

are driving the PM2.5 response over land. On the contrary, over the ocean, total PM2.5 541 

decreases as humidity increases, due mainly to changes in sulfate and sodium 542 

chloride. The negative response of PM2.5 in this area arises from increases in the size 543 

of the particles and accelerated dry deposition (in all modeled periods a 5% increase 544 

in absolute humidity resulted in a 9-15% increase in dry deposited mass of sulfate, 545 

sodium, and chloride). 546 

Absolute humidity has also a positive effect on PM2.5 levels during the modeled 547 

fall period. Significant increases are predicted in most areas of continental Europe (up 548 

to 130 ng m
-3

 %
-1

 or 1% %
-1

) (Fig. 8c), mainly due to significant increases in 549 
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particulate nitrate (approximately 65% of the PM2.5 increase) while over the ocean, 550 

total PM2.5 decreases. The predicted increases of nitrate along with the increase in 551 

ammonium and total OA exceed the decreases in sulfate and sea salt, thus the net 552 

impact on total PM2.5 is an average increase of 11.5 ng m
-3

 %
-1

 (0.2% %
-1

). 553 

In the modeled winter period, the predicted response of total PM2.5 to absolute 554 

humidity differs. In spite of the increase in nitrate concentrations, the predicted 555 

decreases in fine particulate sulfate and sea salt aerosol dominate and determine the 556 

response of total PM2.5 (Fig. 8b). On a domain average basis, the net effect of absolute 557 

humidity on PM2.5 is a decrease by 7.5 ng m
-3

 %
-1

 (0.2% %
-1

), while the predicted 558 

concentration changes range from -130 ng m
-3

 %
-1

 (-1.6% %
-1

) to 44 ng m
-3

 %
-1

 (0.5% 559 

%
-1

). 560 

 561 

8. Precipitation 562 

8.1 Precipitation rate 563 

The effect of the precipitation rate on PM2.5 concentrations is similar during all 564 

the modeled periods. The predicted response of average-ground level PM2.5 565 

concentrations after a 10% increase in precipitation rate (without changing the 566 

precipitation area) is shown in Fig. S1 (see supplement). As it is expected, increases 567 

in precipitation rate, accelerate the wet removal of PM2.5 species and their gas 568 

precursors and consequently result in decreases of their concentrations. In this 569 

simulation we predict a 2-4% increase in PM2.5 wet deposited mass as well as a 5-570 

12% increase in the wet deposition of PM2.5 gas precursors due to a 10% increase in 571 

precipitation rate. 572 

During the modeled summer period, total PM2.5 is predicted to decrease as 573 

precipitation increases, by 13 ng m
-3

 %
-1

 (0.2% %
-1

) on average. Precipitation affects 574 
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all the individual PM2.5 species leading to reductions of their levels in most areas of 575 

the domain (Fig. S1a). Over the western parts of the domain, total PM2.5 is reduced up 576 

to 110 ng m
-3

 %
-1

 (1.8% %
-1

). However even in areas with little rainfall during this 577 

period (e.g eastern Mediterranean) (Fig. S2, supplement), total PM2.5 also decreased 578 

indicating that changes due to precipitation in upwind areas can affect the levels of 579 

PM2.5 over downwind areas. Similar effects are predicted during the other two 580 

periods. PM2.5 is also reduced as precipitation rate increases, having an average 581 

decrease of 0.2% %
-1

 in both periods. The predicted effects are strongest in areas 582 

receiving moderate or little precipitation. This negative correlation has been also 583 

pointed in earlier studies (Hedegaard et al., 2008; Jacob and Winner, 2009; Jimenez-584 

Guerrero et al., 2012; Manders et al., 2012; Lecoeur and Seigneur, 2013). Dawson et 585 

al. (2007) predicted quite similar sensitivities for total PM2.5 during summer 586 

(approximately 0.2% %
-1

). 587 

 588 

8.2 Precipitation area 589 

The predicted reduction of total PM2.5 for a 10% increase in the spatial extent of 590 

precipitation covers a significant portion of Europe, during all periods (Fig. S3, 591 

supplement). During summer the predicted reduction of PM2.5 reaches a maximum of 592 

19 ng m
-3

 %
-1

 (0.3% %
-1

) with an average sensitivity of 8 ng m
-3

 %
-1

 (0.1% %
-1

). The 593 

predicted reductions arising mainly from the increases in PM2.5 wet deposited mass 594 

(approximately 2-5%). The predicted effect is quite similar during the winter period  595 

while in the modeled fall period the predicted response of total PM2.5 is a little higher, 596 

13 ng m
-3

 %
-1

 (0.16% %
-1

) on average. Our results support the conclusion that not 597 

only the precipitation intensity but the area undergoing precipitation as well, can 598 

affect total PM2.5 concentrations (Lecoeur and Seigneur, 2013). 599 
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 600 

9. Mixing height 601 

The predicted simulation-averaged changes in PM2.5 due to an increase in mixing 602 

height (by approximately 150 m) are shown in Fig. S4 (see supplement). As expected, 603 

increases in mixing height affect all the individual PM2.5 components resulting in 604 

decreases in their concentrations during all modeled periods. In the summer, the 605 

average total PM2.5 concentrations decrease by 3.5 ng m
-3

 %
-1

 (or 0.05% %
-1

). Similar 606 

effects on PM2.5 levels are also predicted for the other two periods. The effect of 607 

mixing height is strongest over polluted areas, where the predicted reduction of total 608 

PM2.5 can exceed 35 ng m
-3

 %
-1

 (0.8% %
-1

) (over Western Europe, during the 609 

modeled summer period). Our results are consistent with those by Dawson et al. 610 

(2007), who predicted a PM2.5 sensitivity to mixing height equal to 0.08% %
-1

 during 611 

summer and 0.05% %
-1

 during winter in the Eastern US. 612 

 613 

10. Relative importance of meteorological parameters 614 

In order to evaluate the relative importance of the various meteorological 615 

parameters, we estimated the potential effects that each of them may have on total 616 

PM2.5 concentrations in a future climate. Our estimates were based on the predicted 617 

average PM2.5 sensitivities to the meteorological perturbations (Fig. 9) and the 618 

projected future changes for each parameter. Fig. 9 summarizes the sensitivity 619 

distributions of average PM2.5 in the different locations of the domain to the various 620 

meteorological parameters. The projected meteorological changes are shown in Table 621 

S1 (see supplement). According to the different IPCC (2013) scenarios, the average 622 

temperature in Europe is expected to increase over the next century from 1 to 5.5 K. 623 

Projections for wind speed and precipitation in Europe vary significantly in space. 624 
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Based on the IPCC SRES A2 scenario, wind speed is predicted to change from -10 to 625 

10%, while precipitation could change from -40% to 40%. In our calculations, the 626 

changes in precipitation area and intensity were chosen to represent future projections 627 

for total precipitation over Europe. For mixing height, a potential range of changes 628 

was assumed, based on the estimates of Hedegaard et al. (2013). For this first order 629 

estimate, we assumed the same meteorological changes for all seasons. 630 

In all three periods, PM2.5 appears to be more sensitive to temperature changes 631 

compared to the rest meteorological parameters (Fig. 9). On average, PM2.5 shows a 632 

negative sensitivity to temperature changes, which is higher during fall compared to 633 

the other periods (Table S1). However, the predicted PM2.5 sensitivities to 634 

temperature are spatially and temporally variable as a result of the different effects 635 

among the individual processes and the different responses of the PM2.5 species. 636 

During all seasons, the increased volatilization of ammonium nitrate dominates, 637 

causing large decreases in PM2.5 with increasing temperature. The negative predicted 638 

sensitivities reach up to 440 ng m
-3

 %
-1

 in the fall and 310 ng m
-3

 %
-1

 in the summer 639 

period (lower during winter) (Fig. 9). At the same time, the increasing temperatures 640 

lead to higher biogenic VOC emissions and accelerate the gas-phase chemical 641 

reactions. PM2.5 shows also a strong sensitivity to wind speed and its accompanying 642 

effects on the marine aerosol production. However the predicted changes are 643 

somewhat lower compared to the PM2.5 sensitivities to temperature (Fig. 9). The 644 

sensitivity is similar in all seasons, and ranges from -115 ng m
-3

 %
-1

 (due to changes 645 

in wind speed, without any change in the emissions) to 132 ng m
-3

 %
-1

 (due to the 646 

effects of wind speed on sea salt emissions). PM2.5 appears to be less sensitive to 647 

absolute humidity changes. In all periods, PM2.5 concentrations respond differently to 648 

absolute humidity, due to the competing effects between the individual PM2.5 species 649 
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(e.g., increases in nitrate, decreases in sulfate), thus the average sensitivity does not 650 

exceed 12 ng m
-3

 %
-1

 and the largest PM2.5 sensitivities are close to 55 ng m
-3

 %
-1

. 651 

Changes in precipitation result in negative sensitivities for PM2.5 levels which are 652 

comparable to those of absolute humidity, while mixing height seems to have a 653 

relatively small effect on average PM2.5 levels. 654 

In a future climate, the projected changes in precipitation are expected to have 655 

the largest impact on PM2.5 levels during all periods (Fig. 10). These ranges were 656 

estimated simply by multiplying the expected changes with the calculated sensitivities 657 

and therefore include both the variability in space and the variability in the parameter 658 

change itself. PM2.5 concentrations could potentially change by several µg m
-3

 (up to 659 

approximately 2 µg m
-3

 during the fall period), with changes in precipitation intensity 660 

being rather more important than changes in precipitating area. Extrapolating from 661 

10% (Table 1) to 40% (Table S1) change in precipitation in order to calculate the 662 

expected concentration change adds some uncertainty due to possible non-linearities 663 

induced from a possible saturation of wet deposition to further increase of 664 

precipitation. Wind speed and absolute humidity may also lead to appreciable changes 665 

in future PM2.5 levels. The expected effects on PM2.5 due to changes in wind speed as 666 

well as its accompanying effects on the marine aerosol production are similar in all 667 

three periods and quite close to those resulting from future precipitation changes (up 668 

to 1.4 µg m
-3

). In addition, absolute humidity could potentially lead to large changes 669 

in PM2.5 mainly during the fall period (increases up to 2 µg m
-3

). The increased 670 

particulate nitrate levels, as higher absolute humidity favors its partitioning, are 671 

dominant during this period causing large increases in PM2.5. In the other two periods 672 

the expected changes in PM2.5 are smaller due to the competing responses among the 673 

individual PM2.5 species. Temperature is expected to have a lower impact on future 674 
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PM2.5 compared to the rest meteorological parameters, in all seasons. The expected 675 

PM2.5 concentration changes range from -1.1 µg m
-3

 to 0.5 µg m
-3

, driven from the 676 

offsetting effects of increased nitrate volatilization, higher biogenic VOC emissions 677 

and accelerated gas-phase chemistry. Mixing height is expected to have a relatively 678 

small impact on PM2.5 levels in a future climate. 679 

 680 

11. Conclusions 681 

Climate affects air quality through a complex web of interactions starting with 682 

changes in the major meteorological variables like temperature, wind speed, absolute 683 

humidity, precipitation intensity, precipitation area, mixing height, etc. and 684 

progressing through changes in pollutant concentrations, formation and removal rates. 685 

In this study, we used a detailed three-dimensional CTM, PMCAMx-2008, to quantify 686 

the individual effects of the major meteorological parameters on the concentration and 687 

composition of PM2.5 over Europe. 688 

Precipitation is expected to have the largest impact on PM2.5 concentrations 689 

under a changed future climate. In all periods, PM2.5 shows a negative sensitivity to 690 

precipitation, driven mainly by the accelerated wet deposition of PM2.5 species and 691 

their gas precursors. The average PM2.5 sensitivity is quite similar during all seasons 692 

(an approximate decrease of 15 ng m
-3

 %
-1

) and taking also account the significant 693 

projected precipitation changes, PM2.5 concentrations could potentially change by 694 

several µg m
-3

 (up to 2 µg m
-3

 in the fall) in the future. 695 

Wind speed can also have appreciable effects on future PM2.5 levels due to 696 

changes in dispersion and transport, dry deposition and marine aerosol production. 697 

The projected changes in wind speed over Europe in the future are expected to change 698 

PM2.5 levels up to 1.4 µg m
-3

. 699 
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Changes in absolute humidity influence mainly the inorganic PM2.5 species, 700 

resulting in competing responses. An increase in absolute humidity favors the 701 

partitioning of nitrate to the aerosol phase and leads to higher particulate levels. 702 

During the fall period, this effect dominates the overall PM2.5 response, and as 703 

absolute humidity is expected to rise in the future, it could lead to large increases of 704 

PM2.5 (up to 2 µg m
-3

). On the contrary, the increase in absolute humidity could lead 705 

to decreases in sulfate, and sea salt levels due to the increase in the size of the 706 

particles and the accelerated dry deposition. These negative effects may, to some 707 

extent, offset the predicted increases in nitrate, thus during summer and winter the 708 

expected changes in future PM2.5 due to absolute humidity are smaller. 709 

Temperature is expected to have a lower average impact on future PM2.5 levels 710 

compared to the rest meteorological parameters due to the competing effects among 711 

the individual processes and the different responses of the PM2.5 species. The 712 

evaporation of semi-volatile PM2.5 species is found to be the dominant process and 713 

determines to a large extent the PM2.5 response to temperature changes over Europe, 714 

during all seasons. Significant effects are predicted mainly on particulate ammonium 715 

nitrate, as the increase in temperature reduces its concentration levels up to 15% K
-1

. 716 

Especially during fall, the predicted reduction of nitrate drives the overall PM2.5 717 

response, and as temperature is expected to rise in a future climate, could potentially 718 

lead to decreases in PM2.5 levels up to 1.1 µg m
-3

. However as temperature increases, 719 

biogenic VOC emissions are expected to increase and gas-phase chemical reactions 720 

will accelerate, which will offset to some extent the reductions of PM2.5, leading to 721 

even smaller changes in future PM2.5 levels during the summer and winter period. 722 

PM2.5 concentrations generally decrease as mixing height increases. However the 723 

predicted effects are not as significant as those of the other parameters for the average 724 
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PM2.5 levels, due to the importance of secondary PM2.5 components that have a strong 725 

regional character. 726 

 727 

Acknowledgements 728 

This work was funded by the European Commission 7th Framework Programme 729 

project PEGASOS (Grant Agreement 265148) and the Greek National Strategic 730 

Reference Framework (NSRF) 2007-2013 (Grant No 09SYN-31-667). 731 

 732 

References 733 

Aksoyoglu, S., Keller, J., Barmpadimos, I., Oderbolz, D., Lanz, V. A., Prévôt, A. S. 734 

H., and Baltensperger, U.: Aerosol modelling in Europe with a focus on 735 

Switzerland during summer and winter episodes, Atmos. Chem. Phys., 11, 7355-736 

7373, 2011. 737 

Andersson, C., and Engardt, M.: European ozone in a future climate: Importance of 738 

changes in dry deposition and isoprene emissions, J. Geophys. Res., 115, D02303, 739 

doi:10.1029/2008JD011690, 2010. 740 

Argüeso, D., Hidalgo-Munoz, J. M., Gamiz-Fortiz, S. R., Esteban-Parra, M. J., and 741 

Castro-Diez, Y.: High-resolution projections of mean and extreme precipitation 742 

over Spain using the WRF model (2070-2099 versus 1970-1999), J. Geophys. 743 

Res., 117, D12108, doi:10.1029/2011JD017399, 2012. 744 

Avise, J., Chen, J., Lamb, B., Wiedinmyer, C., Guenther, A., Salathe, E., and Mass, 745 

C.: Attribution of projected changes in summertime US ozone and PM2.5 746 

concentrations to global changes, Atmos. Chem. Phys., 9, 1111-1124, 2009. 747 

Aw, J., and Kleeman, M. J.: Evaluating the first-order effect of interannual 748 

temperature variability on urban air pollution, J. Geophys. Res., 108, 4365, 749 

doi:10.1029/2002JD002688, 2003. 750 

Bernard, S. M., Samet, J. M., Grambsch, A., Ebi, K. L., and Romieu, I.: The potential 751 

impact of climate variability and change on air pollution-related health effects in 752 

the United States, Environ. Health Perspect., 109, Suplm. 2, 199-209, 2001. 753 

Boe, J., Terray, L., Cassou, C., and Najac, J.: Uncertainties in European summer 754 

precipitation changes: role of large scale circulation, Clim. Dynam., 33, 265-276, 755 

2009. 756 

Buonomo, E., Jones, R., Huntingford, C., and Hannaford, J.: On the robustness of 757 

changes in extreme precipitation over Europe from two high resolution climate 758 

change simulations, Q. J. Roy. Meteor. Soc., 133, 65-81, 2007.  759 



31 

 

Burtraw, D., Krupnick, A., Mansur, E., Austin, D., and Farell, D.: Costs and benefits 760 

of reducing air pollutants related to acid rain, Contemp. Econ. Policy, 16, 379-400, 761 

doi:10.1111/j.1465-7287.1998.tb00527.x, 2007. 762 

 763 

Carter, W. P. L.: Programs and Files Implementing the SAPRC-99 Mechanism and its 764 

Associates Emissions Processing Procedures for Models-3 and Other Regional 765 

Models: http://www.cert.ucr.edu/~carter/SAPRC99/ (last access: 15 April 2014), 766 

2010. 767 

Carvalho, A., Monteiro, A., Solman, S., Miranda, A. I., and Borrego, C.: Climate-768 

driven changes in air quality over Europe by the end of the 21st century, with 769 

special reference to Portugal, Environ. Sci. Policy, 13, 445-458, 2010. 770 

Christensen, O. B., and Christensen, J. H.: Intensification of extreme European 771 

summer precipitation in a warmer climate, Global Planet. Change, 44, 107-117, 772 

2004. 773 

Dawson, J. P., Adams, P. J., and Pandis, S. N.: Sensitivity of PM2.5 to climate in the 774 

Eastern US: a modeling case study, Atmos. Chem. Phys., 7, 4295-4309, 775 

doi:10.5194/acp-7-4295-2007, 2007. 776 

Dawson, J. P., Racherla, P. N., Lynn, B. H., Adams, P. J., and Pandis, S. N.: Impacts 777 

of climate change on regional and urban air quality in the eastern United States: 778 

Role of meteorology, J. Geophys. Res., 114, D05308, doi:10.1029/2008JD009849, 779 

2009. 780 

Day, M. C., and Pandis S. N.: Predicted changes in summertime organic aerosol 781 

concentrations due to increased temperature, Atmos. Environ., 45, 6546-6556, 782 

2011. 783 

Denier van der Gon, H. A. C, Visschedijk, A., van der Brugh, H., and Droge, R.: A 784 

high resolution European emission data base for the year 2005, TNO report TNO- 785 

34-UT-2010-01895 RPTML, Netherlands Organisation for Applied Scientific 786 

Research TNO, Utrecht, the Netherlands, 2010. 787 

Donahue, N. M., Robinson, A. L., Stanier, C. O., and Pandis, S. N.: Coupled 788 

partitioning, dilution, and chemical aging of semivolatile organics, Environ. Sci. 789 

Technol., 40, 2635–2643, 2006. 790 

EMEP: Transboundary acidification, eutrophication and ground level ozone in Europe 791 

in 2008, EMEP status report, Oslo, Norway, 2010. 792 

ENVIRON: User’s Guide to the Comprehensive Air Quality Model with Extensions 793 

(CAMx), Version 4.02, Report, ENVIRON Int. Corp., Novato, Calif. Available at: 794 

http://www.camx.com (last access: 15 April 2014), 2003. 795 

Fahey, K. and Pandis, S. N.: Optimizing model performance: variable size resolution 796 

in cloud chemistry modeling, Atmos. Environ., 35, 4471-4478, 2001. 797 

Forkel, R., and Knoche, R.: Nested regional climate-chemistry simulations for central 798 

Europe, C. R. Geosci., 339, 734-746, 2007. 799 

Fountoukis, C., Racherla, P. N., Denier van der Gon, H. A. C., Polymeneas, P., 800 

Charalampidis, P. E., Pilinis, C., Wiedensohler, A., Dall’Osto, M., O’Dowd, C., 801 



32 

 

and Pandis, S. N.: Evaluation of a three-dimensional chemical transport model 802 

(PMCAMx) in the European domain during the EUCAARI May 2008 campaign, 803 

Atmos. Chem. Phys., 11, 10331–10347, 2011. 804 

Fountoukis, C., Koraj, Dh., Denier van der Gon, H. A. C., Charalampidis, P. E., 805 

Pilinis, C., and Pandis, S. N.: Impact of grid resolution on the predicted fine PM 806 

by a regional 3-D chemical transport model, Atmos. Environ., 68, 24-32, 2013. 807 

Fountoukis, C., Megaritis, A. G., Skyllakou, K., Charalampidis, P. E., Pilinis, C., 808 

Denier van der Gon, H. A. C., Crippa, M., Canonaco, F., Mohr, C., Prévôt, A. S. 809 

H., Allan, J. D., Poulain, L., Petäjä, T., Tiitta, P., Carbone, S., Kiendler-Scharr, A.,  810 

Nemitz, E., O’Dowd, C., Swietlicki, E., and Pandis, S. N.: Organic aerosol 811 

concentration and composition over Europe: insights from comparison of regional 812 

model predictions with aerosol mass spectrometer factor analysis, Atmos. Chem. 813 

Phys. Discuss., 14, 7597–7635, 2014. 814 

Frei, C., Scholl, R., Fukutome, S., Schmidli, J., and Vidale, P. L.: Future change of 815 

precipitation extremes in Europe: Intercomparison of scenarios from regional 816 

climate models, J. Geophys. Res., 111, D06105, doi:10.1029/2005JD005965, 817 

2006. 818 

Freney, E. J., Sellegri, K., Canonaco, F., Boulon, J., Hervo, M., Weigel, R., Pichon, J. 819 

M., Colomb, A., Prévôt, A. S. H., and Laj, P.: Seasonal variations in aerosol 820 

particle composition at the Puy-de-Dôme research station in France, Atmos. 821 

Chem. Phys., 11, 13047–13059, 2011. 822 

Galindo, N., Varea, M., Gil-Molto, J., Yubero, E., and Nicolas, J.: The influence of 823 

meteorology on particulate matter concentrations at an urban Mediterranean 824 

location, Water Air Soil Pollut., 215, 365-372, 2011. 825 

Gaydos, T., Koo, B., and Pandis, S. N.: Development and application of an efficient 826 

moving sectional approach for the solution of the atmospheric aerosol 827 

condensation/evaporation equations, Atmos. Environ., 37, 3303–3316, 2003. 828 

Giorgi, F. and Meleux, F.: Modeling the regional effects of climate change on air 829 

quality, C. R. Geosci., 339, 721–733, 2007. 830 

Guenther, A., Karl, T., Harley, P., Wiedinmyer, C., Palmer, P. I., and Geron, C.: 831 

Estimates of global terrestrial isoprene emissions using MEGAN (Model of 832 

Emissions of Gases and Aerosols from Nature), Atmos. Chem. Phys., 6, 3181- 833 

210, 2006. 834 

Hamburger, T., McMeeking, G., Minikin, A., Birmili, W., Dall’Osto, M., O’Dowd, 835 

C., Flentje, H., Henzing, B., Junninen, H., Kristensson, A., de Leeuw, G., Stohl, 836 

A., Burkhart, J. F., Coe, H., Krejci, R., and Petzold, A.: Overview of the synoptic 837 

and pollution situation over Europe during the EUCAARI-LONGREX field 838 

campaign, Atmos. Chem. Phys., 11, 1065-1082, 2011. 839 

Heald, C. L., Henze, D. K., Horowitz, L. W., Feddema, J., Lamarque, J.-F., Guenther, 840 

A., Hess, P. G., Vitt, F., Seinfeld,  J. H.,  Goldstein, A. H., and Fung, I.: Predicted 841 

change in global secondary aerosol concentrations in response to future climate, 842 



33 

 

emissions and land use change, J. Geophys. Res., 113, D05211, 843 

doi:10.1029/2007JD009092, 2008. 844 

Hedegaard, G. B., Brandt, J., Christensen, J. H., Frohn, L. M., Geels, C., Hansen, K. 845 

M., and Stendel, M.: Impacts of climate change on air pollution levels in the 846 

Northern Hemisphere with special focus on Europe and the Arctic, Atmos. Chem. 847 

Phys., 8, 3337–3367, 2008. 848 

Hedegaard, G. B., Christensen, J. H., and Brandt, J.: The relative importance of 849 

impacts from climate change vs. emissions change on air pollution levels in the 850 

21st century, Atmos. Chem. Phys., 13, 3569-3585, 2013. 851 

Hildebrandt, L., Engelhart, G. J., Mohr, C., Kostenidou, E., Lanz, V. A., Bougiatioti, 852 

A., DeCarlo, P. F., Prevot, A. S. H., Baltensperger, U., Mihalopoulos, N., 853 

Donahue, N. M., and Pandis, S. N.: Aged organic aerosol in the Eastern 854 

Mediterranean: the Finokalia Aerosol Measurement Experiment - 2008, Atmos. 855 

Chem. Phys., 10, 4167-4186, 2010a. 856 

Hildebrandt, L., Kostenidou, E., Mihalopoulos, N.,Worsnop, D. R., Donahue, N. M., 857 

and Pandis, S. N.: Formation of highly oxygenated organic aerosol in the 858 

atmosphere: Insights from the Finokalia Aerosol Measurement Experiments, 859 

Geophys. Res. Lett., 37, L23801, doi:10.1029/2010GL045193, 2010b. 860 

Hogrefe, C., Lynn, B., Civerolo, K., Ku, J.-Y., Rosenthal, J., Rosenzweig, C., 861 

Goldberg, R., Gaffin, S., Knowlton, K., and Kinney, P. L.: Simulating changes in 862 

regional air pollution over the eastern United States due to changes in global and 863 

regional climate and emissions, J. Geophys. Res., 109, D22301, 864 

doi:10.1029/2004JD004690, 2004. 865 

Im, U., Markakis, K., Poupkou, A., Melas, D., Unal, A., Gerasopoulos, E., 866 

Daskalakis, N., Kindap, T., and Kanakidou, M.: The impact of temperature 867 

changes on summer time ozone and its precursors in the Eastern Mediterranean, 868 

Atmos. Chem. Phys., 11, 3847-3864, 2011.  869 

Im, U., Markakis, K., Kocak, M., Gerasopoulos, E., Daskalakis, N., Mihalopoulos, N., 870 

Poupkou, A., Kindap, T., Unal, A., and Kanakidou, M.: Summertime aerosol 871 

chemical composition in the Eastern Mediterranean and its sensitivity to 872 

temperature, Atmos. Environ., 50, 164-173, 2012.  873 

Intergovernmental Panel on Climate Change (IPCC), Fourth Assessment Report: 874 

Summary for Policymakers, Geneva, Switzerland, 2007. 875 

Intergovernmental Panel on Climate Change (IPCC): Summary for Policymakers. In: 876 

Climate Change 2013: The Physical Science Basis. Contribution of Working 877 

Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate 878 

Change [Stocker, T.F., D. Qin, G.-K. Plattner, M. Tignor, S.K. Allen, J. 879 

Boschung, A. Nauels, Y. Xia, V. Bex and P.M. Midgley (eds.)]. Cambridge 880 

University Press, Cambridge, United Kingdom and New York, NY, USA, 2013. 881 

Jacob, D. J., and Winner, D. A.: Effect of climate change on air quality, Atmos. 882 

Environ., 43, 51-63, 2009. 883 



34 

 

Jeong, J. I., and Park, R. J.: Effects of the meteorological variability on regional air 884 

quality in East Asia, Atmos. Environ., 69, 46-55, 2013. 885 

Jimenez-Guerrero, P., Gomez-Navarro, J. J., Jerez, S., Lorente-Plazas, R., Garcia-886 

Valero, J. A., and Montavez, J. P.: Isolating the effects of climate change in the 887 

variation of secondary inorganic aerosols (SIA) in Europe for the 21
st
 century 888 

(1991-2100), Atmos. Environ, 45, 1059-1063, 2011. 889 

Jimenez-Guerrero, P., Montavez, J. P., Gomez-Navarro, J. J., Jerez, S. and Lorente-890 

Plazas, R.: Impacts of climate change on ground level gas-phase pollutants and 891 

aerosols in the Iberian Peninsula for the late XXI century, Atmos. Environ, 55, 892 

483-495, 2012. 893 

Karydis, V. A., Tsimpidi, A. P., Fountoukis, C., Nenes A., Zavala, M., Lei, W., 894 

Molina, L. T., and Pandis, S. N.: Simulating the fine and coarse inorganic 895 

particulate matter concentrations in a polluted megacity, Atmos. Environ., 44, 896 

608–620, 2010. 897 

Katragkou, E., Zanis, P., Kioutsioukis, I., Tegoulias, I., Melas, D., Kruger, B. C., and 898 

Coppola, E.: Future climate change impacts on summer surface ozone from 899 

regional climate-air quality simulations over Europe, J. Geophys. Res., 116, 900 

D22307, doi:10.1029/2011JD015899, 2011. 901 

Kjellström, E., Nikulin, G., Hansson, U., Strandberg, G., and Ullerstig, A.: 21st 902 

century changes in the European climate: uncertainties derived from an ensemble 903 

of regional climate model simulations, Tellus A, 63, 24-40, 2010. 904 

Koch, D., Park, J., and Del Genio, A.: Clouds and sulfate are anticorrelated: a new 905 

diagnostic for global sulfur models, J. Geophys. Res.-Atmos., 108, 4781, 906 

doi:10.1029/2003JD003621, 2003. 907 

Koo, B., Pandis, S. N., and Ansari, A.: Integrated approaches to modeling the organic 908 

and inorganic atmospheric aerosol components, Atmos. Environ., 37, 4757-4768, 909 

2003. 910 

Kulmala, M., Asmi, A., Lappalainen, H. K., Baltensperger, U., Brenguier, J.-L., 911 

Facchini, M. C., Hansson, H.-C., Hov, Ø., O' Dowd, C. D., Pöschl, U., 912 

Wiedensohler, A., Boers, R., Boucher, O., de Leeuw, G., Denier van der Gon, H. 913 

A. C., Feichter, J., Krejci, R., Laj, P., Lihavainen, H., Lohmann, U., McFiggans, 914 

G., Mentel, T., Pilinis, C., Riipinen, I., Schulz, M., Stohl, A., Swietlicki, E., 915 

Vignati, E., Alves, C., Amann, M., Ammann, M., Arabas, S., Artaxo, P., Baars, 916 

H., Beddows, D. C. S., Bergström, R., Beukes, J. P., Bilde, M., Burkhart, J. F., 917 

Canonaco, F., Clegg, S. L., Coe, H., Crumeyrolle, S., D'Anna, B., Decesari, S., 918 

Gilardoni, S., Fischer, M., Fjaeraa, A. M., Fountoukis, C., George, C., Gomes, L., 919 

Halloran, P., Hamburger, T., Harrison, R. M., Herrmann, H., Hoffmann, T., 920 

Hoose, C., Hu, M., Hyvärinen, A., Hõrrak, U., Iinuma, Y., Iversen, T., Josipovic, 921 

M., Kanakidou, M., Kiendler-Scharr, A., Kirkevåg, A., Kiss, G., Klimont, Z., 922 

Kolmonen, P., Komppula, M., Kristjánsson, J.-E., Laakso, L., Laaksonen, A., 923 

Labonnote, L., Lanz, V. A., Lehtinen, K. E. J., Rizzo, L. V., Makkonen, R., 924 

Manninen, H. E., McMeeking, G., Merikanto, J., Minikin, A., Mirme, S., Morgan, 925 



35 

 

W. T., Nemitz, E., O'Donnell, D., Panwar, T. S., Pawlowska, H., Petzold, A., 926 

Pienaar, J. J., Pio, C., Plass-Duelmer, C., Prévôt, A. S. H., Pryor, S., Reddington, 927 

C. L., Roberts, G., Rosenfeld, D., Schwarz, J., Seland, Ø., Sellegri, K., Shen, X. J., 928 

Shiraiwa, M., Siebert, H., Sierau, B., Simpson, D., Sun, J. Y., Topping, D., 929 

Tunved, P., Vaattovaara, P., Vakkari, V., Veefkind, J. P., Visschedijk, A., 930 

Vuollekoski, H., Vuolo, R., Wehner, B., Wildt, J., Woodward, S., Worsnop, D. R., 931 

van Zadelhoff, G.-J., Zardini, A. A., Zhang, K., van Zyl, P. G., Kerminen, V.-M., 932 

Carslaw, K. S., and Pandis, S. N.: General overview: European Integrated project 933 

on Aerosol Cloud Climate and Air Quality interactions (EUCAARI) – integrating 934 

aerosol research from nano to global scales, Atmos. Chem. Phys., 11, 13061-935 

13143, 2011. 936 

Kumar, N., Lurmann, F. W., Wexler, A. S., Pandis, S., and Seinfeld, J. H.: 937 

Development and application of a three dimensional aerosol model. Presented at 938 

the AWMA Specialty Conference on Computing in Environmental Resource 939 

Management, Research Triangle Park, North Carolina, USA, 2–4 December, 940 

1996. 941 

Lecoeur, E., and Seigneur, C.: Dynamic evaluation of a multi-year model simulation 942 

of particulate matter concentrations over Europe, Atmos. Chem. Phys., 13, 4319-943 

4337, 2013. 944 

Mahmud, A., Hixson, M., Hu, J., Zhao, Z., Chen, S.-H., and Kleeman, M.-J.: Climate 945 

impact on airborne particulate matter concentrations in California using seven year 946 

analysis periods, Atmos. Chem. Phys., 10, 11097-11114, 2010. 947 

Manders, A. M. M., van Meijgaaard, E., Mues, A. C., Kranenburg, R., van Ulft, L. H., 948 

and Schaap, M.: The impact of differences in large-scale circulation output from 949 

climate models on the regional modeling of ozone and PM, Atmos. Chem. Phys., 950 

12, 9441-9458, 2012. 951 

Megaritis, A. G., Fountoukis, C., Charalampidis, P. E., Pilinis, C., and Pandis, S. N.: 952 

Response of fine particulate matter concentrations to changes of emissions and 953 

temperature in Europe, Atmos. Chem. Phys., 13, 3423-3443, 2013. 954 

Mensah, A. A., Holzinger, R., Otjes, R., Trimborn, A., Mentel, Th. F., ten Brink, H., 955 

Henzing, B., and Kiendler-Scharr, A.: Aerosol chemical composition at Cabauw, 956 

The Netherlands as observed in two intensive periods in May 2008 and March 957 

2009, Atmos. Chem. Phys., 12, 4723-4742, 2012. 958 

Morgan, W. T., Allan, J. D., Bower, K. N., Highwood, E. J., Liu, D., McMeeking, G. 959 

R., Northway, M. J., Williams, P. I., Krejci, R., and Coe, H.: Airborne 960 

measurements of the spatial distribution of aerosol chemical composition across 961 

Europe and evolution of the organic fraction, Atmos. Chem. Phys., 10, 4065-4083, 962 

2010. 963 

Murphy, B. N. and Pandis, S. N.: Simulating the formation of semivolatile primary 964 

and secondary organic aerosol in a regional chemical transport model, Environ. 965 

Sci. Technol., 43, 4722-4728, 2009. 966 



36 

 

O’Dowd, C. D., Langmann, B., Varghese, S., Scannell, C., Ceburnis, D., and 967 

Facchini, M. C.: A combined organic-inorganic sea-spray source function, 968 

Geophys. Res. Lett., 35, L01801, doi:10.1029/2007GL030331, 2008. 969 

Pay, M. T., Jimenez-Guerrero, P., and Baldasano, J. M.: Assessing sensitivity regimes 970 

of secondary inorganic aerosol formation in Europe with the CALIOPE-EU 971 

modeling system, Atmos. Environ., 51, 146-164, 2012. 972 

Pikridas, M., Bougiatioti, A., Hildebrandt, L., Engelhart, G. J., Kostenidou, E., Mohr, 973 

C., Prévôt, A. S. H., Kouvarakis, G., Zarmpas, P., Burkhart, J. F., Lee, B.-H., 974 

Psichoudaki, M., Mihalopoulos, N., Pilinis, C., Stohl, A., Baltensperger, U., 975 

Kulmala, M., and Pandis, S. N.: The Finokalia Aerosol Measurement Experiment 976 

– 2008 (FAME-08): an overview, Atmos. Chem. Phys., 10, 6793-6806, 2010.   977 

Pope, C. A. I., Ezzati, M., and Dockery, D. W.: Fine-particulate air pollution and life 978 

expectancy in the United States, New Engl. J Med., 360, 376-386, 2009. 979 

Poulain, L., Spindler, G., Birmili, W., Plass-Dülmer, C., Wiedensohler, A., and 980 

Herrmann, H.: Seasonal and diurnal variations of particulate nitrate and organic 981 

matter at the IfT research station Melpitz, Atmos. Chem. Phys., 11, 12579-12599, 982 

2011. 983 

Pye, H. O. T., Liao, H., Wu, S., Mickley, L. J., Jacob, D. J., Henze, D. K., and 984 

Seinfeld, J. H.: Effect of changes in climate and emissions on future sulfate-985 

nitrate-ammonium aerosol levels in the United States, J. Geophys. Res., 114, 986 

D01205, doi:10.1029/2008JD010701, 2009. 987 

Racherla, P. N., and Adams, P. J.: Sensitivity of global tropospheric ozone and fine 988 

particulate matter concentrations to climate change, J. Geophys. Res., 111, 989 

D24103, doi:10.1029/2005JD006939, 2006. 990 

Räisänen, J., Hansson, U., Ullerstig, A., Döscher, R., Graham, L. P., Jones, C., Meier, 991 

H. E. M., Samuelsson, P., and Willen, U.: European climate in the late twenty-first 992 

century: regional simulations with two driving global models and two forcing 993 

scenarios. Clim. Dynam., 22, 13-31, 2004. 994 

Redington, A. L., Derwent, R. G., Witham, C. S., and Manning, A. J.: Sensitivity of 995 

modeled sulphate and nitrate aerosol to cloud, pH, and ammonia emissions, 996 

Atmos. Environ., 43, 3227-3234, 2009. 997 

Roustan, Y., Sartelet, K. N., Tombette, M., Debry, E., and Sportisse, B.: Simulation of 998 

aerosols and gas-phase species over Europe with the POLYPHEMUS system. Part 999 

II: Model sensitivity analysis for 2001, Atmos. Environ., 44, 4219-4229, 2010.  1000 

Schwartz, J., Dockery, D. W. and Neas, L. M.: Is daily mortality associated 1001 

specifically with fine particles?, J. Air Waste Manage. Assoc., 46, 927-939, 1996. 1002 

Seinfeld, J. H. and Pandis, S. N.: Atmospheric Chemistry and Physics: From Air 1003 

Pollution to Climate Change. 2nd ed.; John Wiley and Sons, Hoboken, NJ, 2006. 1004 

Sheehan, P. E., and Bowman, F. M.: Estimated effects of temperature on secondary 1005 

organic aerosol concentrations, Environ. Sci. Technol., 35, 2129-2135, 2001. 1006 



37 

 

Singh, A. and Palazoglu, A.: Climatic variability and its influence on ozone and PM 1007 

pollution in 6 non-attainment regions in the United States, Atmos. Environ., 51, 1008 

212–224, 2012. 1009 

Skamarock, W. C., Klemp, J. B., Dudhia, J., Gill, D. O., Barker, D. M.,Wang,W., and 1010 

Powers, J. G.: A Description of the Advanced Research WRF Version 3. NCAR 1011 

Technical Note, available at: http://www.mmm.ucar.edu/wrf/users/docs/ 1012 

arw_v3.pdf (last access: 15 April 2014), 2008. 1013 

Slinn, S. A. and Slinn, W. G. N.: Predictions for particle deposition on natural waters, 1014 

Atmos. Environ., 24, 1013–1016, 1980. 1015 

Sofiev, M., Vankevich, R., Lotjonen, M., Prank, M., Petukhov, V., Ermakova, T., 1016 

Koskinen, J., and Kukkonen, J.: An operational system for the assimilation of the 1017 

satellite information on wild-land fires for the needs of air quality modeling and 1018 

forecasting, Atmos. Chem. Phys., 9, 6833-6847, 2009. 1019 

Stanier, C. O., Donahue, N. M., and Pandis, S. N.: Parameterization of secondary 1020 

organic aerosol mass fraction from smog chamber data, Atmos. Environ., 42, 1021 

2276–2299, 2008. 1022 

Tagaris, E., Manomaiphiboon, K., Liao, K. J., Leung, L. R., Woo, J. H., He, S., Amar, 1023 

P., and Russell, A. G.: Impacts of global climate change and emissions on regional 1024 

ozone and fine particulate matter concentrations over the United States, J. 1025 

Geophys. Res., 112, D14312, doi:10.1029/2006JD008262, 2007. 1026 

Tagaris, E., Liao, K. J., Manomaiphiboon, K., He, S., Woo, J.-H., Amar, P., and 1027 

Russell, A. G.: The role of climate and emission changes in future air quality over 1028 

southern Canada and northern Mexico, Atmos. Chem. Phys., 8, 3973-3983, 2008. 1029 

Tai, A. P. K., Mickley, L. J., and Jacob, D. J.: Impact of 2000-2050 climate change on 1030 

fine particulate matter (PM2.5) air quality inferred from a multi-model analysis of 1031 

meteorological modes, Atmos. Chem. Phys., 12, 11329-11337, 2012. 1032 

Trump, E. R., Fountoukis, C., Donahue, N. M., and Pandis, S. N.: Improvement of 1033 

simulation of fine inorganic PM levels through better descriptions of coarse 1034 

particle chemistry, under review, 2014. 1035 

Tsigaridis, K., and Kanakidou, M.: Secondary organic aerosol importance in the 1036 

future atmosphere, Atmos. Environ., 41, 4682-4692, 2007. 1037 

Tsimpidi, A. P., Karydis, V. A., Zavala, M., Lei, W., Molina, L., Ulbrich, I. M., 1038 

Jimenez, J. L., and Pandis, S. N.: Evaluation of the volatility basis-set approach 1039 

for the simulation of organic aerosol formation in the Mexico City metropolitan 1040 

area, Atmos. Chem. Phys., 10, 525–546, 2010. 1041 

Visschedijk, A. J. H., Zandveld, P., and Denier van der Gon, H. A. C.: TNO Report 1042 

2007 A-R0233/B: A high resolution gridded European emission database for the 1043 

EU integrated project GEMS, Organization for Applied Scientific Research, 1044 

Apeldoorn, the Netherlands, 2007. 1045 

Wesely, M. L.: Parameterization of Surface Resistances to Gaseous Dry Deposition in 1046 

Regional-Scale Numerical Models, Atmos. Environ., 23, 1293-1304, 1989. 1047 



38 

 

Zhang, Q., Jimenez, J. L., Canagaratna, M. R., Allan, J. D., Coe, H., Ulbrich, I., 1048 

Alfarra, M. R., Takami, A., Middlebrook, A. M., Sun, Y. L., Dzepina, K., Dunlea, 1049 

E., Docherty, K., De-Carlo, P., Salcedo, D., Onasch, T. B., Jayne, J. T., Miyoshi, 1050 

T., Shimono, A., Hatakeyama, N., Takegawa, N., Kondo, Y., Schneider, J., 1051 

Drewnick, F., Weimer, S., Demerjian, K. L., Williams, P. I., Bower, K. N., 1052 

Bahreini, R., Cottrell, L., Griffin, R. J., Rautianen, J., and Worsnop, D. R.: 1053 

Ubiquity and dominance of oxygenated species in organic aerosols in 1054 

anthropogenicallyinfluenced Northern Hemisphere midlatitudes, Geophys. Res. 1055 

Lett., 34, L13801, doi:10.1029/2007GL029979, 2007. 1056 

Zhang, Y., Hu, X.-M., Leung, L. R., and Gustafson Jr., W. I.: Impacts of regional 1057 

climate change on biogenic emissions and air quality, J. Geophys. Res., 113, 1058 

D18310, doi:10.1029/2008JD009965, 2008. 1059 

 1060 

 1061 

 1062 



39 

 

 1063 

 1064 

Table 1. Description of performed sensitivity simulations. 1065 

 1066 

 1067 

 1068 

 1069 

 1070 

Meteorological 

Parameter 
Change Examined Directly Affected in Simulation 

+2 K Biogenic VOC emissions only. 

+2 K 
Organic and inorganic aerosol 

thermodynamics only. 

+2 K Gas-phase chemistry only. 

Temperature 

+2 K 
All temperature-dependent processes 

(including BVOC emissions). 

-10% 
Turbulent dispersion coefficients, 

advection, dry deposition. Emissions 

(including marine) were kept constant. 
Wind speed 

-10% Marine aerosol emissions only. 

Absolute humidity +5% 
Reaction rates with H2O, aerosol 

thermodynamics. 

Precipitation rate +10% Wet deposition. 

Precipitation area +10% Wet deposition. 

Mixing height +1 model layer Vertical dispersion. 
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 1071 

 1072 

Figure 1. Predicted average base case PM2.5 ground-level concentrations (µg m
-3

) 1073 

during the modeled (a) summer, (b) winter and (c) fall periods. 1074 
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 1083 

 1084 

Figure 2. Predicted average change in ground-level concentrations (µg m
-3

) of total 1085 

PM2.5 due to changes on biogenic VOC emissions (based on a 2 K temperature 1086 

increase) during the modeled (a) summer, (b) winter, and (c) fall periods. A positive 1087 

value corresponds to an increase. 1088 
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 1096 

Figure 3. Predicted average change in ground-level concentrations (µg m
-3

) of total 1097 

PM2.5 due to changes on gas/aerosol partitioning (based on a 2 K temperature 1098 

increase) during the modeled (a) summer, (b) winter, and (c) fall periods. A positive 1099 

value corresponds to an increase. 1100 
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 1108 

Figure 4. Predicted average change in ground-level concentrations (µg m
-3

) of total 1109 

PM2.5 due to changes on gas-phase reaction rates (based on a 2 K temperature 1110 

increase) during the modeled (a) summer, (b) winter, and (c) fall periods. A positive 1111 

value corresponds to an increase. 1112 
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 1120 

Figure 5. Predicted average change in ground-level concentrations (µg m
-3

) of total 1121 

PM2.5 due to an overall temperature increase by 2 K during the modeled (a) summer, 1122 

(b) winter, and (c) fall periods. A positive value corresponds to an increase. 1123 
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 1133 

Figure 6. Predicted average change in ground-level concentrations (µg m
-3

) of total 1134 

PM2.5 due to a 10% decrease in wind speed during the modeled (a) summer, (b) 1135 

winter, and (c) fall periods. A positive value corresponds to an increase. 1136 
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 1145 

Figure 7. Predicted average change in ground-level concentrations (µg m
-3

) of total 1146 

PM2.5 due to changes on sea salt emissions (based on a 10% decrease in wind speed) 1147 

during the modeled (a) summer, (b) winter, and (c) fall period. A positive value 1148 

corresponds to an increase. 1149 
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 1157 

Figure 8. Predicted average change in ground-level concentrations (µg m
-3

) of total 1158 

PM2.5 due to a 5% increase in absolute humidity during the modeled (a) summer, (b) 1159 

winter, and (c) fall periods. A positive value corresponds to an increase. 1160 
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 1168 

Figure 9. Predicted simulation-average sensitivities of total PM2.5 to changes in 1169 

temperature, wind speed, sea salt emissions, absolute humidity, precipitation rate, 1170 

precipitating area, and mixing height, during the three modeled periods. Each bar 1171 

shows the range between the 10th and 90th percentiles. The black line in each bar 1172 

shows the mean PM2.5 sensitivity over the domain. 1173 
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 1182 

Figure 10. Expected PM2.5 concentration changes due to projected changes in 1183 

temperature, wind speed, sea salt emissions, absolute humidity, precipitation rate, 1184 

precipitating area, and mixing height in the future, during the three modeled periods.  1185 
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