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 The authors would like to thank the reviewer for their helpful comments and 
suggestions.  Please find below a discussion addressing the general comments 
followed by individual responses to the specific comments. 

 
 
General comments: 
 
My major issue with this paper is with the discussion (or lack thereof) of potential biases. 
Many of the conclusions of this work rely on the quality the absolute values of the 
emission factors calculated - for example, they are directly compared to emission factors 
derived from in situ measurements. The emission factors measured in this work are 
derived from OMI NO2 observations, the TM5 model, and GFED3 dry matter 
consumption estimates. However, there is limited consideration of how known or 
potential biases in these three elements (OMI, TM5, GFED3) might impact the final 
values. Furthermore, all three have been shown to have substantial biases (or potential 
biases) at the relevant spatial scales. Modeled NO2 columns are subject to bias due to 
their low resolution in conjunction with nonlinear NOx chemistry (e.g. Valin et al., 
2011). The instantaneous dilution of NOx throughout a large grid cell can cause the NOx 
lifetime to be under- or overestimated (depending on the concentration), which could 
result in a bias in β (a value used in this work and derived from TM5). Such a bias could 
have very important implications, but only minimal, non-quantitative discussions of 
inaccuracy in the model chemistry are included. It has also been shown that it is possible, 
even likely, that satellite NO2 retrievals exhibit biases over fires (e.g. Bousserez, 2013; 
Mebust et al., 2011). Given the clearly inaccurate NO2 a priori profiles in the case of 
NO2 retrievals over actively burning fires along with heavy aerosol loading, the possi- 
ble existence of a bias needs to be discussed, and yet this issue is not once mentioned in 
the paper. Finally, potential biases in GFED are mostly ignored, with the exception of an 
underestimation in mass burned from agricultural fires. I am less familiar with the 
potential biases in GFED but undoubtedly there are at least a few. I am particu- larly 
interested in the possibility that there are systematic problems with the way GFED 
defines fuel type, and whether the derived fuel types in this work were compared to 
another land cover product or otherwise verified. Overall, the paper would strongly 
benefit from a thorough discussion of biases that might impact the derived emission 
factors (and relevant associated literature). Following on that discussion, new analy- ses 
should be added to the manuscript to show how the biases do or do not affect the 
conclusions. 
 

We will add to the manuscript a synopsis of the following analysis and discussion 
of possible biases in the observations and chemical transport model, and their 
effect on our general conclusions. 
 
1. TM5 Chemistry: 
Measurements of the components of NOy for the Amazon are rare, therefore 
validation of model nitrogen chemistry remains elusive for this region.  However, 
recent model improvement and sensitivity studies give some insight into possible 
biases in the TM5 v3 simulations of tropospheric NO2.   
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In Williams et al. (2012) the authors implemented an on-line photolysis algorithm 
in TM5 v3 and found that a revised JNO2 value increased NO2 concentrations 
above 800 hpa, adding approximately 0.2 x 1015 molecules/cm2 to the column 
over South America.  Williams et al. (2012) also estimated that OH 
concentrations near the surface should increased by 15%, implying that the 
conversion of NO2 to HNO3 via reaction with OH is biased low and the lifetime 
of NOx is overestimated in TM5 v3.   
 
However, recent laboratory (Mollner et al., 2010) and aircraft (Henderson et al., 
2012) observations indicate that the Sander et al. (2006) rate constant for this 
reaction, widely used in global chemical transport models, could be biased high 
by approximately 15-20%.  Therefore, in the current configuration of TM5 v3, 
these two biases would largely offset each other, leaving a 5-10% high bias in the 
loss of NO2 to HNO3, the predominant chemical sink of NO2, and therefore a high 
bias in β.  

 
Because HO2 loss to aerosols, a very uncertain but potentially important HOx 
sink, is not included in TM5 v3 the low bias in β for grid cells effected by 
biomass burning is likely greater than 5-10%.  We therefore make an estimate 
based on the discussion above and the sensitivity simulations by Stavrakou et al. 
(2013) of increasing the reaction probability of HO2 uptake on aerosols to 1, that 
β is overestimated by 25% and that NO2 tropospheric columns are biased low in 
TM5 v3 by 0.2 x 1015 molecules/cm2 + 0-20%.  This estimate is conservative as 
HO2 uptake on aerosols equal to 1 is an upper limit for metal-doped aerosols. 

 
From the August and September monthly means shown in Figure 1, it is apparent 
that along the arc of deforestation TM5 v3 with GFED v3 emissions 
overestimates NO2 columns, while background concentrations are 
underestimated.  This is consistent with our findings that NOx emission factors for 
deforestation burning are on average too high as well as the indications that the 
model NO2 lifetime may be too short. 
 
2. Model Resolution and Sampling Errors: 
If the resolution of a NOx emission source is significantly smaller than the 
resolution of the chemistry transport model, biases can occur in the estimate of 
NOx emissions from model simulations because emissions from the point source 
will be artificially diluted to the coarse resolution model grid cell (Valin et al., 
2011; Vinken et al., 2011).  This dilution effect leads to errors in model NO2 
concentration and NOx lifetime.  
 
This issue is most relevant for the estimate of NOx emissions from fires in July, 
when burning is more spatially heterogeneous, and takes place in relatively 
pristine regions.  In August and September, hundreds of active fires occur within 
a 1°x1° grid cell, thus mimicking a spatially homogeneous source at the resolution 
of the model.  This is a consequence of the limited time period during which 
ambient conditions favor burning in South America, and the concentration of 
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agricultural development along the forest boundary.   
 
At the beginning of the dry season in July, background NO2 concentrations are 
low.  Thus, an increase in the NOx concentration will decrease the NO2 lifetime.  
The instant dilution of the emissions will dampen this effect leading to an 
overestimation of the NO2 concentration in the model and an underestimation of 
β.  For 1°x1°, Valin et al. (2011) estimate the bias in the column is on the order of 
25%.  Although adding to the uncertainty in the value of the fire NOx emission 
factor for July, the overestimation of the model NO2 concentration and lifetime 
implies that for our analysis the increment in NOx emissions needed to resolve the 
model-observation mismatch should be larger and supports our findings that for 
woodland, and less significantly for savanna burning, NOx emission factors 
decrease from July to August.   
 
3. NO2 Tropospheric Column Retrievals: 
Incorrect assumptions about the NO2 profile shape can lead to biases in the OMI 
air mass factor (AMF) used to convert tropospheric slant column densities to 
vertical column densities.  The coarse resolution of the TM4 model that provides 
the a priori NO2 profile for the DOMINO retrieval may underestimate the surface 
level concentrations.  Recent work by Bousserez (2013) shows the effect on the 
air mass factor of assuming an a priori NO2 profile without fire emissions.  They 
find that AMFs would be biased low by as much as 50%, but on average 20-30%.  
This of course represents the upper limit for this bias, as the TM4 model a priori 
profiles do account for fire emissions.  Therefore, a reasonable estimate for this 
bias is 10-15% on average. 
 
High aerosol loadings may also contribute to biases in NO2 tropospheric columns 
retrieved by DOMINO (Leitão et al., 2010).  If aerosols are well mixed with the 
NO2 plume, enhanced light scattering will increase the sensitivity to NO2 in this 
layer.  AMFs would be underestimated and NO2 tropospheric columns would be 
overestimated if this effect were not taken into account.  If aerosols exist as a 
layer above the NO2 plume, they effectively shield the lower atmosphere, 
reducing the sensitivity to NO2.  Ignoring this effect would overestimate the 
AMFs and underestimate NO2 tropospheric columns.   
 
Observations from the Cloud-Aerosol Lidar with Orthogonal Polarization 
(CALIOP) instrument that has an overpass time within 15 minutes of OMI can 
provide some information regarding biomass burning aerosol layer heights over 
South America.  However, CALOP’s narrow 335 m footprint does not allow for 
extrapolation of daily observations to biome scales.  Torres et al. (2013) 
developed a climatology of aerosol layer heights from 2.5 years of CALOP 
observations, and found that they ranged from 2-4 km during the South American 
burning season.  Individual orbital tracks show spatial heterogeneity of elevated 
and vertically well-mixed aerosol.   
 
If we assume that a homogeneous elevated aerosol layer develops over the region 
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shielding the surface emissions, OMI-DOMINO v2 NO2 tropospheric columns 
could be underestimated by 50% (Lin et al., 2013).  This number represents an 
upper limit, and is probably not representative of the typical aerosol induced 
retrieval error as some aerosol correction occurs via increased cloud fractions in 
the DOMINO retrieval (Boersma et al., 2011). 
 
4. GFED v3 Dry Matter Consumption Estimates: 
Known issues of underestimated burned area from increased cloud cover and 
small fires, particularly for agricultural burning, were addressed several times in 
the manuscript.  Considering the comparison of modeled CO total columns to 
MOPPITT observations minimized biases in GFED v3 dry matter consumption.  
The analysis showed that simulation errors were within the uncertainty of the 
satellite observations for the July through September time period considered in 
this study.  The remaining two months of the burning season were not considered 
because of known low biases.  Therefore, we are confident that the GFED v3 fuel 
consumption estimates aggregated to the monthly biome scale are not 
significantly biased, but have roughly 20% uncertainty.  

 
A detailed description of how fuel consumption is assigned a biome or burning 
type is given in van der Werf et al. (2010).  Briefly, the 0.5° x 0.5° burned area 
dataset developed by Giglio et al. (2010) uses 500 m burned area estimates in 
combination with the 2001 1 km MOD12Q1 land cover map with the UMD 
classification scheme and MOD44 vegetation continuous field (VCF; fraction 
tree, herbaceous, and bare cover) to calculate the fraction of burned area in each 
0.5° grid cell from different land cover classes and fraction tree cover bins.  The 
fraction tree cover determines the area of herbaceous landscape and wooded 
landscape burned in each grid cell for a land cover class. 
 
It is clear from the description in the manuscript of our analysis that the assigned 
biome/burning types in this work aggregate the sub-grid scale heterogeneity of the 
landscape in a 1°x1° TM5 grid cell.  However, the high-resolution land cover 
maps drive the spatial patterns of biome/burning types.  Comparison to other land 
cover products is not possible because the biome assignments made here are not 
based on the relative spatial extent of live biomass, but on the relative amount of 
combusted biomass.  For example, grassland may make up the majority of the 
area of a grid cell, but the mass of woody fuel burned from a forest that covers 
only a small fraction of the grid cell could be an order of magnitude higher than 
the mass of herbaceous fuel burned in the grassland. 
 
5. Analysis of Biases: 
In Figure 1 below we show the estimated NOx emission factors for the following 
scenarios:   

(1) Constant Background Emission: Assume that background NOx 
emissions are accurate, and only fire emissions account for the model-
observations bias – i.e. the analysis described in the manuscript. 

(2) Constant Background Emission + Bias: Assume that background NOx 
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emissions are accurate, only fire emissions account for the model-
observations bias, and:  

a. β should increase by 25% in August and September 
i. 5-10% to account for biases in OH concentration (Williams 

et al., 2012) 
ii. 10-15% to account for HO2 loss to aerosols (Stavrakou et 

al., 2013) 
b. β should increase by 50% in July 

i. 5-10% to account for biases in OH concentration (Williams 
et al., 2012) 

ii. 10-15% to account for HO2 loss to aerosols (Stavrakou et 
al., 2013) 

iii. 25% to account for resolution effects (Valin et al, 2011) 
c. TM5 NO2 columns should increase by 0.2 x 1015 molecules/cm2 + 

20%  
i. 0.2 x 1015 molecules/cm2 to account for offline photolysis 

(Williams et al., 2012) 
ii. 20% to account for underestimated lifetime (Mollner et al., 

2010; Williams et al, 2012; Stavrakou et al., 2013) 
d. OMI NO2 columns should increase by 60%  

i. 50% for aerosol shielding (Lin et al., 2013)  
ii. 10% for a priori profile error (Bousserez, 2013) 

(3) Background Fraction Constant: The fraction of fire emissions to 
background emissions is accurate.   

(4) Background Fraction Constant + Bias: The fraction of fire emissions to 
background emissions is accurate, and the bias assumptions from (2) are 
included. 
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Figure 1.  NOx emission factor estimates considering two different assumptions for (a) 
the background NOx emission contribution to the NO2 tropospheric column, and (b) 
biases in model and observed NO2 column.  Error bars for the ‘Constant Background 
Emission’ case represent the 50% combined uncertainties of the modeled NO2 columns, 
observed NO2 column, and GFED estimated dry matter emissions.  Errors bars on the 
best estimate NOx emission factors represent the standard deviation of the estimates from 
the four scenarios. 
 

The four NOx emissions factors calculated with different underlying assumptions 
for background NOx emissions and biases in model and observed NO2 
tropospheric columns are well within the estimated margin of uncertainty of our 
original calculations.  From the spread of the NOx emission factors calculated 
from the four scenarios we can estimate that underlying biases in the chemical 
transport model and observations contribute at most 10% uncertainty to our 
estimates.  The mean of the 4 scenarios can be considered a best estimate, and 
these differ by 10% or less from our original calculations. 

 
While the current observation, chemical transport modeling, and bottom up 
emissions estimates may have substantial uncertainty, which makes calculating a 
definitive emission factor impossible, globally averaged fire emission factors 
derived from in situ observations likewise have large uncertainties.  While these 
results do not close the spread in observed emission factor values, it does show 
that an analysis of a large number of fires aggregated over time and space yields 
NOx emissions factors that are generally consistent with point observations of a 
few fires. 

 
On another note, this paper has a pretty limited scope in that it covers a single year and 
South America only. The authors do a good job of setting up the basis for a South 
America-focused analysis (starting P22761 L14), but I don’t feel as though there is a 
good sense of why the analysis is restricted to a single year, especially since the requisite 
datasets are available over several years. The authors do mention that 2005 is a drought 
year (P22764 L6), but that alone does not justify using only a single year of data - in fact 
it makes it impossible to determine if the results shown here are generally true or are 
drought specific phenomena. I recognize that to do this analysis for additional year(s) 
would be a substantial amount of additional work, but I do think there needs to be a 
clearer, stronger argument as to why this would be outside the scope of this particular 
paper and how the reader should view the generality of the results presented herein. 
 

Interannual variability will be a part of a separate follow-up analysis.  This will 
require consideration of changes in ambient conditions, fuel load, as well as 
political and economic incentives.  Therefore, we have chosen to focus on 
differences between biomes for one region in a year in which significant 
deforestation burning occurred and OMI had the best spatial coverage.   

 
 
Specific comments: 
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P22761 L8: This is not how I understood the conclusions of McMeeking et al. (2009). 
The molar ratio NOx/NH3 (intended to account for fuel nitrogen) was loosely linearly fit 
with MCE, but with substantial variability and inconsistent in slope with previous work 
that examined NOx/NH3 ratios as a function of MCE. That certainly does not indicate 
that fuel nitrogen and MCE together explain all of the variability in NOx emission 
factors. 
 

 In McMeeking et al. (2009) the authors presented NH3 and NOx emission 
ratios as well as MCE measured during laboratory burns.  In Figure 10, there is 
indeed scatter in the regression of NH3/NOx vs MCE.  However, the authors state: 
“Most of the samples that deviated from the linear fit corresponded to burns with 
low NOx emissions and high uncertainties in the calculated NH3/NOx molar ratios.”   
 In addressing the comparison of the slope of NH3/NOx vs MCE to the 
previous work of Goode et al. (2000) who also measured emissions ratios in 
laboratory burns, the authors state: “Goode et al. [2000] treated all NOx emissions 
as NO because NO2 mixing ratios were below their instrument’s detection limits.  
The high- NOx FLAME data agreed with the Goode et al. [2000] fit if NH3:NO 
molar ratios are considered.”   
  The studies that were inconsistent with the results presented in McMeeking et 
al. (2009) used open-path and aircraft instrumentation to sample burning in the 
field.  Discrepancies in instrumentation and experimental design (i.e. sampling 
differences, field vs laboratory burning) must be considered before comparing the 
regressions directly.  Taken individually, the results of each experiment show that 
the NH3/NOx emission ratio typically increases linearly with MCE.  

 
P22761 L12: How does this MCE compare to typical fire MCEs? Are typical MCEs 
variable with fuel type? I know this comes up later but it is strange to bring up a number 
without providing any context for how it compares to a normal fire. 
 

 The mention of MCE here is to inform the reader on the value of MCE above which 
flaming combustion and therefore higher NOx emission factors occur.  Typical 
values of MCE for different biomes can be found in Table 1, which the reader is 
referred to at several points later in the manuscript. 

 
P22767 L11: I am concerned about the assumption that CO is an appropriate proxy for 
for dry matter burned. First, I would disagree that the CO emission factor is constant to 
within 20%–there are ample observations (e.g. Yokelson et al. 2008) that indicate that 
CO emission factors (even specifically for “tropical” fires) can vary by a factor of 2 
depending on the fire and the type of combustion. And even savanna fires vs. tropical 
forest fires (both types of fires analyzed in this work) have very different (i.e. >20%) CO 
emission factors in Akagi et al. (2011), which the authors cite as indicating variability is 
less than 20%. Further, in the discussion of observations of seasonal variability in NOx 
emissions factors the authors suggest that MCE effects explain some of the variability, 
but this would imply some amount of seasonal variability in CO emissions too as they are 
also dependent on MCE. So I would like to see some discussion of this effect. If MCE 
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decreases across the season (one of the authors’ propositions) then the CO emission 
factor would increase, which might help explain why TM5 under-predicts observed CO 
in October (and to a lesser extent, September). 
 

  The large spread in CO emission factors reported in Yokelson et al. (2008) 
Table 4 occurs between aircraft, ground based, and laboratory observations.  The 
large variability in MCE presented in Table 3 of Yokelson et al. (2008) are for 
laboratory fires, which are not representative of actual burning conditions.   
  In Table 2 of Yokelson et al. (2007), the standard deviation of CO emission 
factors from 9 aircraft observed fires was 24%.  In Akagi et al. (2011), the 
estimated natural variability of each emission factor is given in parenthesis in Table 
1.  The estimated variability for CO emission factors for tropical forest and savanna 
burning are 29% and 27%, respectively.  These values are based on considering 
results from 10 measurement campaigns – not all of which are specific to South 
America.  In van Leeuwen and van der Werf (2011) an analysis of 6 CO emission 
factor scenarios was carried out.  The scenarios represented the predicted variability 
in CO emission factors due to the effect of seasonal, interannual, and spatial 
variability in combustion efficiency driven by ambient conditions.  These sensitivity 
studies indicated that for South America, the average CO emission factor seasonal 
variability was approximately 10%, while the spatial variability is 0-30% with the 
highest variability occurring in forested areas.  While individual fires may have 
large differences in CO emission factors, at the biome level (relevant for this work) 
an estimate of 20% spatiotemporal variability for CO emission factors is 
reasonable. 
  According to MOPITT observations, an 80-100% increase in total CO fire 
emissions would be required to resolve the CO concentration discrepancy in 
October.  While CO emission factor variability may explain a fraction of the 
October CO underestimate, using active fire observations Randerson et al. (2012) 
show that in October increased cloud cover during this time period leads to a 
significant underestimation in burned area. 

 
P22767 L22: How is the model being temporally sampled? I’m assuming it’s not a daily 
average - but is it a snapshot in time (from the timestep following the OMI overpass) or 
an average over some time period? Given the possibility for temporal differences in the 
OMI overpass (for example, two different swaths), does this mean that at times the model 
output is coming from different model times in different grid cells? How does this 
sampling strategy work with the 3-hr resolution of the GFED emissions? Why not take a 
3 hour window of the model corresponding to the GFED emission resolution that 
overlaps with the OMI observations? 
 

 The hourly model output is sampled before and after the overpass time of OMI 
(approximately 13:30 local time) and averaged.  This window also corresponds to 
the middle of the peak in fire emissions.  The resolution of GFED and ECMWF is 
3-hourly, but the TM5 chemistry time step is shorter and dynamic.  While the 
approximation of constant fire emissions during the 3-hour time step will introduce 
uncertainty, it is random and second order compared to the combined uncertainty in 
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model chemistry, observed NO2 column, and estimated dry matter combusted. 
 
P22768 Paragraph 2: I’m not sure I get the argument here. The way I read the written 
summary of the other paper, it sounds like the model matches the observations, and when 
the fire emissions in the model are doubled, the column doubles - I don’t understand why 
that indicates that the chemistry and transport is “reasonable”. All it says is that 
increasing NO2 emissions in the model increases the column at roughly the same rate - to 
say it in terms of the method described in the next section, β (over the whole region) is 
approximately 1. To me, that doesn’t say anything about whether the chemistry is correct. 
(Here might be a good place to talk about potential chemistry biases.) 
 

 Please see the discussion on Page 1. 
 
P22769 L1: This essentially describes why the possibility of NO2 lifetime biases in the 
model needs to be discussed. If the lifetime is incorrect β will be incorrect. 
 
 Please see the discussion on Page 1. 
 
P22769 L3: I would clarify that EOMI represents the fire emissions (not all emissions) of 
NO2 derived from OMI, and that it is calculated assuming that the entire discrepancy 
between OMI and TM5 is from inaccurate fire emission factors and none of the discrep- 
ancy is from inaccurate biogenic/anthropogenic/lightning emissions or errors in GFED 
mass burned. (The authors might also want to discuss this assumption, whether it is valid, 
and how it affects the results.) 
 

 Please see the discussion on Page 1.   
 
P22770 L20: Please include the number or percentage of cells that changed to agri- 
cultural fires after using this filter. 
 

The number of grid cells for the 3 months increases from 51 to 144. 
 
P22770 L24: Please provide a number after “few and sporadic”. 
 

The number of grid cells that were forest fire dominated for July, August, and 
September were 16, 19, and 29, respectively. 

 
P22771 L16: This is under normal NO2 circumstances, not for heavily fire-influenced 
pixels. Also, how do the typical column densities in this analysis compare to this value 
(2x10ˆ15)? Keep in mind that in a 1x1 degree grid cell at this column density, approxi- 
mately 50% of OMI pixels in that grid cell are higher than that. 
 

Boersma et al. (2011) estimated that each individual DOMINO retrieval has an 
uncertainty of 1.0 x 1015 molecules/cm2 + 25%.  Thus for higher NO2 column 
concentrations, the total relative uncertainty is lower than the conservative 75% we 
have given.  As can be seen from Figure 1, the typical observed NO2 tropospheric 
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column density in areas with high fire activity is 2-3 x 1015 molecules/cm2. 
 
P22772 and on (Section 5): The authors make a lot of comparisons between different 
emission factors in this section, and it gets fairly confusing. It would be better to avoid 
putting the specific numbers directly into the text (since they are all in Table 1) and 
instead refer to the table and state the major point - e.g. “this value falls into the range of 
previous measurements and is slightly larger than the mean”. Also, I’m a little concerned 
about the discussion of seasonal differences. The figure is not that compelling - it’s not 
clear that the observed differences are statistically significant given the large error bars, 
and it looks like the entire “seasonal” difference is due to much higher values in July 
which suggests that there could simply be some substantial bias in that month. The 
authors should discuss the uncertainties and provide some sort of statistical assessment of 
how confident the monthly differences are. 
 

See the above discussion regarding model and observation biases.   
 
A statistical assessment of the monthly differences could be misleading, as there is 
significant uncertainty in the uncertainty estimates themselves.  However, our 
analysis shows that by incorporating the OMI derived monthly variability in 
emission factors, systematic errors in the simulated NO2 tropospheric columns are 
reduced (see Figure 2 below). 

 
P22773 L11: The findings might support this, but they do not prove it. There are other 
possible explanations, including fuel nitrogen effects, and these should be discussed or at 
least mentioned. 
 

We are careful to write that our findings suggest a shift to lower MCE from 
burning more woody fuel, not that it is proof.  An increased contribution from 
woody fuel and the effect on MCE is convolved with a shift to lower fuel nitrogen 
content, as the C/N ratio of wood is 50 times higher than leaf litter.  We will 
mention this in the manuscript. 

 
P22773 L20: Again, it is not proven that the MCE is exceptionally low in this August, 
although though the emission factor is. Clarify the uncertainty around this statement. 
 

 We acknowledge this in the manuscript and state on P22773 L24: “Analysis of 
multiple years of data is needed to confirm this.” 

 
P22774 L7: I would not use the word “likely” given the several problems identified with 
the assessment of agricultural fires - including the identified low bias in GFED, the small 
number of analyzed cells which implies that the values are highly uncertain, and the fact 
that the agriculturally influenced cells likely are influenced by a larger fraction of 
anthropogenic and biogenic emissions and thus the authors’ assumption that the model 
correctly captures these other types of emissions induces more uncertainty. These factors 
should also be mentioned.  
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 We will mention that elevated background concentrations in agricultural areas 
driven by anthropogenic and biogenic emissions is an additional source of 
uncertainty. 

 
 See the discussion for P22774 L11 following the next paragraph.   
 
P22774 L11: I cannot see how this analysis could simultaneously suggest that agri- 
cultural emission factors should be doubled and GFED dry matter consumption should be 
also increased. The author’s values for emission factors are based on GFED dry matter 
consumption so any low bias in GFED dry matter will automatically produce a higher 
emission factor. If GFED is biased low by 55% then the emission factor that was derived 
from that will be biased high in response. 
 

The underestimation of agricultural fires reported in Randerson et al. (2012) is for 
regional total annual burned area and emissions.  Thus, the agricultural fires 
analyzed in this study occurring in the peak of the fire season when burned area 
estimates are the most reliable are not necessarily biased low.  We acknowledge 
that the results provided in this work for agricultural burning are more uncertain 
than for the other biomes, but feel it is important to highlight the potential air 
quality implications of this source and the need for further analysis.  

 
P22774 L20: How does this analysis differ for SCIAMACHY vs. OMI? Specifically, 
how did you sample the model in time given that the SCIAMACHY overpass is at a 
different time of day? 
 

 The hourly model output is sampled at the overpass time of SCIAMACHY 
(approximately 10:00 local time). 

 
P22776 L4: It is certainly possible that these discrepancies are due to within-biome 
variability in emission factors, but it is also possible (and I would argue likely at least in 
part) that they are due to sources of error or uncertainty in the analysis, including all 
those I’ve already mentioned or others (for example, uncertainties in scaling 3hr 
emissions). 
 

 Remaining scatter between model and observed NO2 tropospheric columns can be 
expected, as other model errors will not be corrected.  However, the simulations 
using revised emission factors results in unbiased and symmetrically distributed 
errors, indicating a decrease in underlying systematic errors (see Figure 2 below).  
This discussion will be added to the manuscript. 

 
P22776 Section 6: Please review the conclusions to make sure that they reflect any 
changes made - for example, statements on agricultural emission factors in conjunction 
with GFED underestimates. 
 
 Change made.   
 



	   12	  

P22788 (Figure 1): This figure strongly suggests the possibility for both model and 
observational biases. It looks like it is nearly uniformly true that in high NO2 areas, the 
model overestimates the observations, and in low NO2 areas the model underestimates 
the observations. Given this consistency, I would hesitate to call these process- based (i.e. 
differences in emission factors) without a thorough analysis of the effects of biases both 
in OMI and in the model itself. 
 
 Please see the discussion on Page 1. 
 
P22791 (Figure 4): I don’t understand - why does biomass burning in July only either 
stay exactly the same or increase by 30-40%? That discontinuity, to me, suggests some 
sort of computational error or similar problem. 
 

 In July, the 3 relevant burning types are deforestation, savanna, and agricultural 
burning (Figure 2).  From Table 1, you can see that the OMI derived EF is within 
10% of the GFED v3 value, while for savanna and agricultural fires they are more 
than 30% higher than the GFED v3 value. 

 
P22793 (Figure 6): This figure isn’t very compelling. I know that the RMSE decreases 
when using OMI derived emissions in many of the cases, but visually they look nearly 
identical (OMI derived vs. initial). Rather than the figure you could just include the 
RMSE values in a table. 
 
 We have changed the figure to Figure 2 on the following page and will include the 

following discussion: 

 “Figure	   6	   shows	   the	   probability	   distribution	   of	   the	   model	   bias	   for	  
observed	   daily	   NO2	   concentrations	   over	   grid	   cells	   where	   fire	  
emissions	   dominate	   over	   NOx	   emissions	   from	   other	   sectors.	   	   In	  
general,	  for	  all	  fire	  types	  the	  RMSE	  as	  well	  as	  the	  mean	  and	  standard	  
deviation	  of	   the	  bias	  decreased,	  but	   the	   largest	  changes	  occurred	   in	  
deforestation	   dominated	   grid	   cells.	   	   Moreover,	   the	   skew	   towards	  
positive	   bias	   is	   reduced	   for	   the	   simulations	   using	  OMI	   derived	  NOx	  
emission	   factors.	   	   That	   the	   bias	   is	   more	   symmetric	   indicates	   that	  
underlying	  systematic	  errors	  in	  the	  simulation	  are	  reduced.”	  

	  
“Although	  the	  spread	  in	  the	  bias	  decreases,	  the	  standard	  deviation	  of	  
the	  bias	  is	  still	  larger	  than	  the	  detection	  limit	  of	  the	  observations.	  	  
Continued	  significant	  errors	  in	  the	  simulation	  can	  be	  expected,	  as 
other model errors will not be corrected.”  	  
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Figure 2. The probability distribution of the bias between TM5 and SCIAMACHY daily 
NO2 tropospheric columns.   
 
Technical/stylistic comments: 
P22759 L4: I understand that deforestation and agricultural fires are important in this 
region and that is why fire is discussed as a “tool” but it seems incomplete to not at least 
mention wild fires in addition to intentional ones. 
 

We will change the first sentence to mention the contribution from accidental 
burning.  
 
“The spatiotemporal patterns of fire in the tropics are driven by human-triggered 
fires both intentional and accidental, as fire is a widely used tool to manage 
landscapes and clear land for new uses.” 

 
P22760 Eq. 1: Notation in this equation is inconsistent – in one case B is superscripted 
and in the other it is contained in parentheses. Use a consistent notation. Also, the B and 
subsequent list of fire types needs to be further separated from the rest of the equation - it 
looks like it is a variable being multiplied. 
 
 The notation in Eq. 1 is intentionally different from the notation in Eq. 4.  In Eq. 1, 

in each grid cell the total fire dry matter emission is the sum of the sub grid 
components from each biome.  In Eq. 4, each grid cell has been assigned a 
dominant biome according to the description in Section 4. 

 
P22760 L10: This sentence is awkward and could be reworded. 
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 Change made.   
 “Including temporal variability in emission factors has not been possible because of 
the paucity in emission factor observations.” 
 
P22760 L15: I would use “scaling” or “conversion” rather than “partitioning”. 
 
 Change made. 
 
P22760 L20: The description of prompt NOx is unnecessarily long. I would just say that 
“Laboratory studies indicate that emitted nitrogen-containing chemical species are 
accounted for by volatilized nitrogen from the fuel (refs)”. 
 

The authors appreciate the helpful suggestion.  However, we choose to keep the 
discussion of all known pathways of NOx formation during combustion, particularly 
because there are few publications that give a complete overview of these processes 
for open burning of biomass. 

 
P22761 L24 & P22764 L6: These two semicolons should be commas. 
 
 Change made. 
 
P22762 through the end of the introduction: This section is really long and hard to read 
because it is so detailed. I understand the desire to explain fire characteristics for each 
type of fire, but there should be more focus on the details that are important to your later 
discussion and conclusions. I would suggest pulling out the specific values that are 
already included in your table (Table 1) unless there is a very compelling reason to 
include them (such as they are necessary to make a comparison point), and shortening the 
in-text discussion of each fire type as much as possible. 
 

 The authors value this feedback, but choose to keep the introduction as is.  The 
current knowledge is scattered over many publications spanning over 20 years, and 
we would like to synthesize the current understanding of fire characteristics 
particular to South America.  Many readers will likely not be aware of the 
heterogeneity of landscapes and the various roles of fire in this region.  

 
P22762 L24: These 2 paragraphs on RSC interrupt your description of the four fire types 
and thus it seems out of place. It would be helpful to move this up somewhere to a 
section where you are talking about MCE. 
 

The authors value this suggestion, but choose to keep the discussion of residual 
smoldering combustion after the description of deforestation burning, as this is the 
relevant biome and fire process for this type of combustion. 
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P22764 L13: You don’t need this sentence - don’t need to justify your choice to validate  
using an independent dataset. 
 

We choose to keep this sentence, as we would like to signal to the reader that this 
analysis is to come. 
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