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Abstract. We investigate the relative role of volcanic eruptions,Nito Southern-Oscillation
(ENSO) and the Quasi-Biennal-Oscillation (QBO) in the dnekessadal signal in the tropical strato-
sphere in temperature and ozone commonly attributed tollye dolar cycle. For this purpose, we
perform transient simulations with the Whole AtmospherenGwunity Climate Model forced from
1960 to 2004 with an 11yr solar cycle in irradiance and ddfércombinations of other forcings.
An improved multiple linear regression technique is usedigmnose the 11yr solar signal in the
simulations. One set of simulations includes all obsereedifigs, and is thereby aimed at closely
reproducing observations. Three idealized sets exclude@Mariability, volcanic aerosol forcing,
and QBO in tropical stratospheric winds, respectively.fé@g&nces in the derived solar response in
the tropical stratosphere in the four sets quantify the thpRENSO, volcanic events and the QBO
in attributing quasi-decadal changes to the solar cycleeamtodel simulations. The novel regression
approach shows that most of the apparent solar-induced kiwatospheric temperature and ozone
increase diagnosed in the simulations with all observedrigs is due to two major volcanic erup-
tions (i.e., El Chichén in 1982 and Mt. Pinatubo in 1991)isTik caused by the alignment of these
eruptions with periods of high solar activity. While in theddle and upper tropical stratosphere,
it is feasible to detect a robust solar signal, this is notddee in the tropical lower stratosphere, at
least in a 45yr simulation. The present results suggestihéte tropical lower stratosphere, the
portion of decadal variability that can be unambigouslidid to the solar cycle may be smaller than
previously thought.
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1 Introduction

The sun climate connection is a topic of high relevance ssotar variability is one source of natural
variability in the climate system. The 11yr solar cycle is @ellvdocumented mode of variation of
solar activity. To date, observations show decadal vanatin the climate system, that are com-
monly attributed to the 11yr solar cycle (see review Bray et al, 2010). A well established
decadal variability can be found in reanalysis data of efatteric temperaturé&fooks and Gray
2005). An extended reanalysis dataset from ECMWF seemsrfiricothis pattern frame and
Gray, 2010). A similar variability has also been found in stratosric ozone in three independent
satellite datasetsSpukharev and Hog@006).

In the tropical stratospheric domain (28-25" S), these studies show that zonal mean tempera-
ture and ozone vary in phase with solar activity (i.e., a waghrand an ozone increase are found
during peaks in solar activity). The vertical structurelod bbserved positive response is composed
of a double peak, with maxima in the upper stratosphere ahPa3nd tropical lower stratosphere
(hereafter TLS) at 50-70hPa, along with a minimum respondbee middle stratosphere at 10—
20hPa (e.g., see Fig. 1 Frame and Gray 2010, for temperature, and Fig. 5 $8oukharev and
Hood, 2006). While the upper stratospheric peak is well estabtisand in agreement with theoret-
ical expectations, the structure of the signal in the middtilatosphere and TLS is more uncertain,
and far less understood. It has been suggested that a solarnagdulation of tropical upwelling
may be the dynamical mechanism originating the respongeiiitS in ozoneklood, 1997;Hood
and Soukharev2003) and temperatur&gdera and Kuroda2002). However, this mechanism is
linked to changes in wave-driving of extratropical cirdida, and it is mainly operative in the win-
ter stratosphere, where the strong variability thereinesdke detection of such changes extremely
challenging.

Chiodo et al.(2012) reported good agreement in the simulated verticdllerof the solar signal
from the Whole Atmosphere Community Climate Model (WACCMgysion 3.5, and observations.
WACCM3.5 is a general circulation model with a well resohahtosphere and interactive chem-
istry. Reasonable agreement was also found in other mofisisdar characteristicsustin et al,
2008;Schmidt et a].2010). However, the ability of the models in reproducing $ignal in the TLS
appears to depend on the boundary conditions, and the elemesessary to reproduce such a signal
are model dependent. For this reason, the role of additemaices of variability (e.g., ENSO, or
QBO in those models which assimilate it) in the tropical lostatospheric solar signal is far from
being understood. The detection of solar signals is aldeulif considering their relatively small
amplitude compared with other sources of variability. Titisspecially true in the TLS, where a sub-
stantial portion of interannual variability is controlleég the QBO in both ozoneRandel and Wu
2007) and temperatur®andel et al.2009b). Another important driver for interannual varlepin
the TLS is ENSO Calvo-Ferrdndez et a].2004;Randel et al.2009a). Volcanic eruptions also lead
to strong temperature and ozone changes in this region.endeareases of 5-10% in ozone and
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a warming of more than 1K after the Mt. Pinatubo eruption i@IL9ere reportedRandel et al.
1995).

Solar signals in observations and transient simulatioesianally quantified with multiple linear
regression (MLR) models that include a linear trend ternd, jproxies for ENSO, QBO, and vol-
canic eruptions. Unambiguous attribution using a MLR madgqLlires the predictors to be orthog-
onal (i.e., that they are not cross-correlated), and ptadlittime series to be serially uncorrelated.
However, serial correlation in temperature and ozone gxighin seasonal time scaleEdo et al,
1990). Additionally, cross correlations between proxieg/rarise during certain epochs. This is the
case for the QBO, which is characterized as the verticallprofithe equatorial zonal mean zonal
wind. The zonal wind in the tropical stratosphere can paénte affected by ENSO and in-situ
heating caused by volcanic aerosol. Thus, volcanic and Edi§tals are embedded in the QBO in-
dex. Hence, deviations from the basic assumptions limitehability of estimates from regression
models, especially when using data that only cover a few sgieles, as in the case of reanalysis
and satellite datasets.

The only feasible approach to quantify aliasing in obséoval data is to assess the sensitivity
of the derived solar regression coefficients to the fornmtedf the regression model. This is the
method used by some authofggme and Gray 2010;Soukharev and Hoqd2006;Hood et al,
2010), who claimed that their solar regression coefficigistéan from aliasing because of the very
small changes when including ENSO, QBO, and volcanic temtisdir regression model.

On the other hand, when using a climate model, the sengiti¥ithe simulated solar signal to the
presence of other boundary conditions can be directlydesteis was done in simulations with a 2-
D chemistry transport mode$ith and Matthe2008;Lee and Smith2003). Smith and Matthes
(2008) showed that the simulated solar signal in tropicahezstrongly depends on the presence of
the QBO. They showed that this dependence is indicative oftamination of the solar signal by the
QBO, and that the aliasing is mainly due to irregularities.(idepartures from a sinusoidal function)
in the observed QBO. In an earlier study using the same 2-Ceinlogle and Smit2003) found that
volcanic eruptions have a similar effect, and that both QR®@alcanic signals equally alias on the
observed structure of the ozone solar response. Howevemnary argue that such simplified 2-D
models lacked a full description of wave-mean flow intei@atsithat have been proposed to explain
the origin of the decadal changes in the TLS.

Marsh and Garcig2007) used a more comprehensive model to investigatecabpzone decadal
variability (WACCMS3.1, Garcia et al, 2007). They found that the ozone solar signal in the TLS
could only be reproduced by WACCM3.1 when observed SSTs preseribed. They demonstrated
that part of the ozone solar signal simulated in transien©@WM simulations was due to spurious
correlation between the index for the solar cycle and ENS& the 1979-2003 period. These con-
clusions were obtained by contrasting transient WACCM&rutations performed with observed
SSTs with time-slice experiments performed with climagidal SSTs. Nevertheless, neither of
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these simulations included the radiative effects of valcanuptions, or a QBO. Thus, their results
cannot be directly compared to observations.

Thereis clearly a need for a quantitative estimate of théqoof the decadal signals in the strato-
sphere which can unambigously be linked to the solar cythlead been demonstrated that a warming
in the TLS, such as that commonly attributed to the solaregyadn trigger changes in tropospheric
circulation Haigh and Blackburn2006). Consequently, a correct attribution of changekenmiS
may in turn improve our understanding of the role of extefartings on tropospheric and surface
climate that propagate downward from the stratosphere.

In this paper, we quantify the impact of the presence of dthreings on the detection of the 11 yr
solar cycle signal in simulations of the WACCM3.5 versiooluding more realistic forcing than in
previous studies. WACCM3.5 is a valuable tool for this ei@rcsince it was previously shown that
this model version is able to reproduce most features of pipar@nt 11 yr solar cycle observed in
the tropical stratosphere over the last several dec&tt@sdo et al, 2012).

We compare the amplitude of the solar signal in simulatioitk @ll observed forcings to those
where a single forcing has been excluded. Differences legtiiee simulations quantify the impact
of the exclusion of each forcing on the apparent solar sjgmal thus the potential aliasing from the
respective sources. The solar signal is diagnosed usingel iR approach, which reduces the
autocorrelation and improves the accuracy of the regrediithrough the use of an optimal lag in
the predictors.

The paper is arranged as follows. Section 2 provides a getiseriof the model and the experi-
mental setup, along with the statistical methods emplogedtie analysis. The results are outlined
in Sect. 3. Section 3.1 is dedicated to the relationship beitweach forcing and the simulated tem-
perature and ozone variations. Focus is then given on the ddlgr cycle signal in Sect. 3.2. The
robustness of the apparent solar signal in the refereneeisassessed in Sect. 3.3. A generic dis-
cussion of the results and their implications is given intSécwhile Sect. 5 summarizes the main

results and conclusions.

2 Data and methodology
2.1 Model simulations

WACCM3.5 is an improved version of the WACCM3.1 general giation model Garcia et al,
2007). The standard resolution of 66 vertical levels raggin from the surface to the thermosphere
(140km), and 1.9latitude by 2.5 longitude in the horizontal was used in this work. This is the
same model version that participated in the CCMVal-2 agtigCCMVal-2 2010). Details of the
model relevant for simulating the 11 yr solar cycle are dised inChiodo et al.(2012).

We performed pairs of simulations of WACCM3.5 model run fra®60 to 2004. The set-up
of one pair is identical to the REFB1 type of simulations présd inEyring et al. (2010) for
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a comparison with other Chemistry Climate Models andCimodo et al.(2012) for a detailed
analysis of the 11yr solar cycle signal. It is named here d4decings” due to the inclusion of
all known natural and anthropogenic forcings. The forciimgdude observed SSTs and sea-ice
concentrationsHurrell et al., 2008), loadings of GHG and ozone depleting substances. eMod
equatorial stratospheric winds are relaxed toward obgemeds to obtain a realistic time-varying
QBO (Matthes et al.2010). The effects of volcanic eruptions are included tBspribing aerosol
surface area densities (SAD), compiled from a combinatio8tmatosphere Aerosol and Gas Ex-
periment (SAGE) measuremeniBhpmason et al.1997) and Solar Mesosphere Explorer (SME)
instruments from 1979 onward. Aerosol data before 1979 anstoucted based on assumptions of
background aerosoCCMVal-2 2010). The impact on the heating rates in the stratospbezr-i
plicitly calculated Tilmes et al.2009). The 11 yr solar cycle in solar irradiance is intrcetlin the
model by prescribing spectral irradiance data modelelddan et al(2005), integrated over specific
model bands for radiation and chemistry calculations. Fkisof simulations is aimed at closely
reproducing observed interannual variations in the tptratosphere, and serves as a reference
case.

In the second set of experiments, named “fixedSSTs”, a alilogical seasonal cycle of the SSTs
is prescribed, thus removing ENSO from possible sourcesnébility in the stratosphere. In the
next set called “noQBO”, the tropical stratospheric winds aot relaxed towards observations.
Since the model version used in this work does not spontateganerate a QBO, permanent weak
easterlies in the tropical stratosphere are simulatedalllgjrthe fourth set named “noVOLC” is
forced with a constant seasonal cycle of SAD, thus exclug@aks in sulfate aerosol concentrations
in the stratosphere due to volcanic eruptions. The list pkexnents is given in Table 1.

2.2 Analysis method

Monthly mean output is averaged over the two realizationsedor each of the four sets, season
(DJF, MAM, JJA, SON), longitude, and the 28-25° S latitude band. The tropical average seasonal
mean anomalies are used as input for an improved MLR technighbose formulation is novel in
the context of solar cycle studies. Details are describetienAppendix and are briefly outlined
below.

First, the autocorrelation is removed following a Box-Jeskpre-whitening procedur&6x and
Jenkins 1980). This is applied on the time series of the seasonahsefthe simulated ozone
and temperature and of the predictors (i.e., the forcingd urs each set). Next, lags are calculated
that maximize the absolute value of the correlation betwherprewhitened field variable and the
forcings. In this way, the projection of the field variablgmithe forcings in each set is maximized.
These steps have been extensively used in the formulationutiiple linear regression models in
other fields (e.g. in biometeorologyjaz et al, 2002a,b and economic forecastimisgaard and
Kulahci, 2011), though they are new in the analysis of the 11 yr sajaias.
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The suitable lag for each predictor must be chosen with ddeally, the lag correlations should
represent a physically consistent relationship betweermptkdictand and predictors. On the other
hand, such lags should not bring different predictors ittage, thereby increasing collinearity. With
these criteria in mind, an optimal window, over which thetahlie lag is searched for, is identified.

In our analysis, we use zonal wind time series at 30 and 10wRiah serve as QBO indices in
the regression. By using the residual of a regression ofdhalavind onto other indices, the QBO
indices become orthogonal to the other predictors. We eecany lags in the QBO term itself in
order to keep the mutual phase relationship in both indees Appendix). We find that by using this
technique, the cross correlation among the QBO indicestandther predictors never exceeds 0.06,
which ensures that the null-hypothesis of no correlatiomoabe rejected at the 99 % confidence
level.

Principal component analysis (PCA) has been used in prewtudies to derive orthogonal QBO
indices Randel and Wu1996;Crooks and Gray2005;Frame and Gray2010). The mathematical
orthogonality constraint can potentially limit the phyadicealism of the principal component asso-
ciated with the QBO. For this reason, we believe that thelteds from a MLR at 30 and 10 hPa are
more directly linked to the original wind field at both heighéind thus more suited than principal
components for representing the QBO variability in the MLR.

This procedure is repeated for each of the simulation setispth temperature and ozone. The
regression model formulated in Eq. (A6) is applied at camntgteessure levels of the tropical strato-
spheric domain (0.1-100 hPa).

The MLR includes only predictors for those forcings incldde the specific set of experiments
(e.g. no QBO term is used in the analysis of the “noQBO” sdtjc&the main focus of this paper is
the detection of the solar signal in the tropical stratosphesults from the regression analysis are
only presented for the UV coefficien8(, in Eq. A6). The coefficient has been scaled at all isobaric
levels by 0.175. This scaling factor is ther Zalue of the UV radiation index used in the MLR,
which represents the peak to trough solar cycle variatiamits Wnm2nm~1.

3 Results

Figure 1 shows the time series of the tropical average 225’ S) seasonal mean anomalies of the
zonal mean temperature at the 50 hPa level from the “all igsdi set. A long-term cooling trend
is evident, and the amplitude of approximatel.5 K per decade agrees with observatidrar{del

et al, 2009b). The trend is interrupted by positive peaks over 2 K964 and 5K in 1992, which
are caused by two major volcanic eruptions; i.e., Agung amnd Rinatubo. Among these events,
the Mt. Pinatubo eruption is the best characterized ernmiorecords. These records show a 1-2
K warming in 1992 in the 50 hPa global medRandel et al. 2009b), while anomalies over the
tropical belt reach 3 K (see Fig.1 filmes et al.2009). Compared to these values, WACCM tends
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to overestimate the heating caused by the sulfate aerassiated with the Mt. Pinatubo eruption.

Before applying the MLR, the variables and the forcings aesvhitened with the autocorrelation
coefficient of the field variables. Since the choice of thetaighe predictors is crucial to improve the
regression fit, we first analyze the lag correlation betweecirfigs and the simulated field variables
temperature and ozone.

3.1 Lag correlation analysis

The optimal lag must ensure a physically consistent raiatigpp between the prewhitened field vari-
ables and the forcings. For this purpose, the vertical stracof the lag correlation is analysed
in detail, in order to identify a window representing a rstdi time-scale for the response in the
selected variable to each of the applied forcings.

Figure 2 shows the vertical profile of the correlation of tlupical average seasonal mean temper-
ature with UV radiation from the “all forcings” set, plotteg a function of the time lag in a window
of 10 yr (—5to+5), thus covering an almost complete solar cycle. Cor@tatat positive lag values
mean that variations in UV lead temperature changes. Affhdhe pre-whitening of the time se-
ries considerably reduces the magnitude of the correlstmwell defined positive temperature-UV
relation is found at 1 hPa, which lingers for 2 yr around thakpef solar activity (that is, from lag
-1lyrto 1yr). Negative values can be seen 5yr prior and dfieipeak in UV radiation, indicating
a cooling around minima of solar activity. Between 10 and PP@,iwe identify positive maxima at
lags of 0.75, 1.75 and 3.25 yr. Among them, the peak at 0.76ryesponding to 3 seasons (or 9-11
months) seems to be connected to the upper stratospheresudyests that the warming induced
by maxima in solar activity is instantaneous and longetisigsn the upper stratosphere, whereas it
is slightly weaker and delayed by a few seasons in lower tayer

Overall, the lag correlation to the UV in the WACCM simulatgodepicts a downward propaga-
tion of the solar signal. This is consistent with the “topaahd mechanism involving a downward
pathway (which is thus mediated by the stratosphere) farsofluences to impact surface climate,
as hypothesized in previous studidseghl et al, 2009;Gray et al, 2010). The broad time span of
the maximum at 1 hPa is most likely due to absorption of UVatidh whose peaks, on average over
the recorded 11 yr cycles 19-23, last for about 2-3 yeaesai et al, 2005). In lower levels, the in-
termittency of the positive correlations suggests a sedgpin the apparent downward propagation
of the temperature signal. One candidate mechanism formogagation is the strengthening of the
wintertime polar night jet during solar maxima, which casseppressed tropical upwellingddera
and Kuroda 2002). This mechanism is captured by WACCWNIhfodo et al, 2012), and the time
scales for the downward propagation are consistent withatle found in the positive correlations
of the 0-1yr window.

The lag correlation of UV radiation with tropical mean ozasshown in Fig. 3. As it occured
in zonal mean temperature, a broad structure of positive@éV correlations appears around lag
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0 in the upper stratosphere (0.1-10 hPa), with two peaks atiEd&Pa. A more complex structure
in the lag correlations is found in lower levels. At 10-50 hiPeere is a small region with negative
values around lag 0, while positive correlations appeaaga bf 0.75-1yr. At 50-100 hPa, positive
correlations are found between 0-1 yr, maximizing at a |a@.®5% yr, equal to 1 season. Except for
the negative correlations at 30 hPa, there is good correlsmme between temperature and ozone in
the 0-1 yr window.

The in-phase ozone-UV relationship in the middle and uppetasphere is likely due to the
UV-induced photolysis of molecular oxygen, and recombaratvith atomic oxygenRap and Fox
2003). This process is instantaneous, and extends for thgears of peak solar activity. As in
temperature, the intermittency in the correlations at loeeels suggests a seasonality in the lower
stratospheric ozone response. In the 0-1 yr span, the pamdsnce in the temperature and ozone
correlations suggests that the same mechanism is comfrofione and temperature responses in
this window. Unlike in temperature, there is less eviderica delayed response at lags larger than
1 yr throughout the 30-100 hPa region. This indicates thatiel lags, it is difficult to link both
temperature and ozone responses through a common mechanism

Once we have analyzed the structure of the correlations,exeidentify the optimal lag which
maximizes the absolute value of the cross correlation vaghldV index. We constrain the window
over which the optimal lag is identified to the 0-1 yr time sparotivated by the finding that a
coherent variation in correlations with temperature armheavas present in that interval. An added
benefit of limiting the lag in the 0 to 1 yr window is that the ssacorrelation between the UV index
and the other predictors is minimized. Hence, the optimall&ty/ (ryy) to be used in Eq. (A6) is
chosen in this window.

The vertical profile oftyy is shown in Fig. 4 for zonal mean temperature and ozone. We sho
the values obtained for the “all forcings” case (a), and Fa three idealized sets (b—d). Overall,
the temperature-UV and the ozone-UV correlation patteragaund to be qualitatively similar in
the three simulation sets excluding single forcings (na@wst), which explains the similarity in
the vertical profile of the optimal lag. In the case of zonalaméemperature, the profile shows
a downward progression in all four cases, with a lag of 0..yr2(seasons) at 10 hPa, 0.75yr (or
3 seasons) between 20 and 70 hPa, and 1yr between 80 and 10€bhBiatent with the lagged
positive correlation in this region seen in Fig. 2. In tradiozone, the lag needed to maximize the
correlation in the TLS is slightly smaller than in temperaflas seen in Fig. 3.

We also analyzed the lag correlation for the other termsuged in Eq. (A6); the two QBO in-
dices, N3.4 and SAD. As the present paper is focused on the sponse, we discuss it without
showing additional Figures. The cross correlation of terapge and ozone withi30' and ul0
shows a downward propagating pattern associated with thiglioreal secondary circulation of the
imposed QBO Baldwin et al, 2001). For the N3.4 index, negative correlations of ozarsktem-
perature maximize at 0.5 yr (6—8 months, or 2 seasons) aridy0.23—5 months, or 1 season)
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respectively, consistent with the lagged impact of El Nafiothe TLS through an increase in trop-
ical upwelling (Marsh and Garcia2007;Calvo et al, 2010). For the SAD index, we find positive

correlations in temperature and negative values in ozartl, fieaking at zero lag, and decaying as
the lag increases to around 1.5 yr.

We constrained the optimal lag in the N3.4 and SAD indicesem® more than one year, as it
was done for the UV index. This is motivated by the fact thd&gs longer than 1 yr, spurious inter-
ference with the QBO appears in the form of downward propag#&BO structures, in both ozone
and temperature correlations with N3.4 and SAD indiceso Atlse cross correlation between N3.4,
SAD and QBO indices in the 0 to 1 yr window is minimized. Hentbes optimal lag maximizing
the correlation with these indices, (i.€nsoandTyoic in EQ. AB), is chosen in this window.

We do not use a lag for the SAD index for the regression of batiperature and ozone, as the
strongest correlation is found at zero lag. This implieg thdq. (A6), Tyoc = 0 at all levels. For
the N3.4 index, we usknso= 0.25 yr (or 1 season) for the regression of temperature, whitduse
of 0.5yr (or 2 seasons) is used for ozone. No lags are usatihandu30, as the optimal fit is
obtained by adjusting the relative weighting (i.e. regi@ssoefficients) of these roughly sinusoidal
variations. With these values fognso Tvolc and those fory,, displayed in Fig. 4, a regression of the
time series of zonal mean wind at 10 and 30 hi#)(andu30) is performed (see Eq. (A5)). The
residuals are then taken as QBO indices (u#0* andu30* in Eq. (A6)).

An example of the application of the MLR procedure employedhis paper is given for the
tropical average zonal mean temperature at 50 hPa, whitteisrme series shown in Fig. 1. Fig-
ure 5a shows the temperature time series after pre-whgealong with the fit output from the MLR
model formulated in Eq. (A6). As seen in Fig. 4, the optimal 18y (7,v) used at this level is 0.75yr
(or 3 seasons), while.nsg=0.25yr (or 1 season). It is found that while the pre-whibgngsmooths
part of the variability, the peaks of the original time ser&own in Fig. 1 are preserved. Tife
value of 0.4 implies that 40 % of the variability in the prevamed temperature time series can be
explained by the regression fit. Note that if no optimal lagsed for the predictors, th& value
would be 0.2 (not shown), which indicates a less accurat&ifjures 5b—f plot the contribution of
each term on the right hand side of Eq. (A6) to the regressi@héiwn in Fig. 5a. The strongest
temperature changes are caused by volcanic eruptionsMiitRinatubo generating a 3 K anomaly
(Fig. 5f). Changes of 0.5-1K are associated with the first @&@ U30*; that is, the filtered zonal
wind at 30 hPa) and ENSO (Fig. 5¢c—d). On the other hand, the 4dlgr cycle signal is smaller,
with temperature deviations of a few tenths of a K (Fig. 5b).

3.2 The 11yr solar cycle signal

The vertical profile of the solar signal, shown as the UV rsgi@n coefficientf/,,) of the tropical
average (25N-25" S) zonal mean temperature scaled loy & UV radiation (0.175), is shown in
Fig. 6. The profile is shown for the reference “all forcingst,sand the idealized experiments, using
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the optimal lag for the UV index shown in Fig. 4.

In the “all forcings” set (black line in Fig. 6), a statistlasignificant UV-induced warming is
found throughout the tropical stratosphere, with maximatues of 0.8 K at 1 hPa and a secondary
maximum of 0.6—-0.7K at 40-50hPa. It is interesting to notd th statistically significant solar
signal is also extracted in the middle stratosphere at 1®ardPa, even though this is a region of
relative minimum response. The lag used for the UV index is Dh#Pa, 6—-8 months (or 2 seasons)
at 10 hPa, and 9—11 months (or 3 seasons) between 20 and 7xeH&d. 4).

In the “fixedSSTs” case (red line in Fig. 6), the simulated gemature solar signal is similar
to the reference case, although the secondary maximum &&Ghobtained at a slightly larger
lag compared to the other setg\(= 1yr, see Fig. 4). The strong similarity in the derived UV
regression coefficient in temperature suggests that thedEddBtribution to the apparent solar signal
is negligible. The low sensitivity of the UV regression da@ént to the inclusion of ENSO is not due
to the removal of the serial correlation, as similar resaiesobtained without pre-whitening the data
(not shown). The “noQBO” set (green line in Fig. 6) shows anigant solar response throughout
the stratosphere above 60 hPa, with a peak of 0.7 K at 50 hParalD\this profile resembles the
reference “all forcings” case, although a slighly strongegnitude of the warming is evident at 50
hPa. In the “noVOLC” set (blue line), a significant regresstmefficient is obtained at all levels
above 20 hPa, with a peak of 0.7 K at 1 hPa. However, below 2@tdsignal becomes weak and
not statistically significant. Thus, no robust solar resgoim temperature is obtained in the TLS in
the WACCM simulations that do not include volcanic erupsiomhe absence of response indicates
that the apparent lagged temperature solar signal in thedidghosed in all other simulation sets is
associated with the effect of volcanic aerosols.

For comparison, the UV coefficient was also estimated frorraadard MLR B,y in Eq. (Al)).
Figure 7 shows the vertical profile scaled by 0.175. The teaipee response in the upper strato-
sphere between 1-5 hPa is very similar to that obtained \ighnew technique (Fig. 6); that is, a
significant warming of 0.6-0.8 K in all experiments. In thever layers, there is less agreement
between the ensembles. A secondary maximum is evident itathéorcings” and “fixedSSTs”
sets, with a peak of 0.4-0.5 K at 50 hPa. A similar responséss seen in the “noQBO” set, al-
though the region of statistical significance is limited tgher altitudes (20 hPa). Below 30 hPa,
no significant response is seen in the “noVOLC” and “noQBQSembles. Comparing both tech-
niques (i.e., Figs. 7 and 6) it is evident that the secondaxyimum in the TLS extracted from the
new regression technique, when statistically significaat;(in the “all forcings” and “fixedSSTs”
sets), is stronger in magnitude than when using the staMaRi Also, the new technique yields a
secondary maximum in the “noQBQO” set, whereas no resporseeis in the standard MLR. Thus,
in the TLS region the new regression method allows for bekgaration of the temperature solar
signal from the QBO. The new method also shows a strongerctieduof the solar signal in the
“noVOLC” set.
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The new method was also applied on the tropical mean ozoriegmatio. The vertical profile of
B, scaled by 0.175is shown in Fig. 8 in terms of relative solate{%) peak to trough change in the
mixing ratio using the lag values for the UV index shown in.FgIn the “all forcings” case, there
is a well defined double peak structure, with statisticatiypgicant ozone increase in the middle and
upper stratosphere peaking at 2 % at 10 hPa, a relative mmiat30 hPa, and a significant increase
at 40 hPa and below, peaking at 3.5 % between 70 and 90 hPa.

Fairly good agreement across all pairs of simulations ia gethe UV-induced ozone increase of
1.5-2.0% at 5-10 hPa, although the exact height of the maxiraries. At 20 hPa, the solar cycle
ozone response in the “noVOLC” and “noQBQO” case is slighttprsger than in the “all forcings”
case. Reasonable agreementis also evident in the wealdjiveegesponse at 30 hPa, with exception
of the “noQBO” case, which shows a positive and significamnezresponse of 1 %.

Significant differences are evident in the amplitude of then® increase in the stratospheric levels
between 40 and 100 hPa. While the “all forcings” case featarggnificant ozone increase ranging
from 2.0 % at 50 hPa to 3.5 % at 70 hPa, the response in the “n@/@4&se follows a similar profile,
although with lower values ranging from a non-significa®%.increase at 50 hPa, to 1.5-2.0% at
70-80hPa. At 70 hPa and below, a different response is alsgredd in the “noQBO” case, where
a non-significant 1.0 % ozone increase is obtained. On ther didnd, the ozone response at 70—
80 hPaisincreased to 4.0 % in the “fixedSSTs” case, althcwgtifference between this set and the
“all forcings” pair of simulations is not statistically sigicant. Among all experiments, the profile of
B, obtained from the “fixedSSTs” set is the one that most closedgmbles the “all forcings” case
in the lower stratosphere. Those calculated from the “noZ0&and “noQBQO” exhibit the largest
differences to the reference case, with a weaker resporsegtimout the lower stratosphere below
40 hPa in the “noVOLC” case, and below 70 hPa in the “noQBOQO%cakhis suggests that part of
the apparent lower stratospheric ozone signal obtained fhe “all forcings” case is due to QBO
and volcanic aliasing, with the largest spurious contidsutoming from volcanic aerosol.

Figure 9 shows the ozone UV regression coefficient obtaimench fa standard MLR &,y in
Eg. (Al)). The ozone increase of approximately 2% at 5 hPanigas to the response obtained
from the new technique (Fig. 8). The relative minimum at 2@ lig>statistically significant, while
using the new MLR, this response is not significant and highaltitude (30 hPa). Both techniques
show differences between ensembles in the region below d(ditRough the spread seems larger in
the standard MLR. In the new MLR, the difference in the soémponse between the “all forcings”
and “fixedSSTs” sets at 50-70 hPa is smaller compared to #melatd MLR. This indicates that
the use of the new regression technique reduces the ENS&nglia the apparent solar response
of lower stratospheric ozone. Overall, both techniquesvsh@eduction of the solar signal below
30 hPa in the “noVOLC” set compared to the “all forcings” séccordingly, the contribution of
volcanic aerosol to quasi-decadal variability of tropilaler stratospheric ozone does not depend
on the type of regression analysis.
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3.3 Sensitivity of the solar signal to the data window

The results from the idealized cases give useful informalmout the impact of other forcings on the
analysis. However, these simulations might not be abledmriice non-linear interactions between
the missing forcing and the 11yr solar cycle. The aim of tlistion is thus to assess aliasing in
the regression of one pair of simulations driven by the comation of forcings that most closely
resembles the real atmosphere, as is the “all forcings”. chsthis way, it is possible to quantify
the potential aliasing in regressing a limited record, antlirn to infer the feasibility of extracting
a robust solar signal from the window covered by observatitgtords. One method to accomplish
this consists of testing the sensitivity of the diagnosgdai to the length of the data.

We calculate the UV regression coefficieff,f) from the “all forcings” set for a varying data
window, whose endpoint is the last year available in the &tians: 2004. A minimum of 10yr
is used to cover the last solar cycle (1995-2004), and treewdiaidow is gradually extended to the
whole 45 available years, using 1yr increments.

Figure 10 shows the estimates for tropical mean temperatal@uilated at 5 different pressure lev-
els representative of the upper stratosphere (1 hPa), ensliditosphere (10 hPa), and lower strato-
sphere (30, 50, and 70 hPa), scaled by toevalue of the UV index. Note that the end-point value
obtained with the entire 45yr time series is identical td #ewn (on the same levels) in Fig. 6.

In the upper stratosphere at 1 hPa (Fig. 10a), a constan wdl0.8—10+ 0.2K is obtained.
One can deduce that the minimum number of years necessagxtfacting a significant and stable
solar signal in temperature at 1 hPa is 10-15yr, since theevabtained with such window is fairly
close to that calculated with the full available period ofy#5At 10 and 30 hPa (Fig. 10b—c), the
regression coefficient is slightly negative and not sigaifiovhen less than 20 yr of data are used. It
then stabilizes to a significant positive value o & 0.2K at 10 hPa and.6+ 0.3K at 30 hPa when
more than 25 yr of data are used.

At lower stratospheric levels (50 and 70 hPa, shown in Figl—&), the derived values are more
uncertain than in the upper stratosphere, as indicatedéwither error bars, and exhibit stronger
sensitivity to the window length. Broadening the data windeduces the apparent signal at 50
and 70hPa from D+ 0.7 K with 15yr of data to 0.2—-6 + 0.3K when using the 45yr of data.
No convergence towards a steady value is found at theseslevidius, a stable and significant
temperature response can only be detected above 30 hPa, avtifferent behavior is observed
at 50 and 70 hPa, where no robust value can be extracted witivtilable 45 yr long record.

In addition, strong swings are evident in the middle and losteatosphere (30, 50 and 70 hPa)
a few years after the occurrence of the two major volcaniptewas when using WACCM data,
suggesting that volcanic and solar signals cannot be glesmarated by the regression model at
these levels. Interestingly, both Mt. Pinatubo and El Caickruptions appear to interfere with the
solar signal at 30 and 50 hPa. This is not the case at 70 hP&e whly the former has a discernible
impact (Fig. 10e). There are also perturbations of negatye when the Agung eruption (1963) is

12



420

425

430

435

440

445

450

455

included in the analysis. This effect is seen at 50 hPa andP@pdithough the jumps are much less
evident than in the case of the other two eruptions. Ovelalpeaks associated with Mt. Pinatubo
and El Chichon disappear after 30 yr of data are includeterrégression analysis. Even when the
analysis is extended using a longer window, the UV coefficilatreases at both levels, which is
particularly evident at 70 hPa. This suggests that in WAC@VIBo robust signal in temperature can
be extracted in the TLS with 45 yr of simulations data.

The UV regression coefficient is also estimated with the sproeedure on MERRA reanalysis
data Rienecker et al.2011), chosen here over other reanalysis products duestiaither overlap
with the simulations (1979-2004). WACCM and MERRA can becdtily compared by using 26 yr
as the window in the “all forcings” case. At this window lehgthe apparent solar signals at 1
hPa (Fig. 10a) and 10 hPa (Fig. 10b) of 0.8 and 0.3 K in the msidallations are in excellent
agreement with MERRA estimates. Since the temperaturensspat these heights is related to the
direct response to the UV radiation, the agreement withalgars suggests that the model sensitivity
to the 11 yr UV forcing is realistic. There is also qualitat@greement at 30 hPa (Fig. 10c) 50 hPa
(Fig. 10d) and 70 hPa (Fig. 10e) in the signals of respegtiyd, 0.5 and & £ 0.2 K. However, this
only applies to the 26 yr window overlapping with MERRA sines indicated above, a decrease in
the diagnosed solar signal is seen as a larger analysigipsiiced.

It should be recalled that the warming simulated at 50 hRa &ft. Pinatubo in 1992 is loo large
(see Fig. 1). This bias might contribute to the misattribuidf quasi-decadal variability when using
model data in the analysis. Accordingly, the impact on thect®n of solar signals might depend
on the size of the underlying volcanic signature. To test flussibility, we analyze the dependence
of the solar signal to data windowing in the MERRA record, rbeain mind that less stability is
expected due to the shorter window compared to the WACCM laitions. Figure 11 shows the
regression coefficient obtained from MERRA, calculatechim$ame way as in Fig. 10, plotted as a
function of the 26 yr window. A robust signal is found at 1 hird 40 hPa, with values of 8+ 0.5K
and 0.3+0.2K, respectively (Figs. 11a-b). The values at 30, 50 and Z(FRys. 11c-e) are less
stable, which is in large part due to the peak coinciding wWithMt. Pinatubo eruption, especially at
50 hPa (Fig. 11d). There is also a tendency towards smalleevat these levels, as the window gets
broader, although a stable value is not reached. This stgthed, as in WACCM, the solar signal
extracted over the available observational record is nmisty mainly due to the heating associated
with the Mt. Pinatubo eruption.

Figure 12 shows the UV regression coefficient obtained frodC@M at 50 and 70 hPa, when
periods after ElI Chichon and Mt. Pinatubo eruptions aretteahi(June 1982—November 1983 and
September 1991-November 1993). During such periods, thlespge lower stratospheric tempera-
ture associated with the SAD index can be identified (see3¥)g.Convergence toward a constant
value of approximately Q4+ 0.3K is obtained when more than 20 yr of data are used. Howenisr, t
value is not significantly different from zero. When the sayears are excluded from the MERRA
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reanalysis data, the UV coefficientis also reduced from@&+0.3K to 0.24+0.4 K at both 50 and
70 hPa. This indicates that when applying MLR methods oniastpdoeric temperature data covering
26yr, a better separation of solar and volcanic signals céy lme achieved with removal of data
around both El Chichén and Mt. Pinatubo eruptions. Thiissistent with the absence of a signal
in the TLS in the set without volcanoes (blue line in Fig. 6ht&lthat the removal of the period after
the Agung eruption (1963-1964) would not alter the resuits €hown), which is consistent with
the small impact of this event on the window sensitivity ¢ #olar signal shown in Fig. 10.

The sensitivity to data windowing of the regression coedfitin zonal mean ozone simulated by
WACCM is shown in Fig. 13. The ozone signal is robust to theeesion of the data window at
1hPa (Fig. 13a), and a constant and significant ozone ireia37 + 0.4 % is found after 10yr
of simulations data. At 10hPa (Fig. 13b), positive and digait values of 2 4+ 0.8% are found
for all data windows, although jumps to higher values areleni when using less than 30yr of
data. A significant positive UV coefficient is obtained at B&hwhen using less than 15yr of data
(Fig. 13c). However, this signal is not real since no sigaificozone-UV relationship is obtained
with a larger data window. This is the region in which a refatminimum response in the vertical
profile is obtained in all idealized experiments, althougthvslightly different magnitudes (see
Fig. 8). At 30hPa, the “noQBO” experiment showed a significazone increase of 0.6 % (see
Fig. 8), which suggests that QBO aliasing reduces the appateyr variation at this level.

At 50 and 70 hPa, a strong swing in the ozone UV response frayative to positive values
is evident in proximity of the Mt. Pinatubo eruption in 199Hid. 13d—e), which is indicative of
the volcanic aliasing when regressing data of Mt. Pinatulopteon. There is little evidence of
aliasing in the wake of the EI Chichon eruption in 1982 at B&.hAt this level, a rather constant and
marginally significant value of 1.0-8+ 1.0% is diagnosed when more than 20 yr of data are used.

At 70 hPa (Fig. 13e), there is also a jump in proximity of th&€Rlchon eruptionin 1982, although
the strongest variation is seen in the years around Mt. &ioetl991). Overall, volcanic eruptions
have a stronger impact on the signal at 70 hPa than at 50 hReh vghconsistent with the larger
differences found at this level in the “noVOLC” set (Fig. 8he error bars and the variations in the
amplitude are larger than at higher levels, which sugghkatsttis not feasible with the available data
to extract an accurate estimate for the ozone solar res@irndehPa. Nevertheless, there is some
evidence of a trend toward a positive signal d¥-& 1.8 % as all available 45 yr of data are included
in the analysis. This behavior is unlikely to be related ® Agung eruption, since the tendency in
the ozone solar signal starts at year 35; i.e., 6 years afeaho41 in the window, which would
correspond to the eruption year 1963.

Figure 14 shows the ozone UV coefficient calculated at 50 néa’@ hPa, when the EI Chichon
and Mt. Pinatubo post eruption data are omitted followiregdAme procedure taken for temperature.
A fairly constant value of D+1.5% is obtained at 50 hPa when using more than 25 yr of dataeThes
numbers are not significantly different from those shownim E3d, which were calculated with
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Mt. Pinatubo and El Chichén data retained. At 70 hPa, trerearly no response at a window of
20-25yr, and a positive trend towards positive values idexiwhen more than 35yr of data are
used. The value of.3 4+ 1.9% obtained with the full 42 yr window is lower than the23- 1.8 %,
which was diagnosed without removing post eruption datg.(EBe). This is consistent with the
reduction in the apparent solar signal obtained from th&@ioC” experiment at this level (Fig. 8).

Overall, temperature and ozone show slightly differentsgiities to data windowing, which
probably owes to the different processes controlling taniations in the tropical stratosphere.
Further complication is brought by the low signal to nois@oran ozone due to the relatively small
ozone concentrations below 50 hPa. Nevertheless, botablasi suggest that a robust solar signal
can only be extracted using an MLR technique at upper andlengdchtospheric levels.

4 Discussion

The tropical mean vertical profile of the 11 yr solar signa haen extracted from WACCM simula-
tions using a novel MLR methodology. In the upper stratospte08+0.2 K warming is diagnosed,
which agrees with MERRA and ERA-40/ERA-Interim estimatéthim the levels of uncertainty (see
Fig. 1in Frame and Gray2010). A robust and statistically significant signal isregted at 1 hPa us-
ing a 15-20yr window, which is covered by stratospheric olzg®nal records. At 10 hPa, WACCM
shows a significant warming of@+ 0.2 K obtained, whereas ERA-40 and ERA-Interim data show
no significant response. This difference is possibly duéodifferent (longer) period analyzed in
our study.

Between 30 and 70 hPa a significant warming of 0.3400.3K is diagnosed in WACCM, which
agrees with values reported from ERA-40/ERA-Interim régia in Frame and Gray2010). Sim-
ilar numbers are also calculated from MERRA reanalysis abB@nd 70 hPa using the same MLR
technique over the same period (1979-2004, see Figs. 10&hmpst half of the temperature in-
crease in this region is due to the use of a 1yr lag in the UVxndmce using a standard MLR
without a lagged UV index, a warming of 0.3 ta40t 0.2K is obtained (Fig. 7).

It is clear from Fig. 6 that the warming at 30 hPa and lower [edésappears in the set without
volcanic forcing, which suggests that aliasing of the voicaaerosol signal increases the appar-
ent solar signal. Further evidence of this comes from theeemse in the UV regression coefficient
when the boundaries of the data window considered for regmesnalysis overlap the years of the
Mt. Pinatubo and EI Chichon eruptions (Fig. 10c—e). Therdso a tendency towards smaller values
of the UV regression coefficient in the lower stratosphefe-{® hPa) as more years are added to
the analysis, although no convergence towards a stable ishbtained even with a 45 yr window.
This indicates that it is not feasible to extract a robushaign this region over the recent past. The
spurious contribution of volcanic aerosols to the UV regi@s coefficient is especially pronounced
when using records covering 2 to 3 decades, as in MERRA rgsinalata (see Fig.11). Better
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separation of solar and volcanic signals in temperaturebeaachieved by excluding ElI Chichon
and Mt. Pinatubo post eruption data from the analysis, stocwergence toward a stable (though
non-significant) signal is obtained in this way (shown in.Hig). Additionally, extending the obser-
vational data record to cover solar cycles without volcamigotions coincident with peaks of solar
activity (as e.g., solar cycle 23) decreases the apparéatisouced warming in the middle and
lower tropical stratosphere. This is seen when regresgitg & 31 yr long ERA-Interim/ERA-40
merged dataset of 1978-2008 instead of the 23 yr long ERAadi@sdt of 1979-200F(ame and
Gray, 2010; their Fig. 1).

The ozone increase of @+ 0.7 % in the upper stratosphere at solar maximum in the “allifgys’
WACCM simulation agrees well with SBUV and SAGE observasig@oukharev and Hoqd006;
Randel and Wu2007). An increase of similar magnitude is also obtainedgua standard MLR
(Fig. 9), which is the more akin to the technique used to ektifze signal in the mentioned obser-
vational studies than the new MLR formulated here. The nespat these levels is robust, since it
is stable over time, and it is also diagnosed in the idealezgubriments. An accurate estimate can
be extracted with 20—25yr of data, which is a window covergddtellite data. A relative mini-
mum response in tropical ozone is diagnosed in WACCM arouPa. This structure resembles
the non-significant negative response seen at 10-20 hPaliv @Bd SAGE Soukharev and Hoqd
2006;Randel and Wu2007). The mismatch in the height of the relative minimuspmnse from
model and satellite estimates is due to the different foatih of the regression method, since the
standard MLR yields a higher relative minimum (20 hPa, sege %).

A significant ozone increase is found in the lower stratosptbetween 40 and 100 hPa, with
values ranging from 24+ 1.2% at 50 hPa to 3+ 2.0% at 80hPa. Similar numbers have been
previously reported for the same period covered by SAGE @ld\&data (see Fig. 12a iRandel
and Wy 2007, and Fig. 8 irsoukharev and Hoq@006), although no comparison with these studies
is possible below 50 hPa, as this is the lowest boundary iavh#able satellite data of stratospheric
ozone. ldealized experiments show that ENSO aliasing ifaver stratospheric ozone signal is
negligible. This is due to the new MLR technique, which condsi the use of lagged ENSO and
UV terms, and to a sufficiently large window of 45 yr, whichsline with the findings oMarsh
and Garcia(2007). On the other hand, it is also found that the appaat sycle ozone increase
in the lower stratosphere is strongly influenced by volca@msols and, to a lesser extent, by the
presence of the QBO. Interference with volcanic eruptienal$o indicated by the increase in the
UV regression coefficient when the data window overlapsgoksrishortly after Mt. Pinatubo and
El Chichon eruptions (Fig. 13c—e). Our results confirm timelifigs from a study using a more
simplified 2-D transport chemistry model that pointed to rrsg contribution of the QBO and
volcanic aliasing on the tropical ozone solar sigh&lg and Smith2003;Smith and Matthe2008).

We note that between 20 hPa a consistent bias is seen in bopetature and ozone related to
the problem of volcanic heating aliasing. Specifically, ppaars that a fraction of the volcanic-
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induced heating is misattributed to the solar cycle by the aed standard MLR techniques, thus
producing warmer temperatures during solar maximum. Tlabalic heating produces stronger
upwelling rates in the simulations including all observedcings compared to the set excluding
volcanic forcing. Along with the chemically induced ozoneptetion by the sulfate aerosols, the
increased upwelling results in an ozone decrease due tdrtvegly positive vertical gradient in
ozone mixing ratio, which the regression also attributaiéosolar cycle, leading to a weaker solar-
cycle ozone response relative to the set excluding vol@riasols. On the other hand, the spurious
contribution of volcanic aliasing to the apparent solanaign both temperature and ozone below
50 hPa is more difficult to be explained in these terms. AtdHesels, the simulated ozone de-
pletion is generally much weaker than at 20-30 hPa, as e.gastthe case of the Mt. Pinatubo
eruption (see Fig 8.21 i@CMVal-2 2010). Moreover, the regression fits from the new technique
described in Eg. (A6) are carried independently for temijpeesand ozone. Thus, the misattribution
of volcanically-induced ozone and temperature changesatdre expected to have opposite sign
throughout the lower stratosphere.

Chiodo et al(2012) showed that the temperature and ozone signal in tBesstimated is stronger
and closer to observations in the WACCMS3.5 model than in tA&€B®M3.1 version. The improve-
ment is likely a consequence of WACCM3.1 not assimilatingg0and the omission of volcanic
aerosol heating in the simulatiorS4rcia et al, 2007). Consequently, the QBO and volcanic signals
did not map into the 11 yr solar cycle in the regression amatyftransient WACCM3.1 simulations,
leading to a worse agreement compared to transient WACCHKig&lations. However, the bet-
ter agreement with observations does not necessarily immphtter estimate of the solar signal. In
conclusion, the present results suggest that either gil@rmgeenough window, or in idealized exper-
iments excluding the spurious contribution of volcanicoseis in the analysis, a consistent, though
weaker than previously thought, solar response is diaghiogie tropical lower stratosphere.

Finally, itis important to note in closing the caveat of exsige heating caused by the Mt. Pinatubo
eruption in the TLS region (see Fig.1), although the presise of the bias is difficult to assess as
the uncertainty in the response derived from observatisn®t known. An excessive volcanic
warming could have possibly contributed to the aliasinghef apparent solar signal. However, it
must also be noted that the oversized heating could be duedrsén the SAD aerosol forcing
dataset recommended by CCMVAlrfeuille et al, 2013). As such, this is a common bias in mainy
CCMs (see e.g., Fig 8.21 @CMVal-2 2010). Depending on how the radiative transfer is handled,
this affects the models sensitivity to volcanic aerosoks ¢eater or lesser degree than in WACCM.
Thus, while there may be caveats in comparing modeled anehadxs MLR-derived attribution of
decadal variability, our findings are likely not limited toAQCM.
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5 Summary

We have investigated the attribution of quasi-decadatians in tropical stratospheric temperature
and ozone to the 11yr solar cycle. To do so, we perform a seapn$ient WACCM3.5 simulations
with different combination of forcings. The solar signaleistracted from the model simulations
using a new MLR approach, which (i) reduces the autocoioglghrough pre-whitening and (ii)
improves the accuracy of the fit through the use of an optiagal Results are also compared to the
standard MLR, which is found to be more prone to aliasing frmon-solar sources than the new
MLR method. The design of the model experiments employed tsemore realistic than previous
modeling studies on the impact of aliasing on the detectfdhesolar signal, as e.gMarsh and
Garcia(2007). The main findings are as follows.

— A double-peak profile in both temperature and ozone with maxin the upper and lower
stratosphere is diagnosed in the WACCM3.5 simulationsefdwith all observed forcings.
This agrees qualitatively well with reanalysis and sdteliiata.

— Inthe tropical lower stratosphere, a substantial porticihe apparent solar-induced increase
in temperature and ozone is related to volcanic aerosos iStdue to alignment of two major
volcanic eruptions (El Chichdon and Mt. Pinatubo) with pgak solar activity during cycles
21 and 22.

— Using 45yr of data, a robust 11 yr solar signal can only beaexéd above 10 hPa. At lower
levels, longer records would be required. This occurs bez#uwe solar and volcanic signals
cannot be adequately separated.

— The aliasing issue is ameliorated if windows around El Chicnd Mt. Pinatubo are ex-
cluded from the analysis (June 1982 to November 1983, ante®éer 1991 to Novem-
ber 1993). This removal reduces the apparent solar sigtafiperature in both modeled and
observational data. In ozone, further complication is edusy interference with the QBO.

Itis plausible that the observed amplitude of the solazg®dl increase in the TLS in temperature
and ozone (as reported in other studies, 0.8K in reanalifsisne and Gray 2010) and 4% in
satellite data$oukharev and Hog®006)) is overestimated due to issues associated with ttie M
analysis of a too short record that have been explored imibik.

The present results suggest that MLR techniques requiregh®f longer observational records
for unambigous separation of decadal changes driven byolhe sycle. When regressing reanal-
ysis and satellite data, which are available to date (as MIBRRA reanalysis data spanning over
26yr), both windows around EI Chichon and Mt. Pinatubo $tidne removed for more accurate
determination of the solar signal.
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Appendix A

The standard version of multiple linear regression modeeg the following form:
n
Y = leuﬁi +& (A1)
i=

whereY is the predictand (i.e., the dependent varialiléy;the time dimensionX is a matrix with
the basis functions containingpredictors, are the regression coefficients, ands the residual
error term.

Multiple linear regression models after Eq. (A1) are comiparsed in solar cycle studies. The
X matrix typically contains a set of predictors represenpingsible sources of variability: a linear
trend term for long-term changes due to increases in GHGaade depleting substances, and
a set of proxy indices for ENSO, the 11 yr solar cycle, the QB@wlcanic eruptions.

Valuable information about the impact of each forcing carekiacted with this method, pro-
vided that the correct portion of variance in the predictame series is fit, along with its relative
attribution to each of the predictors. However, this is et tase when the predictors in matkdx
are cross correlated (“multi-collinearity”), and whenrtaés autocorrelation in the predictand time
series (“persistence”Wilks 2011). Spurious correlations with the predictors careadlise to per-
sistence in the predictand time series, while multi-celirity leads to erroneous partitioning of the
variance among predictors. Collinearity between the pteds can be significant, especially in rel-
atively short records; an example is the correlation fougtgveen the N3.4 index and the 11 yr solar
cycle (Marsh and Garcia2007). Additionally, significant persistence can be fowitthin seasonal
time scales in atmospheric field variables, which implies thdividual data points in the predictand
are not independent.

A common way to circumvent the problem associated with ptsce is to treat the residual
error term in the regression model as an autoregressivegsdiao et al, 1990). This method
implies correction of both the basis functionsXnand the predictand with the autocorrelation
coefficient of the residual error termestimated from a first application of the regression model.
This intermediate step is called “pre-whitening”, and fiplication can be found in numerous papers
on the solar signal in the stratosphere (eSgpukharev and Hog®006;Austin et al, 2008;Frame
and Gray 2010). Another way to account for autocorrelation is by-wratening the predictand
Y and predictor with the first order autocorrelation coefficient of the onigii time series of the
predictandy. This is the so-called Box-Jenkins (BJ) methodologgxX and Jenkinsl980).

Both pre-whitening techniques were carried out on the dutpm the WACCM model. It was
found that the BJ pre-whitening leads to an autocorreldtimction (ACF) that is closer to white
noise (not shown), and hence optimal for regression arsa(Bsix and Jenkinsl980). Hence, the
BJ technique was chosen for the analysis of the simulaticesepted in this paper.

Once the time series have been prewhitened, the regressidel equation is carefully assessed
upon analysis of the lagged cross correlation structurtgdas the predictors (i.e., thiéime series
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in theX matrix), and the predictand. This is done to identify the lags that maximize the projacti
of variance onto the basis functions, improving the fit aacyr

We performed a preliminary analysis by using both (i) deseakzed monthly mean, (ii) seasonal
mean (3-months averages) and (iii) 3-months running meamates of temperature and ozone. It
is found that the use of (ii) seasonal averages filters spsiiGooss correlation structures showing up
at high frequencies (1-2 months) that are related to intexwiae rather than a causal relationship.
Therefore, seasonal mean anomalies are used in this analys use of seasonal averages is also
justified physically. Part of the changes in stratosphemggerature and ozone due to ENSO, QBO
and solar cycle are mediated by changes in upwelling raggecgally in the TLSRandel et al.
(2002) showed that coherence between temperature andlingarettes in the TLS is enhanced at
seasonal time scales compared to higher frequencies, tsdythamically forced changes in temper-
ature can be better captured with seasonal averages.

In the reference “all forcings” ensemble, the malXixeads as follows

t
N3.4
uv
X — (A2)
u30
ulo

SAD

wheret is the time dimension in seasoM3.4 is the Nifio 3.4 index (the standardized mean sea sur-
face temperature betweenS-5 N latitude and 120-170N longitude) for ENSO; UV is the ultra-
violet solar radiation flux integrated in the Hartley band@2270 nm) from the Lean datasee@n

et al, 2005), and is used as a proxy for the 11 yr solar cyeB® andulO are the equatorial zonal
mean zonal winds at 30 and 10 hPa, which have the quality ofbsearly orthogonal proxies for
the QBO Randel and Wu1996). SAD is the global mean surface area density at 50ihRmits
un?/cm~3) of sulphate aerosol taken from a combination of differemtadets: SAGE | (1979-
1981), SAGE Il (1984-2005), and SME instruments. Aerosdadzefore 1979 are constructed
based on assumptions of background aerosol (see sectig42d6CCMVal-2 2010). Based on
SAD, an aerosol mass distribution is assumed in WACCM3.5é&ating rate calculationgi(mes
et al, 2009). Hence, this dataset is the most appropriate praxthéovolcanic forcing in the model
simulations.

When using data from the idealized ensembles, the forcirigshnare kept constant (following
table 1) are removed from thé matrix. The N3.4 index is excluded in the “fixedSSTs” ensem-
ble, u10 andu30 are excluded in the “noQBO” ensemble, while the SAD indea@xcluded in the
“noVOLC” ensemble.
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The first step in the formulation of the regression modelé&s\hitening of both sides of Eq. (Al):

Yt,,z =Yz PYi-1z
X{7i7z = Xtiz— PXt-1,z (A3)

wherep; is the autocorrelation coefficient ¥fat lag of 1 season and at the lexegl is the forcing
index. Equation (A3) is applied at each discrete model levahging from 0.1 hPa to 100 hPa. Itis
found that the use of the autocorrelation at lag 1 is enougbdace the ACF oY’ to white noise,
so that there is no need to use autoregressive models ofrtagie.

After pre-whitening both forcings and seasonal mean aniesiaff temperature and ozone, we
calculate the lag at which the absolute value of the cross correlation betveaeh predictor and

Y’ reaches a maximum value at a given lexel

Tiz= t| |r(Yt/=0...n7za Xi/7t=0+r...n,z) =MAX (A4)

A separate analysis showed that no significant cross ctimelaetween predictors is introduced
by using the 1 yr window. Furthermore, correlations arigiblags larger than the characteristic time
scale of each forcing are unlikely to describe a physic Viith the dependent variable. This is
especially true in the stratosphere, where the responsemamodulated by the ocean.

In the case of the QBO, the indice80 andul0 are approximately sinusoidal and nearly orthog-
onal to each other. As such, the use of different lags woutdduce correlations between them, and
therefore loss of orthogonality. The most accurate fit ieint®d by computing the regression coef-
ficient, hence without using any lag in any of the QBO indiCHsis motivates a different treatment
of the QBO in Eq. (A4) compared to the other terms; i.e. by gigig, = O.

An additional complication is posed by the separation of Qighals from the other sources of
variability. We found that the observed zonal wind whichssimilated in the ensembles including
a QBO contains significant variations arising from volca)de&NSO and solar cycle. For the solar
cycle, this result is consistent with the reported modafaf the QBO periodicity by the solar
cycle Salby and Callaghan2000). We remove the collinearity by computing two filte @80
indices. For this purpose, we regress the UV, ENSO and SAResdising their optimal lag on
zonal mean wind at both 30 and 10 hPa, and take the residulitasdiQBO index, as described by
the Eq. (A5).

U30ﬁz = U3q,z - (BUVUVt/— Ti—uv,z,Z + Bensd\|3~4{—ri:ensqz7z + B\/O|CSAD{—Ti:VO|C7Z,Z)

uj—qz = uj-q,z - (BUVUVt/— Ti—uv,z,Z + Bensd\|3~4{—ri:ensqz7z + B\/O|CSAD{—Ti:VO|C7Z,Z) (AS)

In this way,u30* andul0* are made orthogonal with respect to the other indices, vpindserving
their mutual orthogonality by excluding any QBO lag. Thisimves the accuracy of the regression
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analysis. The two filtered QBO indices, along with the preeed and lagged predictors are then
used in the target regression model for ozone and temperatur

Yt:z :BL/JVU Vt/— Ti—uv,z,Z + Bénsd\lg-41/—ri:ensqz,z + B(;bolung

+ Bébozuj-qkz + B\I/OICSAD{—ri:VOsz + qz (AG)

For the regression of ozone, the regression coefficiBhte given in relative % units. First,
we regress absolute values of tropical mean mixing ratid,then the percentages are taken on the
long-term climatology.

The regression model described by Eq. (A6) is used in theysisadf the reference “all forcings”
set. In the idealized sets, the forcings which are kept fixeceacluded from the Eq. (A6).
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Tables

name SSTs QBO volcanoes solar

“all forcings” (2)
“fixedSSTs"(2)
“noQBO” (2)
“noVOLC” (2)

observedifurrell et al., 2008)
climatological
observedifurrell et al., 2008)
observedifurrell et al., 2008)

assimilated atthes et al.2010)
assimilated latthes et al.2010)
none (weak east)

assimilated atthes et al.2010)

SAGE Il (Thomason et a|1997)
SAGE Il (Thomason et al1997)
SAGE Il (Thomason et al1997)
climatological

(Lean et al, 2005)
(Lean et al, 2005)
(Lean et al, 2005)
(Lean et al, 2005)

Table 1. Table of the performed WACCMS3.5 ensembles.
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T ( 50 hPa) [25N—255S]
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Fig. 1. Time series of the simulated seasonal mean temperaturesdiesrat 50 hPa, averaged over the tropics
[25°N-25°S] in the reference “all forcings” set. Units K

T,UV' [all forcings]

5738 1

— - 4Q

Pressure (hPa)
Height (Km)

Fig. 2. Lag correlation between the tropical average’[#25°S] prewhitened seasonal mean temperature from
the “all forcings” case and the UV radiation index. Positisgs mean that UV predictor leads temperature
changes. Solid contours and red colors denote positivelations, while dashed contours and blue colors
indicate negative correlations. Contours are drawn evé¥.0
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Fig. 3. As in Figure 2, for tropical mean zonal mean ozone from theféatings” case.
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Fig. 4. Vertical profile of the lag that maximises the absolute valiihe correlation (in the 0-1 years window)
between UV radiation and prewhitened seasonal mean tetupei@®lack) and ozone (red); from (a) the “all
forcings”, (b) “fixedSSTs” , (c) “noQBO”, and (d) “noVOLC” ¢& The values are introduced gsy in
Eq. (A6) for regression of tropical average temperaturecamhe.
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Fig. 5. (a) Time series of tropical average seasonal mean zonal teegrerature anomalies at 50 hPa after

pre-whitening (black), along with the regression fit from E6) (red); (b-f) Contribution of each of the terms
on the right hand side of Eq. (A6) to the regression fit.
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Fig. 6. Solar signal in tropical average zonal mean temperatutiey&gd as the UV regression coefficief(,

in Eq. (A6)) multiplied by 0.175, which represents the 2ariation of the UV index used in the MLR. Delta
K units denote the relative solar cycle peak to trough chandéelvin. Filled dots indicate that the derived
regression coefficients are significantly different fromt @he 2o significance level. The lags used for the UV
index in each experiment set is the black line shown in Figure
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Fig. 7. As in Fig. 6, calculated as the UV regression coefficient fraratandard MLR B, in Eq. (Al))

multiplied by 0.175, which represents the 2ariation of the UV index used in the MLR.
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Solar signal in zm O3 [25N-25S]
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Fig. 8. Solar signal in tropical average zonal mean ozone, estihesehe UV regression coefficier/f, in
Eq. (A6)) multiplied by 0.175, which represents the 2ariation of the UV index used in the MLR. Delta %
units denote the relative solar cycle peak to trough changé (i.e., relative change in mixing ratio). Filled
dots indicate that the derived regression coefficients igréficantly different from 0 at the @ significance
level. The lags used for the UV index in each experiment seieised line shown in Figure 4.
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Fig. 9. As in Fig. 8, calculated as the UV regression coefficient fraratandard MLR B,y in Eq. (Al))

multiplied by 0.175, which represents the 2ariation of the UV index used in the MLR.
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Fig. 10. UV regression coefficien{¥),, in Eq. (A6)) in tropical mean zonal mean temperature (ree)lajong
with the 20 uncertainty (yellow shading) from the “all forcings” cagéotted as a function of the window used
(inyears). The endpoint of the window is the last availal@danin the ensembles, i.e., 2004. Results are shown
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Fig. 11. UV regression coefficienfJ),, in Eq. (A6)) in tropical average zonal mean temperature fERRA
reanalysis, displayed as a function of the window used, wigc26 yr long. Note that the signal has been
computed with the same regression technique as in WACCMenRtdpoint of the window is the last available
year in the WACCM simulations, i.e., 2004. Units K.
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Fig. 12. UV regression coefficient in tropical mean zonal mean teaipee from the “all forcings” case,
obtained when omitting post El Chichon and Mt. Pinatub@dake exact dates indicated in the text), plotted
as a function of the years included in the window. The endpafrthe window is the last available year in
the ensembles, i.e., 2004. Results are shown for the 50 eBadnd 70 hPa (blue) levels, along with the
20 uncertainty (yellow for 50 hPa, and green for 70 hPa). Dotkcate the values obtained from MERRA
reanalysis, along with the®2uncertainty. Units K.
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Fig. 13. As in Figure 10, for tropical mean zonal mean ozone. Units.&b,(felative change in mixing ratio).
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Fig. 14. UV regression coefficient in zonal mean ozone from the “altiftgs” case, omitting the post El
Chichon and Mt. Pinatubo data (June 1982 to November 1988,September 1991 to November 1993),
plotted as a function of the window used (in years) for 50 hied)(and 70 hPa (blue), along with the 2
uncertainty (yellow shading for 50 hPa, and green shading@cdPa). The endpoint of the window is the last
available year in the ensembles, i.e., 2004. Units %.
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