
Reply to referee comments (R. Bannister)1

We would like to thank R. Bannister for his thorough review and for useful sug-2

gestions that should help to improve the manuscript. Here below are the responses3

to his comments. The comments of the reviewer are in italic. Note that sometimes,4

a reviewer’s comment is split to allow the inclusion of a part of our response.5

6

General comments7

This paper is essentially a review of the spectral method as used to model ef-8

ficiently horizontal correlations of background errors data assimilation. It applies9

the method to a tracer problem (with real data) of stratospheric ozone data assim-10

ilation. The spectral method to model homogeneous and isotropic background error11

correlations is well established in data assimilation, but this paper is a reasonably12

comprehensive collection of useful references for the practitioner of data assimila-13

tion. It is accessible to mathematicians and non- mathematicians alike. While most14

of the contents of this paper are not new, I think that it will be a very useful and15

well-cited source.16

17

Specific comments18

This is a list of issues that the authors might like to think about or do. I do not19

suggest that all need to be done to make the paper publishable.20

1. In the assimilation experiments with the single observation, is the observation21

always exactly on a grid point in both the LL and GG cases?22

The observation is located at the same model grid point in the LL and GG23

experiments. However, it seems that the grid definition is not very clear (see24

also your technical comment 4 and our response). To clarify, note that the LL25

and GG experiments have the same model grid which is equally spaced. In26

the LL experiments, the spectral transform operates form the spectral space27

to the model grid. In the GG experiments, the spectral transform operates28

from the spectral space to the Gaussian grid and a mapping operation from29

the Gaussian grid to the model grid is included. This will be clarified.30

It would also be interesting to see how the results change as the observation31

location is increased in latitude to see how the interpolation errors introduced32

by the G-operator change.33

Here below are shown the scores of several ”1-obs” assimilation experiments34

where the observation is placed at several latitudes, namely: the Equator (as35

in the original manuscript), 40◦N and 80◦N. We see that the results confirm36

those found at the Equator which have been shown in the ACPD version of37

the paper. This table will be included in the revised version of the paper and38

the text will be updated accordingly.39
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Equator 40◦N 80◦N
Expected LL GG LL GG LL GG

J 1.0 0.5029 0.5208 0.5020 0.5200 0.5013 0.5166
H(x) 1.1 1.1015 1.0966 1.101 1.0971 1.0999 1.0967
Llat
h 600 576 622 576 619 581 622

Llon
h 600 575 574 576 575 601 607

Lv 3 2.88 2.87 2.88 2.87 2.9 2.9
RMSlat 0 3.0E−5 2.6E−5 2.9E−5 2.0E−5 2.3E−5 2.0E−3
RMSlon 0 3.1E−5 1.2E−4 3.7E−5 1.3E−4 7.3E−5 4.0E−4
RMSlev 0 5.4E−5 2.0E−4 5.2E−5 1.7E−4 4.7E−5 1.6E−3

40

2. The paper states (P. 16782, line 372) that the reason for the difference in41

the fitted correlation lengthscales to the true lengthscale is not known. Would42

any light be shed on this problem by repeating the experiment with different43

grid resolutions? If the resolution is difficult to control in this system, then a44

similar experiment could be performed by changing the correlation lengthscale45

instead, where the Lh/(grid length) would be the important quantity.46

Such kinds of experiences have been done for example by doubling the number47

of latitudes and longitudes (quadruple resolution). No significant changes have48

been observed against the experiment presented in the paper. The question49

thus remains open.50

3. The discussion of fig 2 (P. 16782, line 26 - P. 16783, line 8), there appears to51

be an underlying assumption that the higher the value of the power, the better,52

as more information is being provided by the observations.53

With this figure, we rather try to see how the mapping from the Gaussian54

grid to the model grid degrades the analyses obtained using the GG grid,55

where the analyses obtained with the LL grid are taken as reference. Fig. 256

tells us that working with the Gaussian grid and a mapping operator provides57

analyses where horizontal correlations are overestimated (underestimated) at58

low (high) frequencies. This will be clarified in the paper.59

I would say that there is an optimal size of the power spectrum - over and60

under this value would represent a suboptimality of the assimilation. I would61

suggest (either for this paper or for future work) that the authors attempt some62

analytic work (or at least some numerical work on a very high resolution grid63

which introduces negligible finite-size errors) to derive an optimal spectrum.64

Such numerical experiments have been performed with a horizontal resolution65

of 0.75◦ × 0.75◦. For GG and LL experiments, we found that no additional66

information is provided for wavenumber below ∼85 and ∼180 for, respectively,67

Lh = 600 km (see the correlation spectra in the figure below) and Lh = 30068

km (not shown). In this case, the model resolution could have been reduced69

to around 2◦×2◦ and 1◦×1◦ for, respectively, Lh = 600 and Lh = 300. In real70

case assimilation where the horizontal correlation coefficients are calibrated,71

this test could be used to estimate the optimal model resolution. This will be72

discussed in the paper (and the figure below will be displayed).73
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4. The authors may wish to interpret the improved impact of the CORREL results74

over the DIAG results in figs 3-6 in the following way. The structure func-75

tions in CORREL are broader than in DIAG, but (presumably) have the same76

amplitude as the deltafunction- shaped structure functions in DIAG. (What I77

mean by structure functions is the following: structure functions are like cor-78

relation functions, but relate to covariance instead or correlation.) This means79

that each observation in CORREL is responsible for giving rise to larger total80

analysis increments when integrated over a region. When observations are bi-81

ased with respect to the background (as is hinted to here for MIPAS, P. 16785,82

line 14), this means that the effect of neighbouring observations don’t act to83

”cancel each other out” over a region, and so the effect is enhanced. It would84

be interesting to see how the results compare when the MIPAS observations are85

bias corrected. Also would an increased Σ in Eq. (36) have the same effect?86

An experiment comparing DIAG (with an increased Σ) with CALLIB (with the87

normal Σ ) would be interesting to see. The increased Σ value would be chosen88

such that the area under each structure function is the same for CALLIB and89

DIAG.90

If we correctly undestand this comment, the reviewer suggests us (1) to correct91

the bias of MIPAS in the UTLS and (2) to calibrate the background error92

standard deviation. To comment (2), several recent assimilation experiments93

of MIPAS using a B calibrated by the NMC method do not have shown any94

significant improvements in the OmF statistics (like those exhibited in Fig.95

3). Currently, it is not clear for us why the system does not benefit from a96

calibrated B while it is a crutial task in meteorological assimilation.97

Regarding (1), no effort have been done to try to remove the bias in the98

MIPAS data in the UTLS. The reason is that such a kind of modification is99

always tricky to implement (and we have no experience in bias correction). For100

example, how do we define the boundary between the equatorial region and101

the mid-latitudes where the bias in the MIPAS data is different? Moreover, the102

signal-to-noise ratio of the MIPAS spectra decreases in the UTLS where the103

ozone concentration is relatively small. So, in addition to the bias revealed by104

the validation effort, the MIPAS data are also much more noisy in the UTLS.105

This means that correcting the bias of the data could probably reduce the bias106
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in the OmF but probably not the standard deviation in the OmF.107

So, we suggest the following minor changes in the manuscript:108

• Replace ”Thus, it would ...” on P16785L15-16 by ”Removing the bias109

in the MIPAS data could help to improve the analyses in this region.110

Nevertheless, this task has been postponed to future studies.”111

• Replace ”..., nothing tells us that the correlations have a Gaussian shape112

...” on P16785L17-18 by ”..., nothing tells us that the background error113

standard deviation is 30% of the first guess field, that the correlations114

have a Gaussian shape ...”115

5. The first part of appendix A4 is very useful, but I think that it could be im-116

proved. It attempts to show that if error covariances on the sphere are ho-117

mogeneous and isotropic then the error covariance between the spectral modes118

is diagonal. In going from (A18) to (A19) a result is used from an earlier119

part of the paper Eq. (21) which is valid when one of the points (to compute120

covariance with) is at the pole. As it stands this is therefore not a proof of121

homogeneity, unless it can be shown that (21) is valid for any two points.122

It should be said that Eq. (21) is valid for any pair of points, even if none of123

the points is located at the pole. This is due to the fact that homogeneous124

and isotropic correlations over the sphere are invariant with rotation. This is125

clarified by replacing P16774L8-11 by:126

”Let us come back to Eq. (19). As homogeneous (and isotropic) correlations127

over the sphere are invariant with rotation, let us suppose that one of the128

two points is at the North Pole. Then θ is the co-latitude angle, i.e. θ ≡129

π
2
−φ. Consequently, we have cos θ = µ. In this configuration, the correlations130

between the two points are independent of the longitude. ”131

An easier way may be to show that homogeneity and isotropy follow from the132

imposition of a diagonal covariance matrix in spectral space. This may be done133

as follows. Equation (A.17) is the structure function between points Ω and Ω′134

(thinking of Ω′ as fixed and the structure function being a function of Ω):135

〈ε(Ω)[ε(Ω′)]∗〉 =
N∑
n=0

n∑
m=−n

N∑
n′=0

n′∑
m′=n′

〈εmn [εm
′

n′ ]∗〉Y m
n (Ω)[Y m′

n′ (Ω′)]∗. (1)

When the covariance matrix in spectral space is diagonal, then (A.21) holds136

giving:137

〈ε(Ω)[ε(Ω′)]∗〉 =
N∑
n=0

n∑
m=−n

N∑
n′=0

n′∑
m′=n′

bnδ
n′

n δ
m′

m Y m
n (Ω)[Y m′

n′ (Ω′)]∗, (2)

=
N∑
n=0

n∑
m=−n

bnY
m
n (Ω)[Y m′

n′ (Ω′)]∗. (3)
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The addition theorem (A.15) then results in:138

〈ε(Ω)[ε(Ω′)]∗〉 =
N∑
n=0

n∑
m=−n

bn(N0
n)2Pn(cos θ), (4)

where θ is the angular separation between Ω and Ω′. This is a general result139

and does not rely on (21).140

We are not sure that this way is correct. By imposing that the covariance141

matrix is diagonal, we find that 〈εmn [εm
′

n′ ]∗〉 = bmn δ
n′
n δ

m′
m (note the bmn instead of142

the bn written in (5)). So, no modification has been implemented in App. A4.143

6. In table 1, the expected value of J is quoted as 1. In think that the value should144

be 1/2 for a single observation (half of the number of observations). This is145

a statistical expectation and not a precise result expected every time. This is146

a chi-squared statistic and so a little needs to be done to assess which of the147

results (i.e. LL or GG) is best (or if they are distinguishable). The reason for148

the empirical values close to 1, rather than 1/2, may be an omission of the149

1/2 in the definition of the cost function that has been coded-up.150

The expected value of J is indeed 1/2 when the background and observational151

errors are optimaly setup. This would have meant to use a value of
√

0.02152

(∼0.14) instead of 0.1 for these errors. The experiments have been reprocessed153

with this new value. We will also add the following sentence on P16781, L13:”...154

error standard deviation of
√

0.02. With this configuration, the value of J after155

assimilation is expected to be 1/2.”156

Technical corrections157

I have found a number of minor points with the paper, but each is very easy to158

correct.159

1. P. 16764, line 9: ”interpolating on” change to ”interpolating to”.160

This will be corrected.161

2. 2. P. 16764, line 22: The paper says that two approaches have been developed162

to represent spatial correlations in variational data assimilation (spectral and163

diffusion operators). A third approach is also known, namely recursive filters164

(see e.g. Purser et al., 2003, MWR 131, 1524-1535).165

The work of Purser et al. will be mentioned in the introduction as follows166

(after P16765L22): ”A third approach in variational data assimilation which167

does not compute explicitly the error covariance is the recursive filter (Purser168

et al., 2003). Like the diffusion operator approach, the recursive filter approach169

attemps to compute Gaussian correlations. The method consists in evaluating170

the effect of a Gaussian correlation model on a state vector, by applying a171

sequence of 1D finite difference operators in different directions on the state172

vector. Repeated applications of these finite difference operators in carefully173

chosen directions can lead to approximate the smoothing effect of Gaussian174
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homogeneous and isotropic correlations. Although positive-definitness can be175

obtained, the scheme is approximated and computationally complex.”176

3. P. 16765, line 9: ”done” change to ”made”.177

This will be corrected.178

4. P. 16766, line 9: The paper states that the inverse transform is not needed in179

variational data assimilation. This is true if a calibration step is not completed180

(see point x below) and if the ’guess’ (or reference) state is the same as the181

background state. The calibration step requires a population of forecast errors182

to be known in spectral space (from model space) so the vertical covariance183

matrices and spectral coefficients of the horizontal spectra can be determined.184

If the ’guess’ state, xg is not the same as the background then the difference185

between xb and xg needs to be put in control variable space (call this χb), where186

the right hand side of (31) becomes (χ− χb)T (χ− χb). The inverse transform187

is need to do this.188

We agree with the reviewer on the fact that the inverse transform is necessary189

for the calibration of B. However, the inverse should not be necessarily the190

”exact” inverse such that the inverse method presented in App. A2 can be191

used. Another option would also be to interpolate the error fields to the192

Gaussian grid before operating the inverse transform in order to estimate the193

coefficients of the correlation matrix. This is clarified in Sect. 4 (and not in the194

introduction as in that section, we refer to the exact inverse transform), after195

P16780L5:” ... complete review. It is important to note that the calibration196

method will require an inverse of the operation S in order to estimate the197

correlation spectra bn. If one uses an equally spaced model grid, the exact198

inverse of S is not necessary and the method described in App. A2 can be used.199

Even more simpler would be to interpolate the error fields to the Gaussian grid200

before the inversion.”201

5. After Eq. (1): Please define how µ is related to latitude.202

µ is already defined in the introduction of Sect. 2 (P16767 L7). Do we also203

need to redefined µ after Eq. (1)?204

6. In connection with Eqs. (8) and (10): In practice, a fast Fourier transform will205

be done instead of literal evaluations of the summations shown. This warrants206

a mention in the paper.207

The use of fast Fourier transform will be mentioned.208

7. P. 16769, line 8: Here and at many other points in the paper the ”spectral grid”209

referred to seems to be a lat/long space that is used immediately before/after210

performing the spectral transform. This is not in spectral space and so I am211

puzzled why it is called a spectral grid. In my mind the spectral grid is the set212

of n and m values, but then I might not know what the convention is for this.213
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We understand the confusion rised by the term ”spectral grid”. In our mind,214

the set of n and m values are represented by the ”spectral coefficients”, not by215

the spectral grid. For us, the term of grid is applied to any discretisation of the216

physical space. As the spectral space is by definition discrete, the termonology217

of grid is then not applicable in that space.218

In the paper, the ”spectral grid”, which belong to the physical space, is defined219

as the target grid of the spectral operator (see P16770 L5-6). In the paper, two220

types of grid have been used: the equally spaced grid and the Gaussian grid.221

Depending that the spectral operator acts to one of those grids, the spectral222

grid is either the equally spaced grid or the Gaussian grid.223

In order to clarify this point in the paper, the term ”spectral grid” will be224

replaced by ”target grid of the spectral transform” or simply by the ”target225

grid”.226

8. Before Eq. (11): I think that it would aid some readers if the Gaussian quadra-227

ture formula is given in general form (ie for an arbitrary integrand), which will228

lead to the derivation of (11).229

The general form of the Gaussian quadrature will be given.230

9. P. 16770, line 19: Replace ”allows” with ”allows one” or ”allows us”.231

This will be corrected.232

10. P. 16771, line 6: Here it states that ”Since ψ(λ, µ) is real we have S∗ = ST”.233

Although ψ(λ, µ) is real, this does not mean that S is a real-valued operator.234

Indeed (8) shows that this operator is complex.235

This will be clarified.236

11. Eqs. (16) and (17): These are adjoint equations and so they no longer relate237

to ψ fields. The notation that I am familiar with is to add hats, ie ψ̂ , to238

show that they are ’adjoint variables’ (i.e. derivatives with respect to ψ, i.e.239

ψ̂ = ∂J/∂ψ).240

The adjoint notation ψ̂ will be used in the paper.241

12. P. 16772, line 22: Replace ”allows” with ”allows one” or ”allows us”.242

This will be corrected.243

13. Eq. (19), and all equations that use expectation. The second item should be244

subject to a * operator to indicate transpose and complex conjugate. This is245

not necessary when the second element is real (as in (19)), but is a good habit246

to get into. It is necessary in, eq. (22) and many of the equations in appendix247

A.248

This will be corrected.249

14. Eq. (30): This should read B = LLT (or more strictly B = LL∗).250

This will be corrected.251
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15. Eq. (35): The derivative of H should be with respect to x and not to χ.252

This will be corrected.253

16. P. 16777, line 10: If not converged, the algorithm should go back to step 2,254

not step 3.255

This will be corrected.256

17. P. 16778, line 13: Replace ”allows” with ”allows one” or ”allows us”.257

This will be corrected.258

18. Eq. (39) and comment that follows it: Λ is a symmetric matrix, but Λ1/2 need259

not be. Such matrices have an infinite number of valid square-roots. Some260

of them are symmetric, in which case Λ1/2 = Λ1/2∗. Unless the authors are261

restricting the square- root to a symmetric case then (39) holds, otherwise a *262

should be added to Λ1/2.263

Λ1/2 is replaced by Λ1/2∗ in Eq. (39).264

19. P. 16779, line 11: Replace ”allow” with ”allow one” or ”allow us”.265

This will be corrected.266

20. P. 16779, line 16: Replace ”never” with ”not yet”.267

This will be corrected.268

21. P. 16779, line 25: Replace ”matrix” with ”matrices”.269

This will be corrected.270

22. P. 16782, lines 10-11: Since the lines on fig 1 are so close to each other, why271

not plot differences?272

Here below is a figure which includes the differences and which will replace273

the Fig. 1 of the paper.274

23. P. 16786, line 7: Replace ”in” with ”of”.275

This will be corrected.276

24. P. 16787, lines 2-3 (two occurrences): Replace ”allow” with ”allow one” or277

”allow us”.278

This will be corrected.279

25. P. 16787, line 8: Replace ”in” with ”of”.280

This will be corrected.281

26. P. 16787, line 9: Replace ”method” with ”methods”.282

This will be corrected.283
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27. P. 16788, line 8: Replace ”value” with ”values”.284

This will be corrected.285

28. P. 16789, line 11: Replace ”introduced” with ”introduce”.286

This will be corrected.287

29. Eq. (A14): I think that the µ and µ′ in this equation should be φ and φ′288

respectively.289

This will be corrected.290

30. Eq. (A20): The m summation index should be m”.291

This will be corrected.292

I hope that these comments are useful to the authors. R.N.Bannister.293

Yes, thank you very much.294
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