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Answers to Editor Comments:

The authors greatly acknowledge the Editor for cartully reading the manuscript
and providing constructive comments. Following thesuggestions we will make
changes in the manuscript and here in bold responsé¢o Editor Comments.

1. Presentation of the forcing calculation resuliee description of aerosol forcing
should be clearly described. The authors shouldfglid they calculated instantaneous
values or daily averages, how calculations weread@rhich properties of aerosol and
surface reflectance were used, how their specwahbbility was accounted). If the
authors noted some important tendencies in thenignaariability it would be useful to
discuss the causes of this variability. For examglet is caused by variability in
aerosol SSA, it could be useful to display andulsovalues of SSA.

The aerosol radiative forcing have been simulatedsing as input in the SBDART
radiative transfer model the experimental aerosol nformation (aerosol optical

depth, single scattering albedo and asymmetry paraeter) derived from the

principal plane retrievals. Logarithmic interpolati on (or extrapolation for A < 414

nm or A > 860 nm) was used to supply SBDART with aerosolptical depths

covering the entire wavelength range of the calculmn (310-2800 nm). Linear
extrapolation is used for single scattering albedand asymmetry parameter. In the
new version of the manuscript, we have re-calculatieall simulated values of the
aerosol radiative forcing, taking into account thespectral dependence of the
surface albedo at the study site. For that, we useas input in the SBDART code
the surface spectral albedo information provided bythe AERONET network at

Granada station, which is based on a dynamic speat and spatial model

estimation at four wavelengths: 440, 675, 870 and020 nm. This algorithm

adopted the Lie-Ross model for land surface coverd.ucht and Roujean, 2000),
considering the bidirectional reflectance distributons taken from MODIS (Moody

et al., 2005).

The average values of the aerosol radiative forcingiven in the old version of the
manuscript were calculated from instantaneous value However, according to the
referees suggestions we have computed the daily meaerosol radiative forcing at
surface and TOA (24 hour averages) as in (Bush andalero, 2003):
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In addition we have computed the atmospheric heatop rate following Liou (2002)

as.
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where T is the temperature (K),t is the time (s),g is the gravitational acceleration

(ms?), C, is the specific heat of dray air (JK"), F is the net all-wave flux (Wn¥’),
and pis the pressure (Pa).

The results of these new computations have been lnded and discussed in the new
version of the manuscript.

In order to justify and discuss the aerosol radiatre forcing results, we have added
in the new version of the manuscript more informatbon about aerosol optical
properties (aerosol optical depth and single scattmg albedo). In fact, we have
incorporated a new table with aerosol optical and merophysical properties.

2. Generation of aerosol properties. One of théaded novelties of presented studies is
the fact that authors used the aerosol propertiesvedl from principle plane
observation. However, the authors do not providedescription of their approach for
assuring quality of their retrievals. For examylee standard AERONET products are
filtered out by numerous cloud-screening and quadissurance criteria (e.g. see
Dubovik et al. 2002). In these regards, the adymntaf the observations in the
almucantar is a possibility to filter out the palty cloudy data by checking symmetry
of left and right almucantars scans. Such cheatotspossible for principle plane and
therefore screening partially cloudy data is mdnallenging. In any case the authors
should carefully describe the used procedure falityuassurance of the data. Also, |
am aware that some radiances given by AERONET weehsi principle plane data are
lower quality than the radiances for almucantasudgest that the authors contact the
AERONET staff and verify that issue.

Thanks for these comments. In the next section (3)ve will provide more
information about the methodology and quality assuance procedures.

Regarding the calibration factors of the CIMEL-CE318 sun-photometer used in
this work (spectral extinction and sky radiances),these were performed by
AERONET/RIMA facilities at Valladolid (Spain) follo wing the standardized
network procedures (instrument maintenance and cdhtiration). The calibration

period is approximately 1 year. This instrument ispart of the AERONET network

from 2004. The assumed calibration errors are lowethan 5%. In the new version
of the manuscript we used the data-base (aerosol toyal parameters) provided by
AERONET web page (Level 2.0) and also the data-basderived by our
methodology using the same raw data (K7 files) andhe calibration factors

performed by the AERONET/RIMA facilities.

Other error sources in sky radiance measurements ar the error during the
pointing process (misalignments) due to the motorsotion (azimuth and zenith
axes) used by CIMEL instruments, and the error assoated with the considered
value of the field of view. Torres (2012) analyzethe pointing error (vertical and



horizontal errors) in terms of the scattering angle showing that the bias
introduced during the measurements in a middle latude station can be estimated
in the range 0-0.4°. This error source affects morethe principal plane
measurements (especially the vertical error) thanhe almucantar measurements,
changing the observed radiance values as a functiarf the scattering angle, and it
can be an explanation for discrepancies in the dared products observed by the
AERONET network. These anomalies will take place fo largest errors and
shortest scattering angles, when radiance functiomaries more rapidly, showing
lower SSAQA) values at noon (about 10% or more) while th&OD(A) values present
no significant variability. On the other hand, theevaluation of the error in the field
of view (instrumental limitation) on the radiance measurements showed a
negligible influence on the retrieved aerosol prodets (e.g. Torres, 2012). From our
results using the principal plane inversion methodiogy (see the next paragraph
(3)), these discrepancies were not detected in th#erived aerosol products,
although they could be masked with the other instrmental errors.

Furthermore, several issues related to the error soces and the inversion products
(almucantar and principal plane) are currently investigated within the AERONET
community. In fact, almucantar and principal plane retrievals present differences
that may be attributed to measurement errors and/ormodel inaccuracies (e.g.
Torres, 2012).

Regarding the clouds filter, as the Editor statespne of the major difficulties of the
sky radiance retrievals in principal plane and almwantar configurations is the
cloud screening procedure. For the almucantar conduration, it is possible to use
the symmetry analysis of the left and right parts © the sky radiance
measurements. For the principal plane this qualitycontrol is more difficult and
possibly the sky radiance measurements may have nwererrors than for
almucantar configuration. However, the symmetry crteria cannot be applied on
the principal plane data. In this study, to eliminde cloud contaminated aerosol
optical depths, and the corresponding principal plae sky radiance measurements,
first we applied the triplet stability criteria (Smirnov et al., 2000) to the spectral
extinction data measured at the beginning of the pncipal plane scan. Even if data
pass the threshold screening test, we only take datwithin three standard
deviations from the mean in order to further reduce uncertainties induced by
cloud contamination. In fact, high differences betwen two consecutive values of
AOD(1) data are usually associated with passing clouds omerosol in-
homogeneities. In addition, the possible influencef thin clouds and spatially
inhomogeneous clouds, which are difficult to comptely eliminate and could
contribute to the sky radiance errors, have been cwmidered. Thus, we have
obtained a smoothed principal plane sky radiance da set by applying a moving
average smoothing algorithm with slide window of fre-point width. If the
maximum difference between the smoothed and the timl sky radiances set (point
to point) was higher than threshold 5% the data wee rejected. Also, if the number
of scattering angles in the measured sky radiancaddributions is less than 20, the
measurements record is eliminated. In addition, inorder to accept a principal
plane inversion as valid the relative differencesrésiduals) between the measured
and computed normalized sky radiances must be lesthan 10%. Finally, to
eliminate those clouds contaminated sky radiancesat passed the previous filters
we used a supervised inspection of sky images acea with an All-Sky Imager



(e.g. Cazorla et al., 2008). Therefore, we wouldke to highlight that the procedure
is based on a combination of automatic proceduresnd human supervised analyses
of ancillary information in order to guarantee the quality of the principal plane
retrieval.

According to our experience this cloud screening mrcedure assures the data
quality. For instance, Figure 1(a, b) shows the allky images registered for two
consecutive days at the same hour (October 6, 201M:15 h GMT —cloudless- and
October 7, 2010, 10:15 h —clouds-). Also, Figure Ishows the evolution of the
normalized principal plane sky radiances derived fo the two situations. It can be
seen that there are differences directly attributedo the presence of clouds at large
scattering angles. These variations in normalizedkg radiances cause the rejection
of this case (October 7, 2010, 10:15 h) with the ploed triplet stability criteria and
the threshold of 5% between the smoothed and theitral sky radiances.

3. The details of the retrieval scheme/algorithredudy the authors should be well
described. The text of the paper suggests thaautieors used rather original approach.
However, the originality and efficiency of the apach remain unclear. It seems that
the authors used SKYRAD package (by Nakajima ¢tugidated with spheroid-based
model. Is this correct? Are there any other modifan for SKYRAD? How different
the new spheroid model from the one used by AERON¥#& there any advantages of
disadvantages? The authors stated that they uswedtrix calculation, but how they
managed to make calculations for the particles Watige size parameter, where T-
matrix calculations do not converge? What is thegeaof axis ratios in generated
kernels, etc.? How does the complex refractive xnded SSA are retrieved? (cited
paper of Nakajima et al. 1996 does not describg).tl8ome illustrations of aerosol
retrievals also would be useful for understandih¢here were any differences with
AERONET products and if they can cause any diffeesnin calculated values of
forcing.

With regards to the methodology used we would likéo thank for comments and
suggestions that have led us to consider the inclaa of additional details in this
particular aspect.

The method used in this study is based on the orital method developed by
Nakajima et al. (1996), SKYRAD.PACK, that gives theoption to invert the
almucantar or the principal plane sky radiance measrements. This method, and
successive improvements, was applied by SKYNET netwk to retrieve aerosol
properties from Prede POM radiometer measurements rad was also implemented
by AERONET network in a first stage for CIMEL CE-318 sun-photometer
measurement retrievals. This method is based on sehcal particles assumption.
However, most of atmospheric particles have non sghical shapes (e.g. desert
dust) and thus it is necessary to account for partle shape non-sphericity in order
to obtain more accurate aerosol properties retrievis.

In this sense, we have updated the SKYRAD.PACK saftare with spheroid-based
model to account for particle non-sphericity in themodelling of aerosol properties,
and also implementing an iterative procedure to dave the refractive index and



the other aerosol optical parameters. As input paameters we used the spectral
normalized sky radiances in the principal plane cofiguration, the spectral aerosol

optical depth values measured at the beginning ohé principal plane scan (as fixed
values for the iterative process) and several corssit values associated with the
convergence criteria. If we use only spectral valigeof normalized sky radiance as
input data, and taking into account the different eror sources associated with the
measurements, our experience shows that the invessi model could not accurately
retrieve the spectral dependence of the aerosol opal depth and single scattering
albedo.

The non-spherical kernels matrices used (look-up tdes) are computed by the T-
matrix method assuming randomly oriented prolate ad oblate spheroids, using
equiprobable distributions, following the recommendtions of Dubovik et al.
(2002a, 2006). By iteration, the algorithm retrieve first the real part of the
refractive index -assuming the imaginary part as z®- and then, fixing the real
part, the imaginary part is retrieved. The refractive indices used are assumed
invariant with wavelength, and are varied in the ranges 1.33-1.60 (0.02 step) and
0-0.01 (0.0005 step) for the real part and imagingr part, respectively. The
procedure search for the solution minimizing the reiduals between measured and
simulated normalized sky radiances (<10%), and alsminimizing the RMSE —root
mean square error- between the measured and simukd aerosol optical depth
values (RMSE<5%). As output parameters we acquiredhe refractive index, the
effective aerosol volume size distribution, the sgle scattering albedo, the phase
function and the asymmetry parameter.

In the following paragraphs we show a brief of theSKYRAD.PACK modifications,
including more details and also the limitations andlifferences with the well tested
AERONET algorithm. Finally, we also analyse the aamracy assessment for
individual retrievals.

First, we use as input in code the spectral aerosobtical depth values (as fixed
parameters) derived by the Beer’s law. In this sems the monochromatic direct
solar irradiance, F (Wm™2um™), is given by:

F, =F,expem,7,) (1)

where F, is the monochromatic irradiance at the upper limitof the atmosphere;m,
is the optical air mass; and 7, the total atmospheric optical depth. If the
extraterrestrial irradiance, F,, is known (related to the instrument calibration
factor) and the ground irradiance, F, is measured, then the aerosol optical depth
under cloud-free conditions, 7,, can be retrieved from this equation after
subtraction of the Rayleigh scattering, corrected ¥ local pressure, and gas
absorptions (O; and NO,) optical depth. In this study, the spectral aerodooptical
depth is derived from the total optical depth obtaned from direct sun photometer
measurements data using the appropriate calibrationconstants provided by
AERONET (linear rate change in time is assumed foralibration constants) and
subtracting the Rayleigh optical depth, as well ashe optical depths for & and
NO, following the methodology described by (Alados &dl., 2003, 2008). The total



estimated uncertainty in aerosol optical depth is fo£0.01 for A>400 nm and +0.02
for shorter wavelengths (Alados et al., 2003). Inw procedure the information
about the wavelength dependence af(A) is known.

For more accurate aerosol properties retrievals, ta SKYRAD.PACK code uses as
input the monochromatic sky radiance normalized bythe monochromatic direct

solar irradiance, R(©, A1), instead of the monochromatic sky radiance, thatsi a

magnitude less affected by interference filters degdation of sun-photometers,

and can be more accurately determined. In our case:

E(O, )

R©.A)= F,mAQ
A

(@)

where E(BGA) is the monochromatic sky radiance measured,F, is the

monochromatic direct solar irradiance from equation (1), and AQ is the solid view
angle of the sky radiometer.The AERONET algorithm also uses the normalized
sky radiances as input parameter, but normalized bythe monochromatic
extraterrestrial direct solar irradiance. On the other hand, the normalized sky
radiance can be accurately determined in inversiocode by:

R(©,4) = 5(0,4) +q(6,1) 3)

where A @A) is the total differential scattering coefficient §ingle scattering term),
that is the sum of the scattering coefficients foaerosol and molecules, and(6.A)
is the multiple-scattering term. The contribution d the multiple-scattering term
can be significant. For example, aP=60° andA=0.5 um this contribution is of 41%
when solar zenith angle is close to 30° ang=0.2. Thus, an accurate scheme for the
multiple-scattering treatment is needed. In this sese, SKYRAD.PACK code
includes an accurate radiative transfer modellingn order to account for multiple
scattering effects.

In solutions approach of equation (3), the atmosphie layers are characterized by

its optical depth, single scattering albedo and plse function, and the scattering

properties of an atmospheric aerosol layer are modled by averaging single-

particle properties. To derive the solutions the RYRAD.PACK code uses the

spherical approximation for single-particle properties. In our case, the aerosol
single-scattering term, A @), can be defined as functions of the volume size
distribution of randomly oriented, polydisperse spleroids (e.g. Dubovik et al.,

2006):

MM (1,.0,n,K,6,1) dn(g) dV(r)
peMN= | | o G diny dmrdine
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where ¢ is the axis ratio of the spheroid and r the radiusof a volume-equivalent
sphere (same volume as the spheroid)rscar and 7y are the scattering and
extinction optical depth; Cscar and Cex are the scattering and extinction cross
sections;n is the real part of the refractive index;k is the imaginary part of the
refractive index; v(r) is the volume of the particle with radiusr; dVv/dInr is the
volume size distribution; and dn(g)/ding is the distribution of the spheroid axis
ratios.

Following the recommendations of Dubovik et al. (202, 2006), pre-computed look-
up tables of aerosol scattering and extinction progrties were used to reduce the
computation time. The integration of equations (4and (5) can be approximated by
using the kernelsKey and Kgcas

dn(e,) dv(r,)

,B(G,A)zgk: dine dins Kea @40k E,,1,) (6)
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where dn(g)/ding and dV(r)/dInr are the values of the size distributionsin(g)/ding
and dV(r)/dInr given at discrete logarithmically equidistant poiis. The kernels can
be pre-computed, and their dependence on and k can be parameterized by a
look-up table covering the range of expected valuek this paper the EBCM, or T-
matrix (Waterman, 1971), theory has been used to tmlate light scattering for
non-spherical matrices (kernel matrices). Convergere procedures have been set
so that phase matrix elements are calculated withcauracy of 10% cross sections
are accurate to within one part in 13 (Mishchenko, 1993). The kernel matrices are
computed for 74 scattering angles, from 0 to 1808sing randomly oriented prolate
and oblate spheroids (equiprobable distributions)Numerical test and inversion of
the measurements showed an improvement of the reéwval stability using the
assumption of an equal presence of prolate and olaspheroids (Dubovik et al.
2002a, 2006).

The specific size limits for stable performance othe T-matrix code depend o€. In
addition, the size limit can be different for the ame & with different n and k. The
T-matrix code becomes numerically unstable for sphieids with £02-2.4 and size
parameters x (=21/A) larger than about 60. Actually, using the T-matrk method,
our kernel matrices computations are limited to thefollowing range of aerosol
parameters:

1.33< n<16



0.0005< k < 0.64
0.6<£<3.0
0.01< X (=2rv/A) < 148.9

and the integration has been performed for the dirent aspect ratios and foNy x
N, X Nx sample points in a logarithmic scale. For the vaks ofn and k between the
sampling points, Ko and Kgcat Were linearly interpolated on the logarithmic scag.
The range of aerosol parameters is a serious limit@an of the look-up tables used
in this work. The results show that it is necessarto consider aerosol particles with
sizes up to at least X1100-120 in order to account fofrP9% of the scattering signal
(e.g. Dubovik et al., 2002). Future improvements ugg other methods such as the
geometric-optics-integral-equation method (e.g. Yamn and Liou, 1996) are needed
to generate kernel matrices of spheroids for largerx. These range limitations
restrict the inversion computations to the particlesize range of 0.05 r <7 um for
A from 0.44 to 1.02 pm.

In this work, we have applied this inversion methodlogy during Saharan dust
intrusions over Granada (far from Saharan dust souces). Therefore, dust
particles with very large size are not expected teeach the area of study due to the
deposition processes during the long path way tralted by these particles.

On the other hand, Mishchenko et al. (1997) showetiat the simplest model with

the same axis ratio distribution for spheroids of d sizes can adequately reproduce
the phase functions measured for desert dust. Thigssumption is in agreement
with other studies of Saharan dust (e.g. Reid et al2003), showing that shape
factors and aspect ratios do not have pronouncedza dependence. Also, Dubovik
et al. (2002) found strongly pronounced artefactai phase functions for axis ratios
smaller than 1.6 and larger than 2.2. They found tat using equally mixed prolate

and oblate spheroids with axis ratios from 1.6 to .2 resulted in superior retrievals

compared to those obtained using spheroids of anyngle shape or other tested
mixtures of shapes. In the inversion approach ofis work we have used only the
kernel matrices computed using equally mixed prola and oblate (equiprobable
distribution) for axis ratios equal to 1.6.

Using these kernel matrices, equation (3) is iterately inverted in order to derive
the effective columnar aerosol properties (refractie index, volume size
distribution, single scattering albedo, asymmetry prameter and phase function).
Taking into account the possible experimental erras in scattering angles close to
sun-position (e.g. pointing errors) and the differaces between aureole/sky
radiance data (instabilities) (e.g. Torres et al.2012), in our method onlyR(&,A)
values for @26° are used as input for inversion retrievals. Onfte other hand, for
scattering angles lower than 40° the effects of nesphericity in phase functions are
minimal.

In each iteration step, using the refractive indexas a fixed value, the algorithm
computes the effective volume size distributiony/(r), by inversion of 7,(A) and
A BOA), and the computed distribution is used as input fothe radiative transfer
code in order to simulateR’( @A), which is compared with the experimentaR(6,A)



to evaluate de root mean square differencé{R). The process is repeated until
[AR) is less than a given threshold (absolute convergancriterion), /{R)<0.005 for

the final loop in this work, being 10 the maximum mmber of loops; otherwise the
solution is rejected. We also force a relative comvgence criterion on each loop
and a give-up minimum convergence criterion after 8d-loop (0.2). Finally, the
optimal aerosol parameters are retrieved by iterabn varying the complex
refractive index. The algorithm retrieves first the real part of the refractive index -

assuming the imaginary part as zero- and then, fixig the real part, the imaginary

part is retrieved. The retrievals are found minimiang the residuals between
measured and simulated normalized sky radiances (€%), and also minimizing

the RMSE —root mean square error- between the meased and simulated aerosol
optical depth values (RMSE<5%). The equation of theesiduals applied to the sky
radiances is:

A- JZA,@[(R@,A)—R'(em)/R(e,A)] .

N, No

where N, and Ng are the number of wavelengths and scattering angdeneasured.

An additional improvement introduced by the inverson method used in this study
is the retrieval of aerosol single scattering albem which was not retrieved by the
original inversion method of Nakajima et al. (1996) The aerosol single scattering
albedo can be estimated by:

T (A)

SSA() = o

(9)

where 1.ca{A) is derived by an equivalent integral to equation®), substituting Kex
for Kscas beingKgcarthe scattering kernel function.

Taking into account the refractive index values reprted by different authors for

diverse aerosol mixtures (e.g. D’Almeida et al., B4), including dust particles, the
real and imaginary refractive indices used in theterative processesre varied in

the ranges 1.33-1.60 (0.02 step) and 0-0.01 (0.06@fp) for the real part (1) and

imaginary part (k), respectively. It is important to note that the efractive indices
used in the iterative process are assumed invariantvith wavelength. This
assumption can introduce errors in effective columar aerosol properties
retrievals, since the entire weight of the spectralariation of aerosol parameters is
associated toR(@ and r(A). On the other hand, the retrieval errors inn and k

showed for different authors using the inversion aorithms are about 30-50% for
n and 0.04 fork for high aerosol loading and solar zenith angle>%0(e.g. Dubovik
et al.,, 2002b). Also, the authors show that the cemeration of non-spherical
scattering causes an artificial spectral dependena#f n and only values derived for
long wavelengths (870 and 1020 nm) are close to tlree values. Using as input
parameters in the inversion code the normalized skyadiance and the aerosol



optical depth, our experience shows that the assumipn of a spectrally
independent refractive index minimizes the instabity on convergence criteria.

Accuracy assessment of individual retrievals

To analyze the accuracy of individual retrievals ofthe principal plane inversion
method used in this work, an extensive sensitivitgest was performed using
computed data (simulations) and measurements chartazized by different loads of
mineral dust particles. The purpose of the numerichktests (simulations) is to verify
the algorithm efficiency and check the results regaing the setting of the inversion
algorithm.

We have conducted several numerical tests varyingiicoarse mode the particle
mean radius, the volume concentrations, the standdrdeviations and the refractive
index. In these test the properties of the fine madare assumed as constant. Firstly,
we retrieved the aerosol optical depths, the prinpal plane normalized sky
radiances and the other aerosol parameters (direanethod) using different dust-
like aerosol models, varying the size distributiorand refractive index, and using
the non-spherical kernels computed in this work. Tl analysis was performed for
440, 670, 870 and 1020 nm wavelengths, and the nmaxim scattering angle used
was 140°. Then, we applied the principal plane invsion algorithm to derive the
aerosol optical parameters, using as input paramets the spectral aerosol optical
depth and the normalized sky radiances retrieved bythe direct method. The
differences between retrieved and assumed values aérosol properties give the
apparent errors of the retrieval.

The following equation describes the bimodal log-manal model used in direct
method:

dv(r) _
dinr Z

_(Inr—Inri)
1/ 20,

where dV(r)/dInr is the particle volume size distribution,r is the particle radius, i
denotes fine or coarse modes;; is the volume concentrations, ands the standard
deviations.

Table 1 shows an example of the parameters used iest to derive the aerosol
properties by the direct method.



Table 1.Example of the aerosol parameters used in direthoal.
(f: fine mode, c: coarse mode)

Volume mean radius :Xf; 2%2
cheii:Ir(i)b(JIi gr?;tlcle concentration for volum i/ Cye=0.05
Standard deviations gfc - (())ég
Refractive Index E z égéz

Given the importance of aerosol absorption to isseof radiative forcing, it is of

interest to evaluate the agreement between valued single scattering albedo
obtained for simulated (direct method) and inversia retrieved aerosol properties.

Figure 2 shows the assessment for the effective glie scattering albedo, volume
size distribution, phase function and normalized sk radiances using simulated
(from Table 1, direct method) and computed data (imersion method). As seen in
Figure 2, the retrieved aerosol properties by theniversion procedure were close to
the simulations. The RMSE% (root mean square erroricomputed for the data sets
(direct method vs. inverted) —Figure 2-, includingall wavelengths and/or scattering
angles for each data set, is close to 1% for singdeattering albedo, close to 2% for
phase functions and close to 3% for normalized sksadiances. For the volume size
distribution the RMSE% are close to 3% in coarse mde, but could increase up to
30% for radius close to 0.1 and Jum. Outside this range of radius the RMSE%
increased drastically.

Figure 3 shows the relative deviations distributionof the retrieved R(G,A) for the
analyzed case (Table 1), that is computed as follew

(Reomputed (©:4) = Ryiatea (€ 1))
Rs'rmlated (@!/1)

As seen in Figure 3, the relative deviations have @dear angular dependence that
increases for lower scattering angles and reachesn@aaximum of 12% at scattering
angles close to 6°.

Similar results are obtained for the different dustlike aerosol models tested using
the spheroid model. In all cases the optical paranters retrievals were performed
with RMSE% close to 5% or less, and close to 10% oless for normalized sky
radiances and volume size distributions. These relisi are in agreement with the
criteria used in inversion algorithm for the cloudscreening method and also with
the minimization of the normalized sky radiance regluals in the iterative
procedure.



On the other hand, to analyze the behaviour of thenversion code taking into
account the possible errors on input parameters (@. calibration or systematic
errors) we have performed different test on experirantal/simulations data with

errors of 3% and 5% in ry(A), R(GA) (also 7%) surface albedo and refractive
index. These error variations also include the podsde errors in radiance

calibrations (e.g. Torres, 2012). As example, Figar4 shows different results using
experimental data corresponding to the Saharan dustvent that affected Granada
in June, 23 2008: a) effective size distributionsedived using as input parameter
(A)15%, b) R(GA) derived using as input parameter r,(A)x5%, c) effective

SSA(A) derived using as input parameteR(6,A) and R(GA)+7%, and d) effective
SSA(A) derived using as input parameterry(A)£5%. These results show that the

computed RMSE% for the data sets of Figure 4 is lasthan 5% in all cases. Also,
the different test performed show that the RMSE% fiom the retrieved optical
parameters, in absence of strong systematic biasesas about 5% or less in all
cases. Therefore, this residual value can be adopt@s an indicator of the quality
of the retrievals. In addition, Figure 5 shows theeffective SSA(A) derived for this

event at Granada using a spectrally constant valulr the surface albedo (0.15) or
using the spectrally dependence derived by AERONEetwork. The results show,
in agreement with other authors (e.g. Dubovik et a] 2000, 2002b), that the
SSA(A) is minimally affected by surface reflectance.

Finally, using this methodology and in view of th@revious results, the accuracy of
single scattering albedo and asymmetry parametersetrievals, for mineral aerosol
loading and the use of scattering angles up to 100? greater, are about 5%. For
volume size distributions the error depends on thearticle size. For the interval
0.1<r < 7 um the retrieval errors do not exceed 10%. Even takig into account the
limitations of this methodology, these results areomparable to those derived by
other authors using the almucantar configuration (eg. Dubovik et al., 2000;
Dubovik et al., 2002b).

Comparison with the aerosol properties provided byAERONET.

In this section, first we compared the aerosol optal depths computed by our
methodology and those provided by AERONET (level R). The extinction

measurements used are registered during the desedust events detected over
Granada from 2005 to 2010. It is important to notehat for computing AOD values

by our method we used the pre- and post- calibratio constants provided by
AERONET, and also the same K7 raw files provided byhe sun-photometer.

As example, Figure 6a shows the scatter plot oAOD 670nm) data (level 2.0)

provided by AERONET versus the computed by our metbdology, including the
cloud-screening method. As can be seen the AOD dabdtained by both method
are well correlated with correlation coefficient (R) of 0.99. The slope of linear fit is
equal to 1 and the intercept value is very small (006). The mean absolute
difference between theAOD ©70nm) computed by our method and the provided by

AERONET is equal to 0.002 For AOD(A) at 440, 870 and 1020 nm the absolute
differences are0.009, 0.005and 0.009 respectively (Table 2). Taking into account



the uncertainty in AOD(A)computations, these results show that there is an
agreement between theAOD(A) computed by both methods.

Table 2 shows the comparison betweei$SA(A) and g(A) values retrieved by the

principal plane inversion method and the AERONET amucantar inversion
method at Granada during the desert dust events firm 2005 to 2010. In this
assessment only nearly coincident measurements arsed. This assessment will be
only relative since the different measurement timeorotocol for almucantar and
principal plane sky radiances.On the other hand, there were fewSSAQ) retrievals
(level 2.0) at Granada due to the limitations imposd by the AERONET inversion
algorithm (AOD (440 nm) > 0.4 and solar zenith ang > 50°). In this sense, we used
for assessmentSSAQ) values corresponding to the AERONET level 1.5 (clal
screened data that have pre- and post-calibrationapplied). Furthermore, only
SSAQ) retrievals for AOD (440 nm) > 0.2 and solar zenithangle > 50° are
compared. Table 2 shows thathe mean values of SSA@) at 670, 870 and 1020 nm
retrieved by the principal plane inversion algorithm are about 0.02 lower than
those retrieved by AERONET inversion code. Howeverthe single scattering
albedo mean value at 440 nm computed by the princgh plane inversion is 0.01
larger than the provided by AERONET code. These dferences are within of the
estimated error (0.03-0.07) forSSA@). The root mean square error for SSAQ)
ranges between 0.02@nd 0.048 at 1020 and 440 nm, respectively. Figuréb and
6¢ show the absolute differences @SA(670 nm)and g(670 nm)computed by our
methodology and AERONET method. As can be seen, up 70% of the absolute
differences are within the estimated error (0.02)dr g(A). The root mean square
error for g(A) varies between 0.03hnd 0.043 at 440 and 1020 nm, respectively. In
all channels the spectral asymmetry parameter meamalues computed using our
method are smaller than AERONET asymmetry parametes. The differences
obtained between the two data sets could be duettte differences in measurement
time and inversion algorithms.

Figure 7 shows an example of the temporal evolutionof SSA(440 nm)and g(440
nm) computed by the two methodologies for June 23 (2008The AERONET data
set are level 2.0 data. Taking into account the uecainty in both optical
parameters, Figure 7 shows thaBSA(440 nm)@and g(440 nm)obtained by the two
methods are comparable. The mean daily valuest(standard deviations) of
SSA(440 nm)and g(440 nm) are 0.9&0.01 and 0.740.01 for the AERONET
inversion code (almucantar configuration), and 0.880.02 and 0.7%0.01 for the
principal plane code, respectively. The differencesbtained are due to the different
input parameters (almucantar and principal plane radiances), time measurements,
different kernel matrices, and also to the internalrestrictions and convergence
levels of both codes. Moreover, in this case we dot observe the possible artefacts
in the retrievals, due to the experimental pointingerrors, such as those shown by
Torres (2012): lower values of SSAQ@) for smaller solar zenith angles. The
differences for the asymmetry parameter in this day(Figure 7 b) correspond to
higher solar zenith angles, and can be related th¢ different kernel matrices used.
These results indicate that we need accurate modely of the phase functions at
scattering angles=90°. Similar results are obtained for other days décted by high
load of Saharan dust particles at Granada (AERONETevel 2.0 data).



Comparison with in situ measurements

Finally, it would be interesting to compare the sie distributions derived from the

principal plane inversion code with in situ techniqies. Many groups and
institutions have focused on this purpose using gumd-based instruments, Lidar

technologies, aircraft instrumented, satellite, etcin different experimental

campaigns. They have found agreements but also somiscrepancies (e.g. Molero
et al., 2005; Mdaller et al., 2010a,b).

In this work we present a comparison of columnar wvesus ground-based
measurements of aerosol volume size distribution ia case of long-range transport
of desert dust. Measurements were taken during théield campaign VELETA-
2002, carried out in Granada (Spain). In this camp@n, a rather complete
characterization of the atmospheric aerosol was ohined by simultaneously
measuring the columnar aerosol characteristics, byneans of CIMEL-C318 sun-
photometers, the size-segregated near-surface aembsmass concentration by a
GRIMM 1108 dust monitor and aerosol vertical extingion coefficient profiles by a
lidar system (e.g. Molero et al., 2005; Estellés at., 2006; Alados-Arboledas et al.,
2008). For this task, we have re-computed the columar volume size distributions
using the principal plane inversion algorithm, andtaking into account the K7 raw
files provided by the sun-photometer located at Arnila station (e.g. Alados-
Arboledas et al., 2008).

As example, Figure 8 shows the columnar volume siaistribution computed vs.

the GRIMM measurements integrated to the column bymeans of the scale height
provided by the lidar system. This Figure correspods to measurements recorded
on the morning of July 18, 2002. The fine mode wamly partially measured by the

GRIMM monitor due to the radius limitations of the instruments. In this day the

measurements show that the boundary layer can notebconsidered as well-mixed
because of the arrival of the dust-rich air mass, Wit the results are comparable
taking into account the error associated with bothprocedures. In this case there is
an agreement of both techniques in the modes (fired coarse) ofdV(r)/dinr, even

though the comparison of the remote sensing and isitu measurements is rather
difficult and uncertain. Also, the algorithm constrains for particles larger than 7

MM do not overestimated the fine mode size distribign taking into account the

error related to the methodology.



Table 2 Mean values (xstandard deviation) of spectrabs@ optical depthAOD),
single scattering albed®%A) and asymmetry parametey);( RMSE is their root mean
square error amfirefers the absolute differences between retrieghtained by our
method and the AERONET code at 440, 670, 870 a@@ hén for all nearly coincident
measurements during desert dust events from 20P810.Subscript &” and “n” refers

to AERONET and our method, respectively.

440 nm 670 nm 870nm 1020nm
AOD, (A) 0.27+0.15 0.22+0.15 021+0.14 0.20+0.13
AOD, (A) 0.28+0.15 0.23+x0.14 0.014 0.20+0.13
SSA (1) 0.89x0.03 0.93+0.02 0.94+0.02 0.98¢0
SSA, (1) 0.90%0.03 0.91+0.03 0.028 0.93+0.03
9,(A) 0.72+0.02 0.70+0.02 0.0Mm2 0.71+0.02
g,(A) 0.70+0.02 0.67+0.02 0.66+0.02 0.67+0.02
RMSE (AOD(A)) 0.007 0.012 0.007 0.012
RMSE S3A(41)) 0.048 0.034 0.028 0.026
RMSE @(A)) 0.031 0.036 0.042 0.043
AAOD(A) 0.009+0.008 0.009+0.009 0.00646. 0.009+0.008
ASSA(A) 0.037+0.031 0.027+0.021 0.022+0.018 0.02116.0
Ag(A) 0.026%0.017 0.033+0.014 0.03916. 0.039+0.016




Figure 1. a) All-sky image registered for October 6, 201@,15 h GMT —cloudless-; b)
for October 7, 2010, 10:15 h GMT —clouds-; and cjnmalized principal plane sky
radiances derived for the two situations.
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Figure 2. Evaluation of simulated (direct method) and re®gt (inversion) data: a)
SSA(A), b) Volume size distribution, ¢) Phase functiong @) Normalized sky radiance
in the principal plane.
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Figure 3. Relative deviations distribution of retrievB{d©®,A) by inversion vs. simulated
data —direct method- (from Table 1).
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Figure 4. Results for different effective aerosol opticatgraeters using experimental
data corresponding to the Saharan dust event ddteger Granada in June, 23 2008: a)
volume size distributions derived using as inpuapeeterry(A)£5%, b)R(&,A) derived
using as input paramet&OD(A)x5%, c) SSAQ) derived using as input parameter
R(©,A) andR(OA)+7%, d)SSA(A) derived using as input parametgi1)+5%.
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Figure 5. SSA(A) derived using a spectrally constant value forsingace albedo (A) at
Granada (June 23, 2008) and using the spectralpertkence of A derived by
AERONET network.
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Figure 6. a)AOD 670nm), b) absolute differences oSSAG70nm apd c) absolute
differences ofg 670nm f level 2 provided by AERONET vs. the computed day
methodology.
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Figure 7. a) SSA(440nm) and b) g(440 nm) evolutions derived by AERONET eod
(Level 2.0 data) and by the Principal plane invarsiode at Granada (June 23, 2008).
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Figure 8. Columnar volume size distribution computed vs. BRIMM measurements
integrated to the column by means of the scalehhgigvided by the lidar system (18
July, 2002).
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