
Response to Reviewers
We wish to thank the reviewers for their insightful comments which we feel have substantially improved
our manuscript. We believe we have addressed all major and minor comments that were raised by the
reviewers and, in doing so, have crafted a paper that is more rigorous in content. First, we copy below
the reviewers’ comment (in bold), and then we describe how we have addressed each of the issues.

Reviewer #1
a) Page 3137, lines 26-27: The authors mention a substantial overestimate of the

modelled ozone compared to measurements by up to 15 ppbv in some regions. Please
clarify which regions and possible reasons for this large overestimate. For example
clarify the possible role of stratosphere-troposphere exchange or photochemistry in
this overestimate.

We have extended the section related to modelled ozone overestimation. We have referred to
the MPI-report (Rast et al., 2012), that shows that the best agreement between modelled and
observed surface ozone concentrations is reached in the Eastern European region, "the worst
results are obtained for the Mediterranean region, where the model overestimates ozone concen-
trations by more than 40% on average. The correlation between observations and model results is
excellent for Central Europe (for all 18 sites r is greater than 0.65), it is reasonable for Northern,
Western and Eastern Europe (about half of the sites have r greater 0.65), and it is poor for the
Mediterranean (only 3 sites with r > 0.65) and the mountain sites".

"The high bias observed in the preceding analysis may be a consequence of advection of ozone-
rich air from aloft and trapping of polluted air masses in the boundary layer (see analysis of
ozone sonde and MOZAIC data in sections 4.4, 4.5)" (Rast et al., 2012).

b) The authors mention that the NAOI timeseries have been calculated as the differ-
ence in the normalized SLP anomalies between the model grid boxes corresponding
to the location of Ponte Delgada, Azores and Stykkisholmur/Reykjavik, Iceland.
It might worth looking how the modelled NAOI compares to the NAOI based on
observations.

We use an hindcast simulation based on ERA-40 reanalysis, therefore, by construction the mod-
eled NAOI has a really high correlation with the station based observation. Moreover we have
mentioned at the beginning of section 3.1 that ”The simulated SLP climatology, interannual vari-
ability and the NAO faithfully reproduce the observation (http://www.cgd.ucar.edu/cas/jhurrell/indices.info.html#naostatann),
given that the simulated meteorology fields are relaxed towards the ERA-40 reanalyzed data.”
As a consequence the modelled NAOI and the station based NAOI are highly correlated (r=0.94,
see also Fig. R1). We have included in the text the correlation between the modelled NAOI and
the station based NAOI.

c) Page 3139, lines 20-21: It is mentioned that the NAOI and PC1 monthly timeseries
are strongly correlated in winter (0.86) and less correlated in summer (0.59). Please
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specify if these correlations are based on daily values, monthly values or seasonal
values.

Thank you for pointing this out. The correlations are based on monthly data as pointed out
in section 2: "The model data analyzed here are restricted to the Atlantic sector (20◦–90◦N,
90◦W–40◦E) and the results are based on monthly anomalies from the climatological monthly
mean." In any case, we have specified also in the result section that the EOF analysis has been
calculated using monthly SLP field: ”The EOF analysis of the monthly SLP field shows that in
winter, ... "

d) Pages 3142-3143: It is mentioned that the negative phase of NAO leads to a south-
ward shift towards the Mediterranean Sea of the storm track and consequently, the
O3 enriched air masses from the Atlantic Ocean, increase of few ppbv the surface O3
concentrations in the western part of the Iberian Peninsula (Fig. 6). Is this small
and spatially limited increase of ozone over the Iberian Peninsula statistically signif-
icant to make the authors speculating for the reasons of its presence in their model
results? Also I am not sure why the authors claim that the air masses originating
from the Atlantic Ocean are enriched in O3? If we exclude cases of intercontinental
pollution transport from US then usually the Atlantic ozone baseline ozone is lower
than the European continental ozone levels.

The small and spatially limited increase of ozone over the Iberian Peninsula during negative
phases of the NAO are not statistically significant in winter (Fig. R2); however, the correlation
between PC1 and surface ozone over this area is statistically significant (Fig. 5), therefore, we
felt it was worth mentioning it.

We claim that the air masses originating from the Atlantic Ocean are enriched in O3 at the
surface because the model shows it (Fig. 2 in the manuscript: ozone concentration over the
continents are lower than over the ocean in three out of four seasons: winter, spring and fall).
Figure 3 in the manuscript shows similar results for tropospheric ozone.

e) Page 3143, lines 3-6: The authors state that ’More storms in the Mediterranean
Sea enhance southerly flow towards Italy and northern Africa leading to a slightly
increased surface O3 concentrations over the Italian peninsula and decreased surface
O3 values in north-eastern Africa.’ I find this statement rather speculative and I
would ask the authors to clarify and explain what do they mean. Furthermore, what
the authors claim as an increase over the Italian Peninsula in the negative phase
of NAO is actually small response limited over a small area in Central Italy. Is
this increase statistically significant at 95% or 90%. Similarly the negative ozone
anomalies over the Adriatic Sea during positive NAO phases in summer are small
and limited and I am wondering if they are also statistically significant.

We mean that an increased number of storms in the Mediterranean Sea is connected to more
southerly winds blowing from areas with higher surface ozone concentrations (the Mediterranean
Sea) towards the Italian peninsula (see figure 2 in the manuscript). The same line of reasoning
can be applied for north-eastern Africa, where with positive NAO it experiences northerly flow
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(enriched O3 from the sea), whereas with negative NAO it experiences southerly O3 depleted
air mass advection. However, as shown in the new Figure 6 (see answer f) the anomalies are
not significant at 90% confidence level. The same holds true for summer. Nevertheless, we feel
like mentioning it since as shown in figure 5 the correlation between O3 and PC1 is actually
significant in those areas.

f) Following my previous comments, I would suggest for clarity reasons to indicate in
Figure 6 the areas where the anomalies are statistically significant at 95% or 90%
(e.g. by using a t-test). This is the most common way to point the statistically
significant differences between two groups of data.

We have plotted in Figure 6 the areas that have anomalies statistically significant at 90% using
a t-test (see fig. R2).

g) Page 3145, lines 1-4: The authors state that in summer ’The negative NAO phase
leads to surface O3 negative anomalies that are shifted south compared to positive
anomalies, affecting western Africa, part of the Sahara desert and great part of
the Mediterranean Sea, whereas mainly no anomalies are displayed in the Nordic
Sea and Baltic Region.’ The authors attribute these negative ozone anomalies over
southwestern Europe to less ozone enriched European continental flow. Could it be
also attributed to a cyclonic anomaly introducing more clouds, less solar radiation
and hence less photochemical ozone production?

We believe that the cyclonic anomaly suggested by the reviewer may have an influence on sur-
face ozone concentrations over southwestern Europe (Iberian Peninsula), however, the strongest
cyclonic anomaly influence is over western Europe (northern France, British Isles) as it may be
inferred by the correlation between PC1 and precipitation (Fig. R3). We have included this
suggestion in the manuscript.

h) Page 3146, lines 9-12: The authors state that ’Unfortunately, since in our study we
do not include a diagnostic for transport of stratospheric air into the troposphere, we
could not quantify neither the amount of surface O3 variability associated with the
STT, nor the frequency of STT events associated with the NAO phases.’ Although
I understand that the authors do not have stratospheric ozone tracer as diagnostic
in their simulations, they could possibly use other common parameters from their
simulations as diagnostics such as potential vorticity or water vapour mixing ratio.
These diagnostics may not assist to quantify the ozone anomalies but at least would
give a hint and stronger evidence for interpretation of their results.

Thank you for the suggestion. We have looked at CO and performed the same analysis done for
the ozone (Figs. 7 and 8 in the manuscript). We have preferred CO rather than H2O mixing ratio,
because the latter is more influenced by contingent atmospheric conditions. The CO anomalies
pattern (Figs. R4 and R5, see also section 3.3) resembles the O3 pattern (sign reversed) for the
mid-to-high latitudes. However, the relative anomalies are less strong for CO than for O3. This
may indicate that STT does play a role in affecting O3 concentration at the surface at mid-to-
high latitudes, but O3 tropospheric production and advection are also an important component.
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At mid-to-low latitudes, the CO and O3 anomaly patterns differ suggesting a weaker influence
of STT at the surface. These views are consistent with a vast body of literature.

i) Finally in the discussion section (page 3147), the authors state that their approach
of PC1/O3 relation can be used to identify areas at risk of high O3 concentrations,
without performing costly chemical weather forecasting at monthly timescale. I find
this statement about chemical weather forecasting rather obscure and unnecessary.
The use of statistical indices and relations may assist chemical weather forecasting
but cannot substitute it. I suggest rephrase of this sentence in order to give the
right message.

We have changed ’without performing costly chemical weather forecasting at monthly timescale’
to read as ’supporting chemical weather forecasting at monthly timescale’.

Reviewer #2 (Anonymous)
General Comments:

1. Throughout the text, there are attributions of enhanced or depleted surface O3
during NAO phases to specific transport pathways. The basis for these attributions
is not always obvious. For example, why is the enhanced wintertime surface ozone
during positive NAO phases necessarily advected from the marine lower troposphere
as opposed to subsiding from aloft around the anticyclone?

Thank you for pointing this out. We believe that the subsidence could sometimes play a role, but
with this line of reasoning one would not be able to explain the negative correlation/anomalies
during positive NAO phase (Figs. 5 and 6) in the Iberian peninsula and Western Africa, where
the enhanced subsidence is at the strongest (Fig. 1): enhanced subsidence does not lead to
increased O3, but actually a decrease.

2. How do the findings here differ from those in Hess and Lamarque (2007, JGR,
doi:10.1029/2006JD007557) who examined contributions of regional emissions and
stratospheric ozone using sensitivity simulations and tracers in their model (similar
to the approach recommended by the authors on p 3149)? A clear description of
the advances made here is needed.

In the introduction we have mentioned Hess and Lamarque study, pointing out that they focused
on ozone variability only in February and March over the entire Northern Hemisphere using the
broader AO index, whereas we look at the ozone variability in all four seasons focusing on the
North Atlantic (using therefore the NAOI). We have inserted a comment on this study in the
discussion section when we recommend the use of tracers in future works. Now it reads:

Our study highlights the importance of the NAO in driving surface ozone variability in large
parts of Europe, not only affecting low level transport but also middle and upper troposphere and
stratosphere-to-troposphere transport. However, a quantitative analysis on the relative impact
of STTs and low level transport associated to the NAO phases on surface ozone concentrations
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was not possible using our chemical re-analysis model simulation, due to a lack of appropriate
diagnostic tools. Therefore, We strongly recommend that future studies using climate-chemistry
models are supplemented with appropriate diagnostics (e.g., tracers) to investigate more in depth
the effects of each NAO phase on surface ozone interannual and decadal variability and trend,
as done for example by Hess and Lamarque (2007). However, new studies should not only be
performed in spring, but also in other seasons.

3. The paper should be strengthened by including more evaluation of the model with
observations (e.g., in Figure 2). P3137 mentions an ozone bias in some regions.
Is this year-round? It would be better to show how the model compares with
the observations at the sites in Table 1. Statistics should be included to support
statements like, ’model captures the observed range of interannual o3 variability’
and those on top of P3138, on P3140 (seasonal and spatial variability in surface and
tropospheric column ozone), etc.

The model has been already extensively evaluated with regards to ozone. The ozone biases are
mainly year-round as it also could be inferred by figure 3 in the manuscript and in figure R6
(from Pozzoli et al. (2011)).

For more details see answer a) to Reviewer #1

Specific Comments:

a) The abstract could be clearer in places. Some questions: Over what region is
surface ozone examined (lines 6-7)? Is the NAO much weaker in fall and thus does
not have much impact on surface ozone in this season? What kind of lead time is
possible for using the SLP PC1 to predict surface ozone? What period is the 1990s
increase relative to (1980s?) or is there an increase over the 1990s? How does the
NAO affect this (e.g., a shift from negative to positive over the period) ?

Thanks for pointing this out, we have included the region where surface ozone is examined and
we have clarified the other points. However, we feel that going onto the details why the NAO does
not have much impact on surface ozone during fall would add too many details for an abstract.
Finally we refer to the surface ozone increase during/over the 1990s.

Now the abstract reads:

Ozone pollution represents a serious health and environmental problem. While ozone pollution
is mostly produced by photochemistry in summer, elevated ozone concentrations can also be in-
fluenced by long range transport driven by the atmospheric circulation and stratospheric ozone
intrusions. We analyze the role of large scale atmospheric circulation variability in the North
Atlantic basin in determining surface ozone concentrations over Europe. Here, we show, us-
ing ground station measurements and a coupled atmosphere-chemistry model simulation for the
period 1980–2005, that the North Atlantic Oscillation (NAO) does affect surface ozone concen-
trations – on a monthly timescale, over 10 ppbv in southwestern, central and northern Europe –
during all seasons except fall. The commonly used NAO index is able to capture the link exist-
ing between atmospheric dynamics and surface ozone concentrations in winter and spring but it
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fails in summer. We find that the first Principal Component, computed from the time variation
of the sea level pressure (SLP) field, detects the atmosphere circulation/ozone relationship not
only in winter and spring but also during summer, when the atmospheric circulation weakens
and regional photochemical processes peak. Given the NAO forecasting skill at intraseasonal time
scale, the first Principal Component of the SLP field could be used as an indicator to identify
areas more exposed to forthcoming ozone pollution events. Finally, our results suggest that the
increasing baseline ozone in western and northern Europe during the 1990s could be related to
the prevailing positive phase of the NAO in that period.

b) P3133 L4-5 Some early papers could be included – Wild et al. 2001, Yienger et al.,
2000, both in JGR.

Thank you, we have included them in the manuscript.

c) P3133 L10-17 The point here is not clear as to whether the authors are suggesting
that STT is important for the local-to-regional elevated ozone (e.g., specific events)
or baseline levels. In general, it could be clearer that the majority of O3 production,
at least in summer, is produced from local-to-regional precursor emissions.

We refer to baseline levels and it is now specified in the manuscript . We did point out that
the majority of O3 production, at least in summer, is produced from local-to-regional precursor
emissions: pag 3132 lines 23-27 and page 3133 line 1:

In many modern cities and surrounding areas, ozone concentrations are often above thresholds
for plant damage and negative health effects especially during late spring and summer (e.g., (e.g.
Akimoto, 2003; Lovblad et al., 2004; Dentener et al., 2006; EEA report, 2010). Elevated O3

concentrations are local-to-regional phenomena, mainly associated with photochemical reactions
favored by a combination of intense solar radiation and emissions of air pollutants.

d) P3134 L5 The intercontinental transport is occurring in the westerly flow, correct?
L18- 19. Are the droughts and smog associated with positive or negative NAO
phases? Elsewhere, please specify sign of NAO and associated impact wherever
possible. L20- 24. Is this the same as the northern annular mode definition? If so,
there is a lot of literature on these modes that should be cited for context here.

P3134 L5 Yes, that’s correct.

L18-19 Yes, droughts can be associated to NAO phases as well as photochemical smog: on
P3134 L3-11 we mentioned the effects of the different phases of the NAO: prolonged positive
NAO anomalies may lead to droughts in the Mediterranean and droughts in the nordic countries
during prolonged negative NAO phases.

L20-24 The northern annular mode (NAM) is defined over the entire northern hemisphere,
whereas the NAO is defined only in the Atlantic sector. We have added some references re-
garding the NAO definition using the EOF analysis (see also answer 1 to Reviewer #3).

e) P3136 L8-10 Hess and Lamarque, JGR, 2007 study 1980-2001 so there is some
precedent for analysis of AO, O3 variability over multiple decades.
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We have mentioned this study on P3135 L22-25. We have now included that this study looks at
multiple decades. See also answer 2 on general comments.

f) P3136 L13-16. Stronger support for stratospheric influence could be made by using
a stratospheric tracer in the model, a commonly used approach [e.g., Wang et al.
JGR 1998, doi:10.1029/98JD00156. In the absence of such a tracer, water vapor or
CO distributions should provide additional evidence.

We have added a paragraph discussing the CO anomalies associated to the NAO phases (see also
answer h to Reviewer #1)

g) P3137 L12-15. Which meteorological variables are nudged? How is stratospheric
ozone simulated in the model?

In ’ECHAM5 vorticity, divergence, sea surface temperature, and surface pressure are relaxed
towards the re-analysis data every time step with a relaxation time scale of 1 day for surface
pressure and temperature, 2 days for divergence, and 6 h for vorticity (Jeuken et al., 1996). The
relaxation technique forces the large scale dynamic state of the atmosphere as close as possible
to the re-analysis data, thus the model is in a consistent physical state at each time step but it
calculates its own physics, e.g. for aerosols and clouds ’ Pozzoli et al., 2011.

”Stratospheric O3 concentrations are prescribed as monthly mean zonal climatology derived from
observations (Logan, 1999; Randel et al., 1998). These concentrations are fixed at the topmost
two model levels (pressures of 30 hPa and above). At other model levels above the tropopause,
the concentrations are relaxed towards these values with a relaxation time of 10 days following
Horowitz et al. (2003)” Pozzoli et al., 2011. The model is able to reflect the total ozone variability
associated to the NAO (for example compare figure R7 with figure 3 in Appenzeller et al., 2000).

We have inserted in the paper a brief summary of these two paragraphs.

h) P3137 L20. It would help to briefly summarize the emissions used. For example,
is biomass burning varying inter-annually in these simulations? Do fires vary with
NAO (e.g., drier regions) and thus affect O3? Same for natural emissions (lightning,
biogenic) –is NAO-driven variability in these included?

Emissions of O3 precursors from natural processes are calculated on-line considering the mete-
orological variability, therefore, also in the model NAO may well play a role in affecting fires.
”The emissions from vegetation of CO and VOCs (isoprene and terpenes) were calculated inter-
actively using the Model of Emissions of Gases and Aerosols from Nature (MEGAN) (Guenther
et al., 2006). Lightning NOx emissions (Fig. 3b) are calculated following the parameterization of
Grewe et al. (2001). We use the compilation of interannual varying biomass burning emissions
published by Schultz et al. (2008), who used literature data, satellite observations and a dynam-
ical vegetation model in order to obtain continental-scale emission estimates and a geographical
distribution of fire occurrence. Other natural emissions are kept constant during the entire sim-
ulation period. CO emissions from soil and ocean are based on the Global Emission Inventory
Activity (GEIA) as in Horowitz et al. (2003), amounting to 160 and 20 Tg yr-1, respectively.
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Natural soil NOx emissions are taken from the ORCHIDEE model (Lathiere et al., 2006), result-
ing in 9 Tg(N) yr-1”. See Figure 3 of Pozzoli et al. 2011 for the interannual variability of natural
emissions.

In view of the length of the paper, we have not gone in the details of the emissions used but we
have pointed to the comparison paper by Pozzoli et al. (2011).

i) P3139. Clarify in text that Figure 1 is the EOF of the SLP.

We have now clarified in the manuscript that Figure 1 refers to the EOF of SLP.

j) P3143 L3-5. ’More storms in the Mediterranean sea’: from observations or model?
L11-16 is out of place in a ’winter’ section. ’Spring’ section discussion could be
sharpened to clarify the main point, I found the discussion here confusing.

P3143 L3-5: The model is nudged and so it closely resembles the observations. In any case, the
negative phase of the NAO leads on average to more storms in the Mediterranean by construction.

L11-16 We have moved the paragraph at the end of the section as a concluding paragraph.

The spring section has been sharpened and reads as follow: In spring (MAM), the PC1/O3

spatial correlation coefficients are similar but somewhat weaker than winter, with positive values
over the British Isles and Scandinavia in the north and north Africa in the south. The NAOI/O3

correlation pattern also shows significant values over the British Isles and part of Scandinavia,
but the overall pattern starts becoming different compared to the PC1/O3 correlation pattern.
The weakening of the relationship between NAO and O3 concentrations is in agreement with the
data that show a reduced number of ground stations significantly correlated with the NAO (Fig.
4). Over central-eastern Europe the measurements and the model show correlations of opposite
signs between NAO and O3 concentrations, but in both cases the correlations are not significant.

k) P3145 The case for stratospheric influence is not particularly compelling in Figure
7 and 8 and could perhaps be strengthened by considering the three-dimensional na-
ture of intrusions (see for example Langford et al., 2012, JGR, doi:10.1029/2011JD016766
who also show that STT events can impact surface air on a short-term basis).

In order to better understand the stratospheric influence we have analyzed the CO anomalies
associated to the NAO phases. We have considered latitudinal and longitudinal transects in
Figure 7 and 8 at specific locations, such as Mace Head. In the new figures related to NAO/CO
anomalies we have also considered such transects (Figs. R4 and R5) and this provides new
insights on the STT events (see also answer h) to Reviewer #1).

l) P3146. The discussion of long-term trends being associated with NAO phasing is
confusing. Has there been a trend in NAO phasing or is variability driven by NAO
mistakenly being interpreted as a long-term trend?

The NAO phase showed constant positive anomalies in the late 80s and 90s, influencing surface
O3. Therefore, the long-term trend in O3 seen in Northern Europe might have been influenced
by the variability driven by the NAO. We have rewritten the paragraph as follow:
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The O3 anomalies that extend from the lower stratosphere to the surface seem to be due to the
interplay between two main processes: i) low level O3 transport both in winter and summer and
enhanced photochemistry in summer; and ii) STT events that are able to affect O3 concentration
at the surface especially in the winter months and at mid-to-high latitudes (Figs. 9 and 10).
Lamarque and Hess (2004) and Hess and Lamarque (2007), focusing mainly on spring months,
have shown that STT events have a contribution to the O3 tropospheric anomaly pattern, domi-
nating the ozone variability signal throughout the depth of the troposphere over Northern Canada
and the Arctic region. On the other hand, they have shown tropospheric production of ozone and
tropospheric ozone transport are also very important for the lower tropospheric ozone over the
Atlantic basin and Europe. Therefore, SST events do play a role for the overall surface baseline
ozone budget (see also Hocking, 2007). Hence, when a given NAO phase persists for several
subsequent years, STTs may also contribute to long term trends in surface O3 concentrations.

m) P3147 Can a new pair of sites be proposed to better capture the centers of action
for NAO in summer or is it always necessary to do the full PC analysis?

Thank you for the suggestion. We did consider other locations for summer and even though
we found two locations (43◦N 25◦W and 82◦N 8◦W which are better correlated to the summer
PC1 (0.85 versus 0.59 of the standard locations) and are able to capture the anomalies over the
Iberian peninsula, it fails over the British Isles (see fig. R8). So eventually we believe the PC1
analysis is the best atmospheric circulation predictor for surface ozone concentrations in summer
over Europe. We have added a brief discussion about it in the discussion section together with
figure R8:

In order to evaluate the possibility of accounting for the summer northward shift of atmospheric
circulation, using simply two alternative locations rather than the canonical ones (northern loca-
tion: 65◦N 23◦W and southern location: 38◦N 26◦W) or the EOF analysis, we have looked for
the two model grid boxes that maximizes the correlation between the new summer-NAOI (SNAOI)
and the PC1. We have found that the northern location shifts at 82◦N 8◦W and the southern
center of action at 43◦N 25◦W. The SNAOI calculated using the above-mentioned centers of ac-
tion has a correlation of 0.85 with the summer PC1 (instead of 0.59 of the standard locations).
However, while the SNAOI is able to capture ozone positive anomalies over the Iberian Penin-
sula, it fails in capturing the correlation over the British Isles (cf. Figs. 11 and 5). Therefore,
the PC1 timeseries remains the best atmospheric predictor for surface ozone concentrations in
summer over Europe as a whole.

n) P3148 The model and observations look like they are trending different directions
in MAM in Figure 9. JJA does not look well captured either.

We agree that modeled and observed MAM anomalies trend in different directions even though in
the first years the increasing trend is in common as well as the decrease in 1995-1997 and finally
the flattening in the last 8 years. The overall trend of JJA seems fairly captured. Anyway, the
purpose of this figure (now figure 12) is just to help the reader comparing the Mace Head ozone
variability with the NAOI/PC1 variability without looking for papers showing Mace Head ozone
trends. In fact, the positive trends in surface ozone at Mace Head and northern-western Europe
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have been already shown in several studies (references now included in the manuscript) and it is
not a result of our paper. The seasonal PC1 variability over the analyzed period has been now
included in the figure.

o) Figure 2. Do observations support the simulated higher ozone levels over the
Atlantic than over the continents?

Figure 3 shows the retrieved tropospheric O3 concentrations that also present higher ozone
concentrations over the ocean compared to the European continent. We are not aware of any
ozone station off the coast of Ireland or over the North Atlantic.

p) It would help to place modeled and observed correlations in Figures 4 and 5 together
for easier comparison, perhaps by superimposing the circles in Figure 4 on the
modeled correlations.

We have tried to superimpose the circles in Figure 4 but it look too crowded and therefore we
have preferred to improve the linkage between the figures in the text.

Reviewer #3 (Anonymous)
Major Comments:

1. The authors state that the PC1 index is an alternative to the NAOI index (p 3134,
l 22). This is not clear to me. In fact the AO is usually identified with the leading
component of the 1000-hPa height anomaly variability. Thus it is not clear that the
PC1 index as defined by the authors isn’t actually an index of the AO oscillation. I
don’t think the authors really need to get into the potential differences between the
AO and NAO, but I do think it is mis-leading to state the PC1 index is an index
of the NAO. A better procedure would be to simply use the established AO index
instead of the PC1 index in their analysis. This is unlikely to change their results
but is more consistent with the literature.

The Northern Annular Mode (NAM) or Arctic Oscillation is defined as the first EOF of NH
(0/20-90 N) winter SLP data (http://www.cgd.ucar.edu/cas/jhurrell/indices.html). Whereas
when the domain is restricted to the extratropical North Atlantic, the PC1 time series better
represents the NAOI (Hurrell, 1995). AO and the NAO are highly correlated, however, since we
are focusing on Europe, we strongly feel it is better to use the NAO domain avoiding disturbances
from the North Pacific Oscillation. Moreover, several studies have been done referring to the
EOF1 of the SLP field defined over the North Atlantic basin as the leading mode of the North
Atlantic atmospheric variability, i.e. the NAO (e.g., Hurrell (1995); Hurrell et al. (2003); Pausata
et al. (2009, 2011)

2. The authors show a nice correlation plot of the NAOI and PC1 with ozone over Eu-
rope (Fig. 4), but they do not show the magnitude of the measured ozone anomalies
associated with the correlation. The authors simulate very large ozone anomalies
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(e.g., Figure 6) associated with the NAO, up to 10 ppbv. They should additionally
analyze the NAO ozone anomalies from station data. Does the station data support
the large simulated anomalies?

Thanks for pointing this out. Several studies (e.g., Pozzoli et al, 2011, Rast et al., 2012) have
already shown that the model is able to capture observed ozone variability as mentioned before.
Therefore the model is also able to capture the variability due to the NAO, which is enclosed in
the total variability. In our study we are not trying to separate the amount of variability due to
the NAO from the variability due to other factors. We point out that the modeled and observed
ozone variability are influenced by the NAO, meaning that months with strong NAO anomalies
are likely to lead to strong modeled and observed ozone concentration anomalies as well. In any
case, we have also shown seasonal ozone anomalies for Mace Head ozone station that does show
anomalies associated to the NAO up to 7-8 ppbv (seasonal average) in good agreement with the
model data (Fig.12 in the revised manuscript).

3. The authors claim that the NAO may help to explain the ozone trend over Mace
Head, and show measured and simulated ozone over Mace Head in Fig. 9. I think
if the authors want to show this figure they need to, at a minimum, examine the
correlation between the NAO/PC1 and Mace Head ozone. To what extent does
the NAO explain the measured/modeled ozone anomalies at this site? I think more
analysis is necessary with regards to this figure.

We did show the correlation between NAO/PC1 and Mace Head ozone station in figure 4 and
modeled ozone in figure 5 on monthly time scales. We have now added in the text the correlation
values in section 3.2.1 in order to give a better idea on the influence of the NAO on measured ozone
anomalies. Anyway, the purpose of this figure is just to help the reader comparing the Mace Head
ozone variability with the NAOI/PC1 variability without looking for papers showing Mace Head
ozone trends. In fact, the positive trends in surface ozone at Mace Head and northern-western
Europe have been already shown in several studies (references now included in the manuscript)
and it is not a result of the paper. Nevertheless, we have added the seasonal averaged PC1
timeseries and the correlation between the seasonal PC1 and the O3 (modeled and observed)
timeseries (Fig. 12 in the revised manuscript).

4. I think the references in the paper could be improved somewhat. There are a
numerous locations where a statement needs additional references. -p 3133, l 5
and 6. This needs some references. Some relevant papers of which I am aware:
Brownsteiner and Hess (2011), Liang et al. (2004), Fiore et al , 2002 ... -p 3133,
l 14 ’specific STT events’: see study by Lin et al., (2012) -p 3134, l 19: references
needed with regard to the importance of NAO during summer months -Hess and
Lamarque (2007) and Lamarque and Hess (2004) examined the response of STE
to the AO/NAO. This previous work seems relevant to the current paper (i.e., in
section 3.3)

Thank you for pointing this out. -p 3133, l 5 and 6 we have included the reference to the study
of Guerova et al. 2006 that focus on the Atlantic basin and Europe and show that in summer
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long range O3 transport mainly occurs during perturbed weather conditions that are generally
not associated with highest surface O3 concentrations. We have also added Brownsteiner and
Hess (2011) when we refer to studies that show that tropospheric ozone can be transported over
long distances, affecting O3 concentrations at the surface; - p 3133 l14 we have included Lin et
al (2012) in the text; -p 3134 l 19 we have provided further references (besides the Barnston
and Livezey (1987)); - We have included a brief discussion of Hess and Lamarque (2007) and
Lamarque and Hess (2004) studies in section 3.3, that reads:

The O3 anomalies that extend from the lower stratosphere to the surface seem to be due to the
interplay between two main processes: i) low level O3 transport both in winter and summer and
enhanced photochemistry in summer; and ii) STT events that are able to affect O3 concentration
at the surface especially in the winter months and at mid-to-high latitudes (Figs. 9 and 10).
Lamarque and Hess (2004) and Hess and Lamarque (2007), focusing mainly on spring months,
have shown that STT events have a contribution to the O3 tropospheric anomaly pattern, domi-
nating the ozone variability signal throughout the depth of the troposphere over Northern Canada
and the Arctic region. On the other hand, they have shown tropospheric production of ozone and
tropospheric ozone transport are also very important for the lower tropospheric ozone over the
Atlantic basin and Europe. Therefore, SST events do play a role in the overall surface baseline
ozone budget (see also Hocking (2007)). Hence, when a given NAO phase persists for several
subsequent years, STTs may also contribute to long term trends in surface O3 concentrations.

Minor Comments:

1. p 3135, l 24 Hess and Lamarque (2007) analyzed ozone variability due to the AO,
not the variability in general.

Thanks. We have corrected it. Now it reads:

Hess and Lamarque (2007) have used a chemistry transport model to analyze tropospheric ozone
variability in February and March in the period 1980–2001 due to the Arctic Oscillation. The
Arctic Oscillation and the NAO are highly correlated, however, the Arctic Oscillation also in-
cludes the dominant mode of variability of the North Pacific (the North Pacific Oscillation).
Therefore, when focusing exclusively over the Atlantic basin the NAO is more appropriate (e.g.,
Hurrell (1995); Hurrell et al. (2003)).

2. p 3136, l 23: I think the authors should say something more about how these
particular stations were picked.

We have clarified in the manuscript the reasons why those particular stations were picked. Now
it reads:

In this study we selected a total of 17 stations from the 150 stations belonging to the European
Monitoring and Evaluation Programme (EMEP, http://www.emep.int/) for which monthly mean
O3 concentrations are available between 1990 and 2005 (Table 1). We have chosen a subset of
relatively unpolluted stations with sufficiently long timeseries in order to have a representative
coverage of the areas most influenced by the NAO.
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3. p 3137, l 19: What do the authors mean by a ’consistent physical state’? Does the
model calculate surface heat and moisture fluxes or are these input?

In ’ECHAM5 vorticity, divergence, sea surface temperature, and surface pressure are relaxed
towards the re-analysis data every time step with a relaxation time scale of 1 day for surface
pressure and temperature, 2 days for divergence, and 6 h for vorticity (Jeuken et al., 1996). The
relaxation technique forces the large scale dynamic state of the atmosphere as close as possible
to the re-analysis data, thus the model is in a consistent physical state (with the re-analysis) at
each time step but it calculates its own physics, e.g. for aerosols and clouds ’ Pozzoli et al., 2011.
The model does calculate the surface heat and moisture fluxes.

4. p 3137: Please give more information on the specification of biogenic emissions. Also
please give more information on the specification of the stratosphere and the relevant
boundary conditions used. Does the simulated stratosphere reflect variability due to
the NAO? If not, I think the authors need to make some caveats about the impact
of the NAO on middle and upper tropospheric ozone.

See answer h) to Reviewer # 2 above and figure R7.

5. p 3138, l 6-7: What do the authors mean by monthly anomalies from the climato-
logical seasonal cycle?

We meant monthly anomalies from the climatological monthly mean, not for example the annual
mean. We have rephrase it to avoid misunderstanding as follow:

The model data analyzed here are restricted to the Atlantic sector ... and the results are based
on monthly anomalies from the climatological monthly mean.

6. p 3139: ’investigates’ should be investigate, ’trough’ should be through.

Thank you.

7. p 3139, l 13: Please specify which index is referred to here.

Thank for pointing this out. We have rephrased the sentence in order to make clear that the
EOF analysis shows that the NAO controls 40% of SLP variance in winter. However, we are
referring to the NAO as a phenomenon rather to a specific index in that paragraph.

Now it reads as follow: The EOF analysis of the SLP field shows that in winter, the NAO controls
a significant fraction of the SLP variability in the North Atlantic accounting for more than 40%
of its total variance (Fig. 1).

8. Figure 3: The authors should really use the same color scale for both the model and
the measurements. Otherwise, it is very difficult to compare the two. However, I
think it is reasonable to change this scale between the different seasons.

The point of figure 3 is not to show the absolute values but rather how the patterns are similar
between retrieved and modeled tropospheric ozone. We strongly feel like changing the color scale
would lead to a misinterpretation of the meaning of the figure.
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9. p 3140, l 11: Does the model overestimate the measurements everywhere?

We have add more detailed information (see answer a) to Reviewer #1).

10. p 3140, l 18: ’does not present an issue’. I would say this a bit differently: it is not
critical to the study.

Thank you for the suggestion. We have implemented it in the text.

11. Figure 4: this is a nice figure, but it is hard to discern the stations with significant
correlations. One solution might be to make the size proportional to the significance
and the color proportional to correlation. However, the authors might have a better
idea.

Thank you for the suggestion. We have noticed that the stations that have ozone values signifi-
cantly correlated with PC1/NAOI are difficult to distinguish and since the significancy is just a
threshold value we have decided to thicken the contours in order to better visualize the stations
with significant correlation. We feel that since the plot shows single point locations and not
smooth contiguous areas using the smooth color scale used in Figure 5 rather than dots size
proportional to the correlation may well not help.

12. p 3141, l 27-29: I think the authors need a reference here. While ozone lifetime is
longer in winter photochemistry is also important. One example is the NO tritration
of ozone in the European boundary layer. Probably want to reword this somewhat.

Thanks for pointing this out. The NO titration of ozone for sure plays a role in winter reducing O3
concentration in polluted area, however we wanted to point out that in winter the photochemical
reactions do not have a main role in affecting O3 concentration at the surface and atmospheric
dynamic is instead dominant. Now the paragraph reads as:

in winter, the limited photochemical production of ozone, leads to a larger role played by the
atmospheric dynamics in determining the O3 variability, and in summer both dynamical and
photochemical processes come into play, leading to elevated O3 concentrations.

13. p 3142. The springtime pattern here looks remarkably similar to Hess and Lamarque
(2007). This is probably worth mentioning.

Thanks, we have included it in the discussion.

14. p 3142, l 18: by ’down’ due the authors mean southward? It is not clear what is
happening in the vertical.

Thanks for pointing it out. We have corrected it.

15. Figure 6: please indicate the regions where the correlation is significant (from the
previous figure) instead of where the standard deviation is larger than 0.5

Done. See also figure R2

16. p 3144, l 4: ”the different correlations could be” – the authors should be able to
easily check this hypothesis.
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We have shorten that paragraph as suggested by Reviewer #2 (see answer j). Anyway, we have
checked that hypothesis, but the different length in the time series seems not to be the reason of
the different correlation sign between observation and model. We have, therefore, removed that
sentence in the revised manuscript.

17. p 3145, l 24: it is not clear why the authors use ’extreme’ here.

We mean "extreme NAO" in the sense of both pronounced positive and negative phases of
the NAO (absolute NAOI value greater than 1). We have changed the word ’extreme’ to read
’pronounced’.

18. p 3146, l 14-16: I find that the points the authors are making could be stated better.
I find point (ii) somewhat misleading as stated and in fact the authors seem to
contradict it in the next few sentences. Many studies show STT has an appreciable
effect at the surface. This point could be clarified somewhat. In addition, in regard
to point (i) the ’smog’ photochemical reactions are likely to influence the ozone
throughout the depth of the troposphere. Please clarify point (i).

Thank you for the comments. In light of the new CO analysis, we are rewritten the paragraph
as shown to answer l) to Reviewer #2.
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Fig. R1: Monthly station based (blue) and modelled (black) NAOI.
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Fig. R2: Positive (red contours) and negative (blue contours) SLP and surface O3 concentration
(color shading) anomalies associated with the ensemble average of positive (right) and negative (left)
NAO phase winter (top) and summer (bottom) months. Contours have 1.5 hPa interval. The bold
black contours indicates O3 anomalies significant with 90% confidence.
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Fig. R3: Correlation between PC1, and surface O3 concentrations for each season. The contours
indicate where the correlation is significant with 90% confidence.
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Fig. R4: Transect of normalized CO concentration anomalies for a given latitude (upper and middle
panels) and longitude (lower panels) as a function of pressure in winter. CO concentration anomalies
are normalized by CO standard deviation. Thick solid line indicates the tropopause height.
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Fig. R5: Transect of normalized CO concentration anomalies for a given latitude (upper panels)
and longitude (lower panels) as a function of pressure in summer. O concentration anomalies are
normalized by CO standard deviation. Thick solid line indicates the tropopause height.
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Fig. R6: O3 seasonal cycle at Mace Head for observation (red) and model (balck).
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Fig. R7: Correlation between PC1, and total O3 concentrations for each season. The contours
indicate where the correlation is significant with 90% confidence.
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Fig. R8: Correlation between NAOI calculated using the new locations and surface O3 concentra-
tions in summer (JJA).
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